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Highlights

• An approach for dynamically classifying a multivariate, locally stationary signal is proposed.
• Our aim is to classify the signal at each time point to one of a fixed number of known classes.
• To account for uncertainty in class membership at each time point we calculate the probability of a signal belonging to a particular class.
• We prove some asymptotic consistency results for this framework.
• We validate the effectiveness of the approach using simulated data and accelerometer data.
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Abstract

Methods for the supervised classification of signals generally aim to assign a signal to one class for its entire time span. In this paper we present an alternative formulation for multivariate signals where the class membership is permitted to change over time. Our aim therefore changes from classifying the signal as a whole to classifying the signal at each time point to one of a fixed number of known classes. We assume that each class is characterised by a different stationary generating process, the signal as a whole will however be nonstationary due to class switching. To capture this nonstationarity we use the recently proposed Multivariate Locally Stationary Wavelet model. To account for uncertainty in class membership at each time point our goal is not to assign a definite class membership but rather to calculate the probability of a signal belonging to a particular class. Under this framework we prove some asymptotic consistency results. This method is also shown to perform well when applied to both simulated and accelerometer data. In both cases our method is able to place a high probability on the correct class for the majority of time points.
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1 Introduction

This paper focuses on a supervised signal classification problem for multivariate signals. Whilst a rich literature exists for work in the one-dimensional nonstationary setting, see for example
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[12, 17, 35], in recent years there has been a concerted focus on the development of multivariate nonstationary methods [29, 31, 34]. The literature on supervised signal classification has also developed in parallel with this. For example, the canonical supervised (nonstationary) signal classification problem considered by the following: [2, 4, 11, 16, 19, 20, 23, 33, 37]. The generic approach in these articles can be summarised as follows: Assume that we are given a nonstationary signal of unknown class label, then we seek to assign the entire signal to one of \( N_c \) different classes, using training data. The implicit assumption within the above, of course, is that the underlying process does not switch between classes.

In practice one can conceive of several situations where such a 'mono-class' assumption might not be appropriate. For example, the nonstationary (multivariate) signal in question might be piecewise (second-order) stationary, with each stationary block representing a particular class structure. To illustrate this we introduce a motivating example using accelerometer data recorded from a movement experiment, one run of which is shown in Figure 1. The experiment involves a participant performing a series of activities, namely: walking down a corridor, up a set of stairs and down a set of stairs. The accelerometer is carefully placed on the participant throughout the experiment, with the sensor orientation known and consistent across the experiment. The interest in this setting is not to classify the whole signal, but rather to associate a class with each particular activity. As such the inference challenge we address in this article is that of dynamically classifying a nonstationary signal at a given time point into a particular pre-determined class structure.

The problem of classification of signals has a long history dating back to early work on the classification of (second-order) stationary (univariate) signals. For overviews of this area we refer the reader to [36]. In the nonstationary signal setting one could use various frameworks including nonstationary adaptations of the stationary Fourier basis, see for example [33] which adopts the locally stationary Fourier model in [7]. An alternative Fourier based approach is considered by [16] and [2] who adopt the smooth localised exponentials (SLEX) framework. Of course one need not be restricted to the Fourier basis. For example, [11] and [20] use the locally stationary wavelet approach of [27] for univariate signal classification and [22] discuss a wavelet packet based classifier. In each of these settings the focus is on classifying a signal into one class, i.e. they do not tackle the problems of nonstationarity due to class switching. Thus these approaches are inadequate for classifying many real systems.
A real time classification scheme is presented by [28] however they consider time points individually and so cannot account for frequency specific class differences. One possible approach that could take this into account is to segment the signal *a priori* and then assign each segment to a particular class. Such an approach is discussed in [21]. However such pre-processing can lead to some potential pitfalls. For example, in the case of a high dimensional signal, the differences between classes may be driven by only a small proportion of the channels. This can make segmentation challenging and the overall quality of classification will rely heavily on the segmentation method used. Another possible approach would be to employ a hidden Markov model (HMM). For a review of HMMs we refer the reader to [24] or [6]. Such an approach is used for classification by [1] and [5], the latter being restricted to count data. A HMM framework is also used by [26] in the related field of changepoint detection. Fitting a HMM has the drawback of being computationally intensive. It also requires the assumption that class transitions are Markovian. In other words the probability of transitioning from one class to another cannot depend on time or previous class memberships. In the absence of prior information to support these assumptions such an approach would be difficult to justify. With this in mind we introduce a novel and computationally efficient wavelet based
method for classifying a multivariate, locally stationary signal based on its local coherence structure. Our approach estimates the probability of the signal belonging to a particular class at each time point. Importantly our approach, which requires an assumption of local stationarity, requires little in the way of pre-processing save for the removal of the (time-varying) mean.

The method which we introduce is based on the Multivariate Locally Stationary Wavelet model introduced by [31]. The Multivariate Locally Stationary Wavelet model is able to account for changes in both the second order properties of the individual channels of a multivariate signal as well as the linear relationships between channels. For our classification model the nonstationarity in the signal is due to class switching causing the underlying process to change. Whilst in some applications one may have domain-specific knowledge which permits the specification of equi-duration epochs typically this is not the case. In this article we focus on the dependence between channels by using wavelet coherence. Wavelet coherence has the useful property of being normalised with respect to the local spectral structure. In addition it benefits from providing a scale-specific strength of the linear dependence between components, is time-dependent and can be readily computed using an efficient transform. Other methods, such as [16] or [11], normalise the spectral estimates using the global variance of the signal. In our setting, where class membership is a local rather than global characteristic, we must use a local normalisation. Our ultimate goal for classification is to identify the probability of the test signal belonging to each of the classes at a particular time given the observed data. Calculating these probabilities, as opposed to assigning whichever class is closest according some distance measure, will demonstrate the uncertainty in classification.

The remainder of the paper is organised as follows. Section 2 provides an overview of the Multivariate Locally Stationary Wavelet model as well as the parameter estimation method which will be used. The main contribution of this paper is contained in Section 3 which gives details of our classification method and how it can be applied in practice. Section 4 contains two different examples of our method applied to simulated data while Section 5 contains an example of our method applied to accelerometer data.
2 The Multivariate Locally Stationary Wavelet Model

We now introduce the key elements of the modelling framework which will be used as the foundation of our classification model, the Multivariate Locally Stationary Wavelet model of [31]. This is a multivariate generalisation of the univariate LSW model of [27]. Following [31] let $X_t = [X_t^{(1)}, X_t^{(2)}, \ldots, X_t^{(P)}]'$ be a $P$-dimensional Multivariate Locally Stationary Wavelet process of length $T$ where $T = 2^J$ for some $J \in \mathbb{N}$. Also let $V_j(k/T)$ be a lower triangular matrix of functions known as the transfer function matrix and $\{z_{jk}\}$ be a set of independent random vectors with the properties $E[z_{jk}] = 0$ and $\text{Var}[z_{jk}] = 1$. Finally let $\{\psi_{j,k}\}$ be the set of discrete wavelet coefficients. $X_t$ can then be represented as follows,

$$X_t = \sum_{j=1}^{\infty} \sum_k V_j(k/T)\psi_{j,t-k}z_{jk}. \quad (1)$$

A number of smoothness assumptions are also required on the elements of the transfer function matrix, $V_j(k/T)$, see [31] for further details.

The transfer function matrix dictates both the auto- and cross-covariance properties of the signal. These properties can be uniquely represented by the Local Wavelet Spectral (LWS) matrix which is defined as follows: $S_j(u) = V_j(u)V_j'(u)$ for a given scale, $j$, and rescaled time point, $u = t/T$. As [31] describe, the diagonal elements of the LWS determine the auto-covariance structure of the individual channels of the signal, whilst the off diagonal terms determine the cross-covariance structure between pairs of channels.

Following [31], we define the wavelet coherence at scale $j$ to be the matrix, $\rho_j(u)$, which has the form,

$$\rho_j(u) = D_j(u)S_j(u)D_j(u), \quad (2)$$

where $D_j(u)$ is a diagonal matrix whose elements are $S_j^{(p,p)}(u)^{(1/2)}$. The $(p,q)$-th element of the coherence matrix, $\rho_j^{(p,q)}(u)$, quantifies the strength of any linear relationship between channels $p$ and $q$ at scale $j$ and rescaled time point $u$ and takes a value on the interval $[-1,1]$. A value close to 1 indicates a strong linear relationship whereas a value close to -1 indicates a strong negative relationship.
To estimate the LWS and coherence matrices of a process [31] introduce the empirical wavelet coefficient vector at scale \( j \) and location \( k \), 
\[ \mathbf{d}_{jk} = \sum_t \mathbf{X}_t \psi_{jk}. \]
This vector can be used to define the raw wavelet periodogram matrix, 
\[ \mathbf{I}_{jk} = \mathbf{d}_{jk} \mathbf{d}_{jk}^\prime. \]
This is a biased estimator of the LWS matrix, \( \mathbf{S}_{jk} \). Fortunately, an asymptotically unbiased and consistent estimate can be achieved by smoothing the estimate over time using a rectangular kernel smoother with window size \((2M + 1)\), a commonly used approach in the time series literature see e.g. [3, 30, 32], and applying the inverse of the autocorrelation wavelet inner product matrix, \( \mathbf{A} \), with elements 
\[ A_{jl} = \sum_\tau \Psi_j(\tau) \Psi_l(\tau) \] where 
\[ \Psi_j(\tau) = \sum_k \psi_{jk}(0) \psi_{jk}(\tau) \] (see [27] or [9] for further details). Hence our (asymptotically) unbiased estimate of the LWS matrix is given by 
\[ \hat{\mathbf{S}}_{jk} = (2M + 1)^{-1} \sum_{m=k-M}^{k+M} \sum_l A_{jl} \mathbf{I}_{lm}. \]
The coherence matrix can then be estimated by substituting \( \hat{\mathbf{S}}_{jk} \) into equation (2). In Section 3 we will make use of wavelet coherence in order to classify a signal.

3 Dynamic Classification

We now consider the classification problem for a Multivariate Locally Stationary Wavelet signal, \( \mathbf{X}_t \). The setting which we consider is the following: Assume that at any time, \( t \), \( \mathbf{X}_t \) will belong to one of \( N_c \geq 2 \) different classes where \( N_c \) is known. The class membership of \( \mathbf{X}_t \) at time \( t \) is denoted by \( C_X(t) \in \{1, 2, \ldots, N_c\} \). We do not assume that the class membership of \( \mathbf{X}_t \) is constant for all time points, nor do we assume that the time spent in a particular class is fixed. Instead we assume that whilst a signal is in a given class it is second order stationary. In other words if \( C_X(t) = c \), \( \forall t \in \{\tau_1, \ldots, \tau_2\} \), the transfer function matrix, \( \mathbf{V}_j(t) \) is a constant, i.e. \( \mathbf{V}_j(t) = \mathbf{V}_j^{(c)}, \forall t \in \{\tau_1, \ldots, \tau_2\} \). The matrix \( \mathbf{V}_j^{(c)} \) is the class specific transfer function which has the same lower triangular form as the transfer function matrix described in Section 2, however \( \mathbf{V}_j^{(c)} \) is constrained to be constant over time. In effect this particular assumed representation means that we can re-express the representation in equation (1) as follows. Let \( \mathbb{I}_{\{c\}}[C_X(t)] \) be an indicator function which is equal to 1 if \( C_X(t) = c \) and 0 otherwise. Then \( \mathbf{X}_t \) can be expressed as,
\[ \mathbf{X}_t = \sum_k \sum_j \sum_{c=1}^{N_c} \mathbb{I}_{\{c\}}[C_X(k)] \mathbf{V}_j^{(c)} \psi_{jk}(t) \mathbf{z}_{jk}. \]
In effect what we have done here is to re-write the time varying transfer function matrix in terms of constant segments, \( V_j(k/T) = \sum_{c=1}^{N_c} I_{\{c\}}[C_X(k)]V_j^{(c)} \).

With this formulation in place it is readily seen that we can also write the LWS of \( X_t \) at rescaled time \( u = t/T \) as,

\[
S_j(u) = V_j(u)V_j'(u) = \sum_{c=1}^{N_c} I_{\{c\}}[C_X(k)]S_j^{(c)},
\]

where \( S_j^{(c)} \) is the class specific LWS defined as \( S_j^{(c)} = V_j^{(c)}V_j^{(c)'} \). Equivalently, we can express the time varying coherence matrix at rescaled time \( u \) as \( \rho_j(u) = \sum_{c=1}^{N_c} I_{\{c\}}[C_X(k)]\rho_j^{(c)} \).

In the next section we will use the coherence matrix to determine which class the signal belongs to at a particular time. In order to do this we assume that each class has a different coherence matrix, or more precisely for each pair \( c_1, c_2 \in \{1, 2, \ldots, N_c\}, c_1 \neq c_2 \) there exists some \( j \) such that \( \rho_j^{(c_1)} - \rho_j^{(c_2)} \neq 0 \).

In the following sections we will describe our dynamic classification approach. In essence this consists of five key steps which we first sketch here: (1) Estimate the coherence of a set of (labelled) training signals; (2) Transform each of the coherence estimates using the Fisher-z transform; (3) Using the known class membership of the training signals, we estimate the transformed coherence of each class; (4) We then select a set of highly discriminative coherence coefficients that will be used to classify future observed signals; (5) Using the set of discriminative coefficients and the estimated transformed coherence, we calculate the probability of an unknown signal belonging to each class at a given time point.

### 3.1 Training Data

To estimate the probability of signal \( X_t \) being in a particular class at a particular time we make use of a set of \( N_i \) labelled training signals, the \( i \)-th element of which is denoted, \( \{Y_t^{(i)}\}_{i \in \{1, 2, \ldots, N_i\}} \).

Each of the labelled signals are assumed to have a representation of the form described in Section 3. Each training signal will have an associated class function \( C_{Y^{(i)}}(t) \) which is known. We estimate the LWS matrix, \( \hat{S}_{jk;Y^{(i)}} \), for each training signal followed by the coherence matrix, \( \hat{\rho}_{jk;Y^{(i)}} \). This is done using the method described in Section 2.

Our ultimate goal for classification is to calculate the probability of the signal belonging to
a particular class at a particular time point. To do this we must calculate the likelihood and therefore make distributional assumptions about the estimated coherence. We find in practice that the coherence does not tend to readily fit any standard distribution. We therefore take a Fisher’s-z transform of the coherence, the estimates of which are well approximated by a Gaussian distribution, see [10]. The transformed coherence for class $c$, $\zeta^{(c)}_j$ is,

$$\zeta^{(c)}_j = \tanh^{-1} \rho^{(c)}_j.$$  

The mean of the transformed coherence estimate for class $c$ is thus estimated by averaging the elements of the transformed coherence estimate, $\hat{\zeta}^{(c)}_{jk} = \tanh^{-1} \hat{\rho}^{(c)}_{jk}$, for which $C_{Y(i)}(k) = c$,

$$\hat{\zeta}^{(c)}_j = \frac{1}{N_c \sum_i \sum_k I_{\{c\}}[C_{Y(i)}(k)]} N_c \sum_i \sum_k I_{\{c\}}[C_{Y(i)}(k)] \hat{\zeta}^{(c)}_{jk}.$$  

In a similar way the variance can also be estimated from the training data.

### 3.2 Selection of Highly Discriminative Coefficients

Following [11,20] we will not use the whole set of transformed coherence coefficients for classification. Instead we use a subset of coefficients which show the greatest discrepancy between classes. Using a subset of highly discriminative coefficients will reduce the error in the class probability estimate and also reduce the computational complexity of calculating the log-likelihood. We denote such a subset, which contains the scale and channel indices $(j, p, q)$ for $p < q$, as $\mathcal{M}$. In order to select the appropriate coefficients we rank them according to the discrepancy measure, $\Delta^{(p,q)}_{jk}$, defined as,

$$\Delta^{(p,q)}_{jk} = \left| \frac{\hat{\zeta}^{(p,q)}_{j} - \hat{\zeta}^{(p,q)}_{g}}{\sqrt{\text{var}(\hat{\zeta}^{(p,q)}_{j}) + \text{var}(\hat{\zeta}^{(p,q)}_{g})}} \right|.$$  

This discrepancy measure is adapted from the discrepancy measure in [20] and incorporates the variance of the transformed coherence estimates which can be found empirically using the training data, though of course other approaches could be used, e.g. [13]. We select those coefficients which are found to have the largest distance measure.
3.3 Classification

Our ultimate goal is to estimate the time varying class membership of the signal, $X_t$. We do this by estimating the probability of the signal belonging to a particular class at a particular time point. We first estimate the transformed coherence for $X_t$ denoted as $\hat{\zeta}_{jk;X}$. Given this estimate we can use Bayes’ theorem to obtain,

$$\Pr\left[ C(k) = c | \hat{\zeta}_{jk;X} \right] \propto \Pr\left[ C(k) = c \right] L\left( \hat{\zeta}_{jk;X} | \{ \zeta_j(k/T) = \zeta_j^{(c)} \ \forall j \} \right),$$

(6)

where $L(\theta|x)$ is the likelihood and $\Pr\left[ C(k) = c \right]$ is a prior probability.

**Note** In the absence of prior knowledge we assign an equal prior probability of $1/N_c$ to each class.

Due to the use of the Fisher-z transform we can assume that the distribution of the transformed coherence estimator can be approximated by a Gaussian distribution and so $L(x|\theta)$ is the Gaussian likelihood function with mean vector, $\mu^{(c)}$ and variance-covariance matrix, $\Sigma^{(c)}$. The elements of $\mu^{(c)}$ are the elements of $\zeta_j^{(p,q)(c)} \ \forall p,q,j \in \mathcal{M}$. We also define $\hat{\mu}_k$ which contains the elements of $\tilde{\zeta}_{jk;X}^{(p,q)} \ \forall p,q,j \in \mathcal{M}$. The density function, up to a constant factor, can then be expressed as follows:

$$L\left( \hat{\zeta}_{jk;X} \right) \propto \prod_j \frac{1}{\sqrt{\Sigma^{(c)}}} \exp - \frac{1}{2} \left( (\hat{\mu}_k - \mu^{(c)}) \Sigma^{-1} (\hat{\mu}_k - \mu^{(c)}) \right).$$

(7)

Since the true mean vectors and variance-covariance matrices of $\hat{\zeta}_{jk;X}$ are not known we substitute estimates taken from the training data described in Section 3.1. Computational considerations mean that it is easier to calculate the log-likelihood function, $\ell(x|\theta) = \log \{ L(x|\theta) \}$. These can be easily related to the probabilities using the following

$$\Pr\left[ C(k) = c | \hat{\zeta}_{jk;X} \right] = \frac{\exp \left\{ \ell \left( \hat{\zeta}_{jk;X} \right| \{ \zeta_j(k/T) = \zeta_j^{(c)} \ \forall j \} \right) \right\}}{\sum_{c=1}^{N_c} \exp \left\{ \ell \left( \hat{\zeta}_{jk;X} \right| \{ \zeta_j(k/T) = \zeta_j^{(c)} \ \forall j \} \right) \right\}},$$

(8)
With the above in place we can consider the probability of misclassification. To this end we define a misclassification at a particular rescaled time $k/T$ as the highest class membership probability being placed on a class other than the true class. In the following propositions we establish the asymptotic probability of misclassifying a signal of length $T$.

**Proposition 1** Let $\Delta(\widehat{\mu}_k)$ be a divergence criterion for a signal with length $T$. Also let $M_T$ be the smoothing parameter used for spectral estimation. To ensure an asymptotically consistent and unbiased spectral estimate [31] make the assumptions that $M_T \to \infty$ and $M_T/T \to 0$ as $T \to \infty$. We use the divergence criterion to estimate the class membership at rescaled time $k/T$. In practice we place probabilities on the class memberships however in order to establish the asymptotic properties of the method we use the decision rule, $D(\widehat{\mu}_k)$. For the case of two classes the decision rule is defined as,

$$D(\widehat{\mu}_k) = \begin{cases} 
1 & \text{(estimate } C(k) = 1) \text{ if } \Delta(\widehat{\mu}_k) > 0 \\
2 & \text{(estimate } C(k) = 2) \text{ if } \Delta(\widehat{\mu}_k) \leq 0 
\end{cases}$$

We show that if the true class membership at rescaled time $k/T$ is class 1 then the probability that $D(\widehat{\mu}_k) = 2$ will tend to zero asymptotically, in other words,

$$\lim_{T \to \infty} Pr(D(\widehat{\mu}_k) = 2 | C(k) = 1) = 0$$

**Proof:** See Appendix 6.

This result can be generalised to the case of $N_c > 2$ by replacing class 2 with whichever class, other than class 1, has the highest likelihood at location $k$.

We also consider the asymptotic effect of increasing the Euclidean distance between classes on the misclassification probability.

**Proposition 2** Again using the divergence criterion, $\Delta(\widehat{\mu}_k)$, and decision rule, $D(\widehat{\mu}_k)$, defined in proposition 1 we consider the two class problem and the distance between classes $|\mu_1 - \mu_2| \to \infty$.

We show that for fixed $T$ as the distance between classes increases the probability of assigning the
incorrect class, at rescaled time $k/T$, tends to zero. In other words,

$$\lim_{|\mu_1 - \mu_2| \to \infty} \Pr(D(\hat{\mu}_k) = 2|C(k) = 1) = 0$$

**Proof:** See Appendix 6.

Again this result can be generalised to $N_c > 2$ is the same way as proposition 1.

With the above results established, we are now in a position to formally state our dynamic classification algorithm. This is described by the following pseudocode:

<table>
<thead>
<tr>
<th>Input: A set of training signals, $Y_i$ with known class membership and a signal $X$ with unknown class membership.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. for $i \in {1, 2, \ldots, N_i}$ do</td>
</tr>
<tr>
<td>calculate $\hat{\zeta}_{jk;Y_i}$.</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>2. for $c \in {1, 2, \ldots, N_c}$ do</td>
</tr>
<tr>
<td>from the set, ${\hat{\zeta}<em>{jk;Y_i}}$, calculate $\hat{\zeta}</em>{j}^{(c)}$.</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>3. Select highly discriminative coefficients based on $\Delta_{j}^{(p,q)}$.</td>
</tr>
<tr>
<td>4. for $c \in {1, 2, \ldots, N_c}$ do</td>
</tr>
<tr>
<td>calculate $\Pr[C(k) = c</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>Output: The probability of signal $X$ at time $k$, $\Pr[C(k) = c</td>
</tr>
</tbody>
</table>

**Algorithm 1:** Pseudocode of the mvLSW dynamic classification approach.

4 Simulated Examples

In order to demonstrate how our method works in practice we now present a series of simulated data examples.

4.1 Example with Class Specific Autocovariance

The example presented in this section includes signals where both the auto- and cross-covariance structures are dependent upon the time varying class membership. We use a piecewise stationary
trivariate autoregressive processes of the form,
\[ X_t = \begin{cases} 
\phi_1^{(1)} X_{t-1} + \phi_2^{(1)} X_{t-2} + \xi_t & \text{if } C_X(t) = 1 \\
\phi_1^{(2)} X_{t-1} + \phi_2^{(2)} X_{t-2} + \xi_t & \text{if } C_X(t) = 2 
\end{cases} \]

Here \( \{\phi_1^{(1)}, \phi_2^{(1)}\} = \{0.8, -0.5\} \) and \( \{\phi_1^{(2)}, \phi_2^{(2)}\} = \{0.9, 0\} \) are the class specific AR coefficients. The set of random elements, \( \{\xi_t\} \), are taken from a multivariate normal distribution with zero mean and class specific covariances such that,
\[ \xi_t \sim \begin{cases} 
N(0, \Sigma^{(1)}) & \text{if } C_X(t) = 1 \\
N(0, \Sigma^{(2)}) & \text{if } C_X(t) = 2 
\end{cases} \]

where,
\[ \Sigma^{(1)} = \begin{bmatrix} 1 & 0.4 & 0.6 \\
0.4 & 1 & 0 \\
0.6 & 0 & 1 \end{bmatrix}, \quad \Sigma^{(2)} = \begin{bmatrix} -1 & -0.4 & -0.6 \\
-0.4 & 1 & 0 \\
-0.6 & 0 & 1 \end{bmatrix} \]  

We simulate a set of 10 training signals using this model. The training signals each have the same class function which is initially in class 1 and then switches to class 2 half way through the time span. In order to test our method we simulate a group of 100 validation signals. The validation signals all have the same class function which is very different to the one used in the training set. This class function is initially in class 1 but switches 7 times at irregularly spaced intervals. We estimate the class membership probabilities for the validation signals using the method outlined in Section 3 and then take the mean.

The results of this are shown in Figure 2. We can see that the mean class probability is consistently high for the true class which shows that our method has performed well in terms of identifying the most likely class for a given time point. We also note that there is a small region of uncertainty around the class transitions which demonstrates that it is more difficult to classify in these regions. Looking at the lower plot in Figure 2 we can see that it is possible to identify the class membership visually as the signals autocovariance structure changes noticeably with class due to the changing AR coefficients. In the following sections we will explore examples where this is not the case.
Figure 2: The upper plot shows the mean class membership probabilities for the 100 validation signals. The lower plot shows one of the validation signals. The middle plot shows the true class membership over time.

4.2 Example with Constant Auto-covariance

We now consider an example with a class specific cross-covariance structure and a constant auto-covariance structure. We again use an autoregressive process where, unlike the previous example, the AR coefficients are not class specific. The general form of the signals is therefore,

$$X_t = 0.8X_{t-1} - 0.5X_{t-2} + \xi_t, \quad \forall t \in \{0, T-1\}. \quad (10)$$

The set of random elements, $\{\xi_t\}$ again follow a normal distribution with zero mean and covariances defined in equation (9).

Our example is based on a set of 10 training signals and 100 validation signals. The training signals all have the same simple class function as in the previous section, the validation signals all have the same class function which starts in class 2 and switches seven times at irregular intervals.

We calculate the class membership probabilities for the validation signals and take the mean, the results are shown in Figure 3. Looking at the lower plot in Figure 3 we see that for this example it is very challenging to discern the class visually as the auto-covariance structure is constant. The upper plot indicates that despite this our method is still performing to a similar level of accuracy.
4.3 Example with Three Classes

Our final simulated example considers a scenario where $N_c > 2$. A third class is added to the example in Section 4.2. The AR coefficients will remain constant as in equation (10) however for time points where $C_X(t) = 3$ the random elements $\{\xi_t\}$ will be taken from a normal distribution with covariance matrix given by,

$$
\Sigma^{(3)} = \begin{bmatrix}
1 & 0.4 & -0.6 \\
0.4 & 1 & 0 \\
-0.6 & 0 & 1
\end{bmatrix}
$$

For this example we again use a set of 10 training signals. Each of the training signals has a class function which cycles through the three classes from 1 to 3 twice. We simulate one group of 100 validation signals which have a class function which also cycles through the class but in reverse order. Figure 4 shows the mean class probabilities for the validation signals. Note that our method is able to place a high probability on the correct class for the majority of time points. It is however
Figure 4: The upper plot shows the mean class membership probabilities for the group of 100 validation signals. The lower plot shows one of the validation signals. The middle plot shows the true class membership over time.

possible to see that there are slightly larger regions of uncertainty around the class transitions. This demonstrates that by adding a third class we have made the classification problem more challenging leading to greater uncertainty.

5 Accelerometer Data Example

Finally we turn to an example based on tri-axial accelerometer data. A participant is asked to walk normally following a route including a corridor and several flights of stairs whilst wearing a tri-axial accelerometer which has a recording frequency of 20Hz. The experiment is repeated 13 times in total, following three different routes. The accelerometer records continuously during each repetition. For 6 of the repetitions the participant walks along the corridor up the stairs and down the stairs before walking along the corridor again, we will refer to this as Route A. For another 6 repetitions the participant walks down the stairs, along the corridor twice and then up the stairs, we will refer to this as Route B. For the 13th repetitions the participant walks up the stairs, down the stairs and then along the corridor, we refer this as Route C. Each repetition lasts just over 100 seconds, with the accelerometer placed in the participant’s pocket. For each repetition, the
accelerometer was oriented the same way with respect to gravity and remained in place for the
duration of the experiment. This ensured that the three channels could be directly compared
between each repetition. Each recording is trimmed to be of length $T = 2048$. Since we do not
expect the accelerometer to experience any changes in orientation, but rather oscillate around a fixed
orientation, we expect the recorded signals to have a constant mean with any information relating
to activity-type (walk, climb up stairs, climb down stairs) captured in the second order structure.

To illustrate our method we randomly select one repetition from each of Routes A and B, as
well as the single repetition of Route C as our test set. The remaining 10 repetitions will be used
as a training set. We adopt a three class model with class 1 being walking along the corridor,
class 2 being walking up the stairs and class 3 being walking down the stairs. Figure 5 shows the
classification results for the signals of Routes A and B. In both cases the true class is given a high
probability for nearly all time points, the only exception to this being around the first transition in
the Route A signal where the highest probability is placed on class 3 when the true class is either
1 or 2. The middle plots show the true class memberships, it is noticeable that there are very clear
shifts in the probabilities which follow the true class memberships.

Figure 6 shows the results of our classification method performed on the Route C repetition.
Since this repetition follows Route C the resulting signal is unlike any in the training data which
all follow Route A or Route B. Looking at Figure 6 we see that our method is able to place a
high probability on the true class for the majority of time points meaning that we can say what
activities the participant is performing during Route C.

6 Discussion and Future Work

In this article we proposed a classification method for signals where the class membership is permit-
ted to change over time. Such a model is distinct from the majority of classification methods which
seek to assign a signal to one class for all time points. Our method makes use of a set of labelled
training signals to estimate the true spectral properties of each class. Likelihood methods are then
used to calculate the probability of the signal being in each class at a particular time point. We
also demonstrate this method using both simulated data examples and a real accelerometer data
set.
Figure 5: Class probabilities for Routes A and B. The upper plots show the estimated class probabilities. The lower plots show the accelerometer recordings. The middle plot shows the true class memberships.
The work presented naturally gives rise to several potential avenues for future research. Primary amongst these is the important question of which wavelet family to use as an analysing wavelet in the absence of any specific knowledge about the underlying data generating process, building on the work of [14]. In practice, we have not noticed a marked difference in performance when different wavelet families are used, however a careful theoretical treatment to establish this is nevertheless an intriguing avenue for future research. It would also be interesting to contrast our locally stationary wavelet approach with other equivalent (linear) approaches such as multivariate extensions of local Fourier or time-varying AR (see [8] for further details). Finally, we are grateful to a reviewer for highlighting the very interesting prospect of extending this framework to consider series arising from multiple subjects. In such settings, being able to identify both population and subject-specific effects can be interesting. Whilst we are not aware of any pre-existing work in the multivariate LSW framework that addresses this setting, recent work by Gott, Eckley and Aston [15] on estimating the population local wavelet spectrum in a univariate setting offers some intriguing possibilities that could be extended to this multivariate setting. We leave this as an interesting prospect for future research.

Figure 6: Class probabilities for Route C. The upper plots show the estimated class probabilities. The lower plots show the accelerometer recordings. The middle plot shows the true class memberships.
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Appendix

Proof of Proposition 1

We begin by reminding the reader of a result established by [31] which is relevant to this proof, namely that the variance of the LWS estimate, \( \hat{S}_{jk}^{(p,q)} \), can be expressed as,

\[
\text{Var}\left\{ \hat{S}_{jk}^{(p,q)} \right\} = \mathcal{O}(M_T^{-1}) + \mathcal{O}(T^{-1}).
\]

Here \( M_T \) is the smoothing bandwidth used to calculate \( \hat{S}_{jk}^{(p,q)} \). For this estimate to be both asymptotically unbiased and consistent [31] make the assumptions that \( M_T \to \infty \) and \( M_T/T \to 0 \) in the limit as \( T \to \infty \). Given this we can express \( M_T \) in the form \( M_T = \mathcal{O}(T^\alpha) \) for some \( \alpha \in (0,1) \). The variance of \( \hat{S}_{jk}^{(p,q)} \) can then be expressed as a single order term, \( \text{var}\left( \hat{S}_{jk}^{(p,q)} \right) = \mathcal{O}(T^{-\alpha}) \).

We now consider the asymptotics of our classification procedure. Let \( \hat{\mu}_k \) be a vector of length \( N \) which contains the elements of \( \hat{\xi}_{j,k,X} \) which will be used to distinguish the different classes. For simplicity we will consider the two class problem however the results are easily generalised to the more general case. We define the divergence criterion to be,

\[
\Delta(\hat{\mu}_k) = \frac{1}{2} \left\{ (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2) - (\hat{\mu}_k - \mu_1)'\Sigma_1^{-1}(\hat{\mu}_k - \mu_1) + \log \frac{|\Sigma_2|}{|\Sigma_1|} \right\}. \tag{11}
\]

This divergence criterion is simply the difference between log-likelihoods under the two classes. We also define the classification decision rule,

\[
D(\hat{\mu}_k) = \begin{cases} 
1 \text{ (estimate } C(k) = 1 \text{ if } \Delta(\hat{\mu}_k) > 0 \\
2 \text{ (estimate } C(k) = 2 \text{ if } \Delta(\hat{\mu}_k) \leq 0 
\end{cases}.
\]

Suppose that the true class membership, \( C(k) \), is equal to 1. Here we want to show that the probability of misclassification goes to 0 as \( T \to \infty \). That is we want to show, \( \Pr(D(\hat{\mu}_k) = 2|C(k) = 1) \to 0 \), or equivalently, \( \Pr(\Delta(\hat{\mu}_k) \leq 0|C(k) = 1) \to 0 \).

What we will actually show is that for the scaled divergence, \( \delta_T(\hat{\mu}_k) = \Delta(\hat{\mu}_k)/T^\alpha \) for some \( \alpha \in (0,1) \), that \( \Pr(\delta_T(\hat{\mu}_k) \leq 0|C(k) = 1) \to 0 \) as \( T \to \infty \), and consequently that \( \Pr(D(\hat{\mu}_k) =
\]
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2|C(k) = 1) → 0 in the same limit. This results immediately follows if we can establish that as $T \to \infty$ then $\delta_T(\hat{\mu}_k) \overset{P}{\to} K \geq 0$, which is satisfied by the following two conditions in the limit a $T \to \infty$: A1: $E[\delta_T(\hat{\mu}_k)] \to K$ where $K > 0$ and A2: $\text{var}(\delta_T(\hat{\mu}_k)) \to 0$.

Expectation of $\delta_T(\hat{\mu}_k)$

We first consider the expectation of $\delta_T(\hat{\mu}_k)$,

$$E[\delta_T(\hat{\mu}_k)] = -\frac{1}{2T^\alpha}E[(\hat{\mu}_k - \mu_1)'\Sigma_1^{-1}(\hat{\mu}_k - \mu_1)]$$

$$+ \frac{1}{2T^\alpha}E[(\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2)]$$

$$+ \frac{1}{2T^\alpha}E[\log \left| \Sigma_2 \right| \left| \Sigma_1 \right|].$$

We note that the first term follows a chi-squared distribution with $N$ degrees of freedom, the expectation of which is equal to $N$. We now focus on the second term,

$$E[(\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2)]$$

$$= E\left[ ((\hat{\mu}_k - \mu_1) + (\mu_1 - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_1) + (\mu_1 - \mu_2)) \right]$$

$$= E\left[ (\hat{\mu}_k - \mu_1)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_1) \right] + 2E\left[ (\hat{\mu}_k - \mu_1)'\Sigma_2^{-1}(\mu_1 - \mu_2) \right]$$

$$+ E\left[ (\mu_1 - \mu_2)'\Sigma_2^{-1}(\mu_1 - \mu_2) \right].$$

$$= E\left[ \text{tr}\left( (\hat{\mu}_k - \mu_1)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_1) \right) \right] + (\mu_1 - \mu_2)'\Sigma_2^{-1}(\mu_1 - \mu_2).$$

Therefore,

$$E[\delta_T(\hat{\mu}_k)] = \frac{1}{2T^\alpha} \left\{ -N + \text{tr}\left( \Sigma_2^{-1}\Sigma_1 \right) \right\}$$

$$+ (\mu_1 - \mu_2)'\Sigma_2^{-1}(\mu_1 - \mu_2) + \log \left| \Sigma_2 \right| \left| \Sigma_1 \right|. $$

Using the results of Proposition 5 from [31], the variance covariance matrices can be expressed as,

$$\Sigma_c = A_c\left(\frac{T}{T^\alpha}\right)^2,$$

$$\Sigma_c^{-1} = B_c T^\alpha.$$
Here $A_c$ and $B_c$ are constant symmetric positive definite matrices. The expectation can then be written as,

$$E[\delta_T(\hat{\mu}_k)] = \frac{1}{2T^n} \left\{ -N + \text{tr}\{BA\} 
+ T^\alpha (\mu_1 - \mu_2)'B_2^{-1}(\mu_1 - \mu_2) + \log \frac{|A_2|}{|A_1|} \right\}. $$

Since $B_2$ is positive definite then we can say $(\mu_1 - \mu_2)'B_2^{-1}(\mu_1 - \mu_2) = C$ for some constant $C > 0$. Also, since $A_1$ and $B_2$ are symmetric and positive definite, [25] showed that $A_1B_2$ will be positive definite and so we can say that $\text{tr}\{BA\} = D$ for some $D > 0$. Finally the term $|A_2|/|A_1|$ must be positive as both $A_1$ and $A_2$ are positive definite. Without loss of generality we assume that this term is equal to $G \in (0, \infty)$. We can therefore express the expectation as,

$$E[\delta_T(\hat{\mu}_k)] = \frac{1}{2T^n} \left\{ -N + C T^\alpha + D + \log G \right\}, $$

Clearly as $T \to \infty$ then $E[\delta_T(\hat{\mu}_k)] \to C/2$ where $C/2$ is a positive constant therefore condition A1 is satisfied.

**Variance of $\delta_T(\hat{\mu}_k)$**

We now consider the variance of $\delta_T(\hat{\mu}_k)$,

$$\text{var}(\delta_T(\hat{\mu}_k)) = \frac{1}{4T^{2n}} \text{var}\left((\hat{\mu}_k - \mu_1)'\Sigma_1^{-1}(\hat{\mu}_k - \mu_1)\right)$$

$$+ \frac{1}{4T^{2n}} \text{var}\left((\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2)\right)$$

$$+ \frac{1}{2T^{2n}} \text{cov}\left((\hat{\mu}_k - \mu_1)'\Sigma_1^{-1}(\hat{\mu}_k - \mu_1), (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2)\right).$$

(13)
The first term is simply the variance of a chi-squared random variable with \( N \) degrees of freedom so is equal to \( 2N \). We therefore focus on the second and third terms. Looking at the second term,

\[
\text{var} \left( (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2) \right) \\
= E \left[ (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2) \right]^2 \\
- E \left[ (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2) \right]^2.
\]

The second term in the above equation, \( E \left[ (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2) \right]^2 \), is simply the square of the term found in equation (12). We therefore focus on the first term, \( E \left[ (\hat{\mu}_k - \mu_2)'\Sigma_2^{-1}(\hat{\mu}_k - \mu_2) \right]^2 \). For simplicity we make the substitution \( \mu^* = (\hat{\mu}_k - \mu_2) \),

\[
E \left[ \{\mu^* '\Sigma_2^{-1}\mu^* \}^2 \right] = E \left[ \mu^* '\Sigma_2^{-1}\mu^* '\Sigma_2^{-1}\mu^* \right],
\]

\[
= E \left[ \sum_i \sum_j \mu_i^* (\Sigma_2^{-1})_{ij} \mu_j^* \sum_i \sum_i ' (\Sigma_2^{-1})_{ij} 'E \left[ \mu_i^* \mu_j^* \right] \right],
\]

\[
= \sum_i \sum_j \sum_i ' \sum_j ' (\Sigma_2^{-1})_{ij} (\Sigma_2^{-1})_{ij} ' \left\{ E \left[ \mu_i^* \mu_j^* \right] E \left[ \mu_i^* \mu_j^* \right] \\
+ E \left[ \mu_i^* \mu_j^* \right] E \left[ \mu_i^* \mu_j^* \right] + E \left[ \mu_i^* \mu_j^* \right] E \left[ \mu_i^* \mu_j^* \right] \right\}.
\]

In the final step above we have used Isserlis’ theorem, [18], to split the expression into three terms. We label these as \( D_1, D_2 \) and \( D_3 \). We also note that \( E \left[ \mu_i^* \mu_j^* \right] = (\Sigma_1)_{ij} + (\mu_1 - \mu_2)_{i}(\mu_1 - \mu_2)_{j} \).
Looking at these terms individually we have,

\[
D_1 = \sum_{iji',j'} (\Sigma^{-1}_2)_{ij} (\Sigma^{-1}_2)_{i'j'} E [\mu^*_i \mu^*_j] \ E [\mu^*_i \mu^*_j], \\
= \sum_{iji',j'} (\Sigma^{-1}_2)_{ij} (\Sigma^{-1}_2)_{i'j'} \left\{ (\Sigma_1)_{ij} (\Sigma_1)_{i'j'} + (\mu_1 - \mu_2)(\mu_1 - \mu_2) (\Sigma_1)_{ij} \right\}, \\
= \sum_{ij} (\Sigma^{-1}_2)_{ij} (\Sigma_1)_{ij} \sum_{i'j'} (\Sigma^{-1}_2)_{i'j'} (\Sigma_1)_{i'j'} \\
+ \sum_{ij} (\Sigma^{-1}_2)_{ij} (\mu_1 - \mu_2)(\mu_1 - \mu_2) \sum_{i'j'} (\Sigma^{-1}_2)_{i'j'} (\Sigma_1)_{i'j'}, \\
+ \sum_{i'j'} (\mu_1 - \mu_2)(\mu_1 - \mu_2) \sum_{ij} (\Sigma^{-1}_2)_{ij} (\Sigma_1)_{ij}, \\
\times \sum_{i'j'} (\mu_1 - \mu_2)(\mu_1 - \mu_2) ', \\
= \text{tr} \left\{ \Sigma^{-1}_2 \Sigma_1 \right\}^2 + 2 \text{tr} \left\{ \Sigma^{-1}_2 \Sigma_1 \right\} (\mu_1 - \mu_2) \Sigma^{-1}_2 (\mu_1 - \mu_2) \\
+ \left\{ (\mu_1 - \mu_2) \Sigma^{-1}_2 (\mu_1 - \mu_2) \right\}^2, \\
= \mathbb{E} \left[ (\tilde{\mu}_k - \mu_2) \Sigma^{-1}_2 (\tilde{\mu}_k - \mu_2) \right]^2.
\]
Following a similar procedure for $D_2$,

$$D_2 = \sum_{i'j'j} (\Sigma_2^{-1})_{i'j'} (\Sigma_2^{-1})_{j'j} E[\mu^*_i \mu^*_j] E[\mu^*_i \mu^*_j],$$

$$= \sum_{i'j'j} (\Sigma_2^{-1})_{i'j'} (\Sigma_2^{-1})_{i'j'} (\Sigma_1)_{ij} (\Sigma_1)_{i'j'} E[(\hat{\mu}_k - \mu_1)(\hat{\mu}_k - \mu_1)(\hat{\mu}_k - \mu_2)(\hat{\mu}_k - \mu_2)].$$

Similarly $D_3 = D_2$. Putting together we obtain,

$$\text{var}((\mu_k - \mu_2)' \Sigma_2^{-1}(\mu_k - \mu_2)) = 2\text{tr}\{\Sigma_2^{-1}\Sigma_1 \Sigma_2^{-1}\Sigma_1\}$$

$$+ 2(\mu_k - \mu_2)' \Sigma_2^{-1}\Sigma_1 \Sigma_2^{-1}(\mu_k - \mu_2).$$

We now consider the covariance term in equation (13),

$$\text{cov}((\mu_k - \mu_1)' \Sigma_1^{-1}(\mu_k - \mu_1), (\mu_k - \mu_2)' \Sigma_2^{-1}(\mu_k - \mu_2))$$

$$= E[(\mu_k - \mu_1)' \Sigma_1^{-1}(\mu_k - \mu_1)(\mu_k - \mu_2)' \Sigma_2^{-1}(\mu_k - \mu_2)]$$

$$- E[(\mu_k - \mu_1)' \Sigma_1^{-1}(\mu_k - \mu_1)] E[(\mu_k - \mu_2)' \Sigma_2^{-1}(\mu_k - \mu_2)].$$

Looking at the first term,

$$E[(\mu_k - \mu_1)' \Sigma_1^{-1}(\mu_k - \mu_1)(\mu_k - \mu_2)' \Sigma_2^{-1}(\mu_k - \mu_2)]$$

$$= \sum_{i'j'j} (\Sigma_1^{-1})_{ij} (\Sigma_1^{-1})_{i'j'} (\Sigma_2^{-1})_{i'j'} E[(\mu_k - \mu_1), (\mu_k - \mu_2)] (\mu_k - \mu_2)].$$
We again split this up into three terms, $C_1$, $C_2$ and $C_3$,

$$C_1 = \sum_{ij'j'} (\Sigma_1^{-1})_{ij} (\Sigma_2^{-1})_{i'j'} E \left[ (\hat{\mu}_k - \mu_1)_i (\hat{\mu}_k - \mu_1)_j \right]$$

$$\times E \left[ (\hat{\mu}_k - \mu_2)_i (\hat{\mu}_k - \mu_2)_j \right],$$

$$= \sum_{ij'j'} (\Sigma_1^{-1})_{ij} (\Sigma_2^{-1})_{i'j'} \left\{ (\Sigma_1)_{ij} (\Sigma_1)_{i'j'} \right\}$$

$$+ (\Sigma_1)_{ij} (\mu_1 - \mu_2)_i (\mu_1 - \mu_2)_j \},$$

$$= N \text{tr} \left\{ \Sigma_1 \Sigma_2^{-1} \right\} + N (\mu_1 - \mu_2)' \Sigma_2^{-1} (\mu_1 - \mu_2).$$

Similarly for $C_2$,

$$C_2 = \sum_{ij'j'} (\Sigma_1^{-1})_{ij} (\Sigma_2^{-1})_{i'j'} E \left[ (\hat{\mu}_k - \mu_1)_i (\hat{\mu}_k - \mu_2)_j \right]$$

$$\times E \left[ (\hat{\mu}_k - \mu_2)_i (\hat{\mu}_k - \mu_2)_j \right],$$

$$= \sum_{ij'j'} (\Sigma_1^{-1})_{ij} (\Sigma_2^{-1})_{i'j'} \left\{ (\Sigma_1)_{ij} (\Sigma_1)_{i'j'} \right\}$$

$$= \text{tr} \left\{ \Sigma_1 \Sigma_1^{-1} \Sigma_1 \Sigma_2^{-1} \right\} = \text{tr} \left\{ \Sigma_1 \Sigma_2^{-1} \right\}.$$ 

It can also be shown that $C_2 = C_3$ therefore,

$$\text{cov} \left( (\hat{\mu}_k - \mu_1)' \Sigma_1^{-1} (\hat{\mu}_k - \mu_1), (\hat{\mu}_k - \mu_2)' \Sigma_2^{-1} (\hat{\mu}_k - \mu_2) \right)$$

$$= 2 \text{tr} \left\{ \Sigma_1 \Sigma_2^{-1} \right\}.$$
Therefore,
\[
\text{var} (\delta_T(\hat{\mu}_k)) = \frac{1}{2T^{2\alpha}} \left[ N + \text{tr} \left\{ \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} \Sigma_1 \right\} ight. \\
+ 2(\mu_1 - \mu_2)' \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} (\mu_1 - \mu_2) \\
\left. + (\mu_1 - \mu_2)' \Sigma_2^{-1} (\mu_1 - \mu_2) - \text{tr} \left\{ \Sigma_1 \Sigma_2^{-1} \right\} \right], \\
= \frac{1}{2T^{2\alpha}} \left[ N + \text{tr} \left\{ B_2 A_1 B_2 A_1 \right\} ight. \\
+ 2T^\alpha (\mu_1 - \mu_2)' B_2 A_1 B_2 (\mu_1 - \mu_2) \\
\left. + T^\alpha (\mu_1 - \mu_2)' B_2 (\mu_1 - \mu_2) + 4\text{tr} \left\{ B_1 A_2 \right\} \right].
\]

Using similar arguments as for the expectation we can say that \( \text{tr} \left\{ B_2 A_1 B_2 A_1 \right\} = F > 0 \) and \( (\mu_1 - \mu_2)' B_2 A_1 B_2 (\mu_1 - \mu_2) = H > 0 \) and so we can say,
\[
\text{var} (\delta_T(\hat{\mu}_k)) = \frac{1}{2T^{2\alpha}} \left[ N + F + 2T^\alpha H + T^\alpha C + 4D \right], \\
= \frac{2H + C}{2T^\alpha} + \frac{N + F + D}{2T^{2\alpha}}.
\]

Clearly as \( T \to \infty \) then \( \text{var} (\delta_T(\hat{\mu}_k)) \to 0 \) and so condition \( \textbf{A2} \) is satisfied. Since both conditions are now satisfied we have established that \( \text{Pr} (\delta_T(\hat{\mu}_k) \leq 0 | C(k) = 1) \to 0 \) as \( T \to \infty \).

\[\Box\]

**Proof of Proposition 2**

We now consider the case of the distance between classes diverging, i.e. \( |\mu_1 - \mu_2| \to \infty \) for a fixed \( T \). Here we define \( |\mu_1 - \mu_2| = \sqrt{\sum_{i=1}^{N} (\mu_{1i} - \mu_{2i})^2} \). To this end we define a different scaling of the divergence criterion,
\[
\delta \mu(\hat{\mu}_k) = \frac{\Delta(\hat{\mu}_k)}{|\mu_1 - \mu_2|}, \\
= \frac{1}{2|\mu_1 - \mu_2|} \left\{ + (\hat{\mu}_k - \mu_2)' \Sigma_2^{-1} (\hat{\mu}_k - \mu_2) \\
- (\hat{\mu}_k - \mu_1)' \Sigma_1^{-1} (\hat{\mu}_k - \mu_1) + \log \left\{ \frac{|\Sigma_2|}{|\Sigma_1|} \right\} \right\}.
\]
Following a similar logic to the proof of Proposition 1 we aim to show that in the limit \( |\mu_1 - \mu_2| \to \infty \) the probability of misclassification, \( \Pr(D(\hat{\mu}_k) = 2 | C(k) = 1) \) will tend to 0. This is equivalent to showing that \( \Pr(\delta_\mu(\hat{\mu}_k) \leq 0 | C(k) = 1) \to 0 \) in the same limit which immediately follows if we satisfy the following conditions in the limit as \( |\mu_1 - \mu_2| \to \infty \):

- **B1:** \( \mathbb{E} \left[ \delta_\mu(\hat{\mu}_k) \right] \to K \) where \( K > 0 \)
- **B2:** \( \text{var} \left( \delta_\mu(\hat{\mu}_k) \right) \to 0 \).

**Expectation**

We first consider the expected value of \( \delta_\mu(\hat{\mu}_k) \). Using the results from the proof of Proposition 1 it is readily seen that,

\[
\mathbb{E} \left[ \delta_\mu(\hat{\mu}_k) \right] = \frac{1}{2 |\mu_1 - \mu_2|^2} \left\{ -N + \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) + (\mu_1 - \mu_2)' \Sigma_2^{-1} (\mu_1 - \mu_2) + \log \left| \Sigma_2 \right|/\left| \Sigma_1 \right| \right\}.
\]

We assume that the terms \( N, \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) \) and \( \log \left| \Sigma_2 \right|/\left| \Sigma_1 \right| \) do not depend upon the distance between classes and so we will replace these three terms by the constant \( Q \). We now consider the third term in the bracket, \( (\mu_1 - \mu_2)' \Sigma_2^{-1} (\mu_1 - \mu_2) \). First we rewrite \( (\mu_1 - \mu_2) \) in the form,

\[
(\mu_1 - \mu_2) = |\mu_1 - \mu_2| v,
\]

where \( v = [v_1, \ldots, v_N]' \) a vector of constants. The third term can then be rewritten,

\[
(\mu_1 - \mu_2)' \Sigma_2^{-1} (\mu_1 - \mu_2) = |\mu_1 - \mu_2|^2 v' \Sigma_2^{-1} v = |\mu_1 - \mu_2|^2 R,
\]

where \( R \) is a positive constant due to \( \Sigma_2 \), and therefore \( \Sigma_2^{-1} \) being positive definite. Putting these terms into the expectation we get,

\[
\mathbb{E} \left[ \delta_\mu(\hat{\mu}_k) \right] = \frac{Q}{2 |\mu_1 - \mu_2|^2} + \frac{R}{2}.
\]

Clearly as \( |\mu_1 - \mu_2| \to \infty \) then \( \mathbb{E} \left[ \delta(\hat{\mu}_k) \right] \to \frac{R}{2} \) which is a positive constant thus condition **B1** is satisfied.
We now consider the variance of $\delta \mu (\hat{\mu}_k)$. Using the results from Section 6 we can say that,

$$\text{var} (\delta \mu (\hat{\mu}_k)) = \frac{1}{2 |\mu_1 - \mu_2|^2} \left[ N + \text{tr} \left\{ \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} \Sigma_1 \right\} \right. $$

$$+ 2 (\mu_1 - \mu_2)^T \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} (\mu_1 - \mu_2) $$

$$+ (\mu_1 - \mu_2)^T \Sigma_2^{-1} (\mu_1 - \mu_2) + 2 \text{tr} \left\{ \Sigma_1 \Sigma_2^{-1} \right\} .$$

We first look at the terms which do not depend on $|\mu_1 - \mu_2|$ namely $N$, $\text{tr} \left\{ \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} \Sigma_1 \right\}$ and $\text{tr} \left\{ \Sigma_1 \Sigma_2^{-1} \right\}$. These terms can again be collected into one constant term, $U$. We have already stated that the fourth term in the brackets can be written as $|\mu_1 - \mu_2|^2 R$. The third term can also be rewritten,

$$2 (\mu_1 - \mu_2)^T \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} (\mu_1 - \mu_2)$$

$$= |\mu_1 - \mu_2|^2 \Sigma_2^{-1} \Sigma_1 \Sigma_2^{-1} v$$

$$= |\mu_1 - \mu_2|^2 V.$$

Putting these terms into the variance we get,

$$\text{var} (\delta \mu (\hat{\mu}_k)) = \frac{U}{2 |\mu_1 - \mu_2|^2} + \frac{R + V}{2 |\mu_1 - \mu_2|^2} .$$

Clearly in the limit $|\mu_1 - \mu_2| \to \infty$ then $\text{var} (\delta \mu (\hat{\mu}_k)) \to 0$ and so the condition $B2$ is satisfied.

We have therefore satisfied both conditions for this proof and have established that $\Pr(\delta \mu (\hat{\mu}_k) \leq 0 | C(k) = 1) \to 0$ as $|\mu_1 - \mu_2| \to \infty$. 

$\blacksquare$