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The explainability of machine learning black-box models is key for designing and adopting AI technologies 
by end users. XAI tools such as SHAP or LIME have been purposely developed to support such explainability 
but their exploration in the HCI community has been limited. This paper reports a systematic review of 142 
papers targeting design, use or evaluation of XAI tools with the aim to investigate their different types, users, 
application domains, input and output data sets, and their user interfaces. Findings indicate a broad range of 
XAI tools but extensive use of a few, a prevalence of AI experts as users rather than evaluators of these tools. 
We discuss our findings arguing for the need to move beyond the design of novel XAI tools towards increasing 
their use and comparative evaluation. We also argue for the need for HCI-grounded user interface design for 
XAI tools and advance an initial design space for AI-HCI research integrating AI affordances with the 
application domains of XAI tools mapped to key HCI research areas.  
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Figure 1: Alluvial diagram showing the most common XAI tools (left), data type and application domain (right),                                          

with number of papers mentioning them from the total of 142 reviewed papers. 

  

1. INTRODUCTION 

Despite the potential for innovation of AI-based 
technologies (Clement et al., 2023; Dosovitskiy et 
al., 2020; K. Muhammad et al., 2021; Smith et al., 
2022), the complexity of their black-box machine 
learning models raises significant issues for both 
expert and non-expert users (Nauta et al., 2023; 
Saeed & Omlin, 2021). Such models use input data 
to make predictions, albeit models’ outcomes need 

to be explained in accessible terms, understandable 
to people, because the reasoning, functioning and 
causality of these models remains hidden (Keleko et 
al., 2023; Schoonderwoerd et al., 2021). Explainable 
AI (XAI) tools such as SHAP (Albahri et al., 2023) or 
LIME (Dieber & Kirrane, 2020) have emerged to 
make machine learning models and their predictions 
easy to understand. However, despite their potential 
value, most XAI tools have been developed by AI 
experts, mostly for AI experts (Laato et al., 2021; 
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Ras et al., 2018) which raises challenges for non-
expert users due to their different understanding of 
such tools and their outputs (Bertini et al., 2022). 

The growing interest in XAI tools is reflected in 
several recent systematic reviews conducted mostly 
in AI research area which have focused on the types 
of XAI (Albahri et al., 2023; Chromik & Butz, 2021; 
Chromik & Schuessler, 2020; Nazaret al., 2021; Suh 
et al., 2023; Vieira & Digiampietri, 2022; Vilone & 
Longo, 2021; Weberet al., 2023), or types of 
provided explanations (Albahri et al., 2023; Laato et 
al., 2021; Vieira & Digiampietri, 2022; Vilone & 
Longo, 2021). Such reviews also explored the 
different users of XAI tools, their AI expertise 
(Chromik & Schuessler, 2020; Laato et al., 2021; 
Nazar et al., 2021; Vieira & Digiampietri, 2022; 
Vilone & Longo, 2021; Weber et al., 2023), and the 
provision of user interface for XAI tools (Chromik & 
Butz, 2021; Chromik & Schuessler, 2020; Laato et 
al., 2021; Nazar et al., 2021; Weber et al., 2023).  

These reviews however have focused less on the 
input and output of XAI tools such as data sets, user 
interface and interaction. Previous findings also 
argue for the value of future research on such tools 
for understandable, interactive, evaluated and 
ethically informed user interfaces (Nazar et al., 
2021), grounded in design principles (Holzinger et 
al., 2020). Thus, scholars have suggested the 
importance of the HCI lens (Chromik & Butz, 2021) 
to the design (D. Wanget et al., 2019) and 
exploration of XAI tools in order to increase their 
value for both experts and end-users (Bistarelli et al., 
2022; Sarp et al., 2023).  

Within the emerging AI-HCI research, scholars have 
argued for the value of human-centered XAI 
approaches (Ehsan et al., 2022) better tailored to the 
needs of different user groups, the focus on HCI 
affordances and challenges of these approaches, or 
the exploration of the theoretical underpinning for 
instance through the lens of social transparency 
theory (Ehsan et al., 2021). Previous work has also 
pointed out additional challenges of XAI tools 
regarding limited interdisciplinary underpinning 
(Anjomshoae et al., 2019; Langley, Meadows et al., 
2017; Xu, 2019), evaluation (Šarčević et al., 2022; 
Sarp et al., 2021), mental models (Chromik & Butz, 
2021; Hoffman et al., 2023; Laato et al., 2021).  

Such work has also highlighted ethical challenges 
pertaining to issues around users’ trust and fairness 
(Brdnik, 2023; Ehsan et al., 2023), privacy 
(Antoniadi et al., 2021; Longo et al.,  2020; 
Villaronga et al., 2018), security (Barredo et al., 
2020; Liang et al., 2021; Tjoa & Guan, 2021), or 
safety (Barredo et al., 2020; Naiseh et al., 2020).To 
address this gap, we report a systematic review of 
142 papers on XAI tools, focusing on the following 
research questions:  

• What is the broad range of XAI tools and their 
main focus? 

• What are the main input and output of XAI tools? 

• Which are HCI opportunities with respect to XAI 
tools? 

Our contribution is three-fold. First, we present more 
nuance findings on XAI tools focused on their 
application domains, input/output data, and user 
interface; second, we advance a design space for 
AI-HCI research, and third, we articulate some new 
research and design opportunities in this space.  

2. METHOD 

We searched ACM, IEEE Xplore databases, and 
SCOPUS using keyword “XAI tools”. The search 
was conducted in spring 2023 to identify papers 
published in the previous 10 years (2013-2023). The 
keyword is the standard term used to describe 
explainable AI tools. The ten-year window was 
chosen to ensure that the breadth of work in this 
space is covered, including early papers on XAI 
tools. Previous systematic reviews in HCI also tend 
to employ a ten-year window (Bach et al., 2024; 
Sanches et al., 2019). The systematic literature 
review was aligned with the PRISMA standards 
(Moher et al., 2010). 

This search returned 429 initial papers, from which 
56 duplicates were removed. The remaining 373 
papers were screened by reading their title, and 
abstracts leading to the exclusion of 154 papers 
which did not focus on XAI tools but rather on AI 
algorithms more broadly, or their development. The 
remaining 219 papers were fully read to ensure their 
eligibility which led to 77 papers being excluded 
because although they explored XAI topics such as 
recommendations or principles they did not focus on 
designing, using, or evaluating of XAI tools. 

This selection process led to a set of 142  papers 
including 86 journal papers and 56 conference 
papers (see Prisma diagram in Fig 2). These papers 
met the following inclusion criteria: 1) mention at 
least one XAI tool, 2) such XAI tool(s) should be 
designed, used, or evaluated in the paper. Papers 
were considered non-eligible if they refer to XAI 
topics more broadly, albeit without using, designing 
or evaluating them. 

The final set of 142 papers were analysed through 
hybrid coding (Fereday & Muir-Cochrane, 2006). 
This included both deductive and inductive codes. 
The former was informed by previous work, such as 
taxonomies of XAI tools (Love et al., 2022; Nauta et 
al., 2023), types of XAI tools such as SHAP or LIME 
(Albahri et al., 2023; Vieira & Digiampietri, 2022), 
types of explanation (Laato et al., 2021; Vilone & 
Longo, 2021) such as ante-hoc explanations, or 
post-hoc explanations (Barredo et al., 2020; 
Schwalbe & Finzel, 2023; Singh et al., 2020; Speith, 
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2022). Additional deductive codes included 
explanation models such as those based on feature 
importance (Malandri et al., 2022; Moscato et al., 
2021; Wellawatte et al., 2022), the focus of XAI tool, 
i.e., use for prediction, tool design, or tool evaluation 
(Fouladgar et al., 2022), and AI expertise of users of 
XAI tools (Chromik & Schuessler, 2020).  

Beside deductive codes, the inductive ones 
emerged from the reviewed papers and included 
types and privacy of input data sets, type of output 
data, application domains, as well as features 
pertaining to XAI tools’ interface and user 
interaction. Table 1 shows these codes and their 
frequencies.  

 

 

Figure 2: PRISMA diagram that shows the procedure of papers’ selection. 

Table 1: Main codes and their frequencies. 
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3. FINDINGS 

We now report the key findings regarding each of the 
main codes highlighting the breadth of XAI tools and 
most used, their focus, application domains, and 
users, different explanation types and models, and 
input/ output data and tools’ interfaces. 

3.1. Overview of XAI tools, their focus and users 

An important finding is the recent exponential growth 
of research on XAI tools, with over 4, and 8 times 
more papers exploring them in 2021 and 2022 
compared to 2020. Outcomes also indicate a broad 
range of XAI tools, namely 74, although most of 
them (63) have been mentioned in one paper only. 
As shown in XAI tool code in Table 1, the remaining 
11 tools were mentioned in more than one paper, 
with SHAP, LIME and CAM related tools being by far 
the mostly used ones, i.e., over 30%, 24%, and 10% 
respectively. Together, these tools have been used 
in 112 out of 142 papers.  

SHAP (Lundberg & Lee, 2017) is a post-hoc, model-
agnostic XAI tool (Angelov et al., 2021) that uses 
game theory to explain the importance of specific 
features or predictor variables from a given set 
which contributes to target variable, or in other 
words, impacts on model’s prediction.  

LIME (Dieber & Kirrane, 2020) is also a post-hoc, 
model-agnostic XAI tool applicable to all machine 
learning models (Love et al., 2022), and which 
involves adding random noise to features to identify 
the local ones predicting the model (Angelov et al., 
2021).  

CAM (Zhou et al., 2016) is a post-hoc, model-
specific XAI tool built on convolutional neural 
networks to identify important features and 
generates heatmap highlighting them, with variants 
(Chattopadhay et al., 2018; Selvaraju et al., 2017) of 
this tool being developed to improve the 
explainability (Angelov et al., 2021). 

Our findings indicate that the reviewed papers have 
a three-fold focus namely to use, design, or evaluate 
XAI tools. An interesting outcome is that most 
papers merely use the tools for understanding 
machine learning predictions (62%) (see Focus on 
XAI tool code in Table 1). Also important, new tools 
are being designed and developed as described in 
over 25% of papers, but only 11% of papers focus 
on evaluating XAI tools. In particular, SHAP, LIME 
and Grad-CAM are also the most evaluated tools. 

With respect to users of XAI tools, these are by large 
AI experts (87% of papers) with almost a quarter of 
these papers involving developers of XAI tools as 
users. In contrast, non-expert users are mentioned 
in less than 13% of papers and none of the top five 
most used tools have been evaluated with non-AI 
experts. 

3.2. Application domains 

An interesting outcome is the well-defined range of 
application domains for which XAI tools tend to be 
used (Figure 1). We found five such domains: 
medical, financial, educational, energy and cyber 
security, with the medical being by far the largest 
(42.3%) (see Application domain code Table 1). We 
found that numeric data is more applied than other 
types. For instance, 30 out of 51 papers in medical 
domain focused on explaining numeric data while 
the rest focused on image data. With respect to 
specific XAI tools, papers targeting applications in 
medical domain used each of the top five most 
common tools, albeit with an overemphasis on 
SHAP and LIME. The other four domains used most 
SHAP and LIME, but made limited use of CAM 
related tools, which prioritize images as input data. 
We now look briefly at these domains, illustrating 
their focus of XAI tools being used, designed, or 
evaluated. 

For medical domain, 40 out of 60 papers focus on 
using XAI tools to support the explanations of 
machine learning results for diagnosis. For example,  
COVID-19 from X-ray images 23, or brain tumour 
from brain images (D. Wang et al., 2019), utilized 
wearable sensor-based gait analysis to identify 
Osteopenia and Sarcopenia (Kim et al., 2022) for 
prediction of stroke by utilizing dataset included four-
channel recordings of stroke patients (Islam, 
Hussain, Rahman, Park, & Hossain, 2022), or limb 
rehabilitation outcomes following stroke from a local 
dataset included criteria were confirmed diagnosis 
of first-ever stroke. (Gandolfi et al., 2023); for 
osteoporosis risk screening from the national health 
and nutrition examination survey datasets, or 
classification for example of spinal posture from 
images (Dindorf et al., 2021), or of stress from 
biodata captured through physiological data during 
baseline, stress, recovery, and cycling sessions.  

About a third from papers targeting medical domain 
(18) describe the design and development of new 
XAI tools for diagnosis of skin lesions (Lucieri et al., 
2022), prediction of heart attack or for supporting 
clinical decisions more broadly (Panigutti et al., 
2023) as well as doctors’ understanding of medical 
data analytics (Kapcia et al., 2021) such as eye 
scans or brain scans (Antoniadi et al., 2021; Heberle 
et al., 2023; Henriksen et al., 2022).  

Papers targeting financial domain focused on using 
XAI tools to support the explanations of machine 
learning results for prediction for example of stock 
market performance (Mandeep et al., 2022) or of 
repaying loans on P2P platforms (Moscato et al., 
2021). Scholars also focused on developed new XAI 
tools for predicting income, or credit risk (Shree et 
al., 2022), stock performance (Carta et al., 2022), or 
for understanding financial data analytics (Bistarelli 
et al., 2022; Leung et al., 2021).  
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In education domain XAI tools were used to support 
the explanations of machine learning to predict and 
understand students’ dropouts (Nagy & Molontay, 
2023), to understand students’ performance in 
virtual learning environment (Adnan et al., 2022), or 
to enhance students’ understanding of ML models’ 
techniques (C. Wang et al., 2021). 

In the energy domain the focus has been less on 
designing or evaluating XAI tools, but mostly on 
using them to support the explanations of machine 
learning to understand forecasting of photovoltaic 
power generation (Kuzlu et al., 2020; Sarp et al., 
2021), electrical load (Šarčević et al., 2022) as well 
as to assess energy performance (Galli et al., 2022; 
Laato et al., 2021; Moreno-Sanchez, 2020; Roy et 
al., 2023).  

In cybersecurity application domain, XAI tools were 
used to support the explanations of machine 
learning to understand cyber vulnerability 
assessment (Alperin et al., 2020) website 
fingerprinting attacks (Gulmezoglu, 2022), or 
intrusion detection (Ehsan et al., 2023; Heimerl et 
al., 2019; Šarčević et al., 2022). 

3.3. Explanation type and model 

Outcomes on the type of explanation provided by the 
XAI tools show the overemphasis on post-hoc 
explanation (97%) of papers rather than on ante-hoc 
explanation (4 papers, less than 3%). This is less 
surprising, given that ante-hoc explanation is built in 
transparent or white-box machine learning models, 
while post-hoc ones are needed for black-box 
models. We agree that the spread and use of XAI 
post-hoc methods is more due to its natural which 
makes it usable with several AI models, however, it 
should not lead to pay less attention to XAI anti-hoc 
method that makes AI applications explainable and 
clarifies lots of the ambiguity without the need of 
external post-hoc tools.  

Our findings show also how the reviewed papers 
and their XAI tools reflect the five explanation 
models of their results and predictions such as 
feature importance, visual, example-based, text 
recognition and white-box explanation (Moreno-
Sanchez, 2020; Skuppin et al., 2022; Q.Wang et al., 
2023). Most of the papers leverage feature 
importance to explain tools’ prediction (88% of 
papers) (see Explanation model code in Table 1). 
Feature importance explanation highlights the most 
significant aspects of input data impacting on 
prediction. In contrast, fewer papers leverage other 
explanation models, such as visual explanations 
(less than 5%) highlighting specific aspects in input 
images that impact on model’s results (Heberle et 
al., 2023), example-based explanation (less than 
3%) which leverages example from the training data 
(Konradi et al., 2022), while text recognition and 
white-box explanations are limitedly used (each less 
than 2%). 

3.4. Input data: type and privacy 

All papers refer to input data sets used for the 
prediction models whose outcomes are 
subsequently used as input to the  XAI tools, albeit 
the type of input data varies. The most common type 
of input data is numeric (65% of papers), followed by 
images (25%). In contrast, video format was used by 
only 2 papers. One paper explained 2164 video clips 
by applying LIME and Anchors tools (Jayakumar & 
Skandhakumar, 2022), while the second used FEES 
tool to explain 50 clips (Konradi et al., 2022). (See 
input data type code in Table 1). 

Most common numerical input data were from 
medical datasets and tend to consist of records or 
logs such as heart rate (Chalabianloo et al., 2022). 
Among image-based input data, common ones 
include those for medical diagnosis or object 
identification for instance for autonomous vehicles. 
Less common types of input data are text and 
videos, with less than 3% of papers employing them. 
Among the few papers employing text-based input 
data sets they may use textual explanations as 
recorded made by doctors for diagnosis purposes 
(Albahri et al., 2023) or by students to predict their 
learning outcomes (Adadi & Berrada, 2018). With 
regard to video as input data, one paper explored 
2164 video clips to explain the predictions of a deep 
fake detector model built on top of the EfficientNet 
architecture (Jayakumar & Skandhakumar, 2022). 

With regard to the privacy of input data sets, over 
50% of papers use publicly available data sets, 
about 25% use private data sets, and the remaining 
25% do not specify (see Input data privacy code in 
Table 1). 

3.5. Interface of XAI tools and output data 

A key finding is that most of reviewed papers focus 
on XAI tools provide their explanations in different 
formats. The XAI tools also provide their output data 
in a range of formats, such as diagrammatic, visual, 
or text. Diagrams include mostly bar charts (78.3% 
of papers), followed by heatmaps (9.4%), confusion 
matrix (3.4%), and tree charts (1.3%) (see Output 
data type code in Table 1). Visual outputs consist of 
images such as Brain images to identify brain 
tumour diagnosis (Kumar et al., 2021) (6.4%), and a 
limited number of papers output the results of XAI 
tools in text format, such as (Qian et al., 2021) that 
illustrates XAI publications and distil their content. 
Common XAI tools such as SHAP and LIME use 
graphs and heatmaps to explain AI model results, 
while CAM, Grad-CAM and Grad-CAM++ deal with 
images. 

An important outcome is however the noticeable 
absence of XAI tools’ user interface (86.65% of 
papers) (See XAI tool interface code in Table 1). 
From the limited number of papers whose XAI tools 
have user interfaces (13.3%), about half of such 
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interfaces are non-interactive (7%). No such 
interfaces are available for the most common XAI 
tools, but for less used ones such as (Malandri et al., 
2022) and (Mercorio et al., 2020). Unfortunately, 
these new XAI tools tend to be research prototypes, 
and only a few are available online (Malandri al., 
2022; Mercorio et al., 2020; Oduor et al., 2020). 

For example, (C. Wang & An, 2021) provide a 
webpage that allows a user to add a picture then by 
utilising CNN model highlighting which areas of the 
picture help the system to decide what is the picture. 
The main purpose of this webpage is to explain to 
new designers how the ML model recognises an 
image. However, it has a main problem with its 
accuracy and functionality. Although it works with 
some example, it could not recognise many pictures 
correctly. Also, it would not be classified as an XAI 
tool, because it does not provide explanations for the 
model results.  

Another example is (Kadir et al., 2023) that is a tool 
for understanding an ML image classification 
model's behaviour in relation to its explanation. It 
allows users to select the percentage of picture 
features to show how recognizable the picture would 
be for the ML model. However, they need to improve 
the visibility of system status so users informed 
about what is going on. Moreover, the explanation of 
why the model provides such results is still messing. 

4. DISCUSSION 

In this section we highlight the key findings from our 
systematic review, and their novelty with regard to 
each of the three research questions.  

4.1. Beyond designing novel XAI tools: Increase 
use and comparative evaluation of existing 
tools 

With respect to the first question on the range of XAI 
tools and their main focus, our outcomes confirm 
previous ones on the most common SHAP, LIME 
and CAM-related tools (Albahri et al., 2023; Chromik 
& Butz, 2021; Chromik & Schuessler, 2020; Nazar 
et al., 2021; Suh et al., 2023; Vieira & Digiampietri, 
2022; Vilone & Longo, 2021; Weber et al., 2023). We 
extend this with additional insights into the rapid 
growth of this research area where many new XAI 
tools are available or being developed, yet limitedly 
used: 63 of the 74 identified XAI tools are described 
in only one paper. In terms of focus, most emphasis 
is on using the tools, followed by developing them, 
with limited work focused on their evaluation.  

We strengthen the previous calls for evaluating XAI 
tools (Hoffman et al., 2023; Holzinger et al., 2020; 

Weber et al., 2023) with the urge for substantial 
involvement of non-AI experts and end users to 
design, but more importantly to use and evaluate 
these tools. For this, we can leverage the five 
application domains which we identified in which 
these tools are most commonly used. The 
importance of the domain in which machine learning 
models are used for understanding their outcomes 
has been previously suggested (Keleko et al., 2023).  

Our findings indicate that these five domains in 
which XAI tools are used also align with strong HCI 
research interest in health, money, education, 
sustainability, privacy and trust. At the intersection 
of these domains with HCI interests we call for the 
exploration of design space that leverage AI 
affordances such as identification, classification, 
prediction, or forecasting. For example, in the 
context of HCI interest on mental health (Sanches et 
al., 2019). AI technologies can be leveraged for 
detection, diagnosis, or recommendation of 
interventions (Thieme et al., 2020) and interactive 
XAI tools to explain or support users to tailor these 
outcomes. 

However, evaluating XAI tools is crucial to ensure 
that they meet usability, effectiveness, and user 
satisfaction (Lopes et al., 2022). HCI evaluation 
methods for XAI should consider several factors. 
Firstly, they should assess the clarity of the 
explanations provided by the XAI tools. This involves 
examining how well users understand the AI 
system's decision-making process and whether the 
explanations align with users' mental models 
(Hoffman et al., 2023). Secondly, the evaluation 
methods should gauge the impact of the XAI tools 
on users' trust and acceptance of AI systems. This 
includes measuring users' confidence in the tool's 
explanations, their willingness to rely on the 
system's recommendations, and their perception of 
the tool's transparency (Ehsan et al., 2023).  

Additionally, the evaluation methods should 
consider the usability and user experience aspects 
of the XAI tools, taking into account factors such as 
ease of use, efficiency, and satisfaction (Lopes et 
al., 2022). By developing and employing appropriate 
evaluation methods, HCI researchers and 
practitioners can contribute to the iterative 
improvement of XAI tools, ensuring that they 
effectively support users in understanding and 
interacting with AI systems (Laato et al., 2022). 

4.2. Towards user interfaces for XAI tools 

The second research question focuses on the less 
explored input and output data sets of XAI tools. Our 
findings indicate the prevalence of numerical and 



Systematic Review of XAI Tools for AI-HCI Research 
 Alaqsam ● Sas 

7 

 

Figure 3. Towards a design space for AI-HCI research integrating AI affordances with the application domains of XAI tools 
mapped to key HCI research areas. 

image-based as input data sets and limited use of 
text and multimodal data. The latter is interesting 
and opens up research opportunities for better 
integration of machine learning models with XAI 
tools to leverage text-based data, which in turn holds 
potential for increased explainability as semantic 
(Poli et al., 2021). The XAI tools present their output 
mostly through charts like in the case of many 
papers used  SHAP and LIME. We argue for the 
value of multimodal output data of XAI tool as 
complementary output formats may be easier to 
understand. 

Another key outcome is the limited user interfaces 
for XAI tools and their interactivity, despite the argue 
need for such interfaces (Chromik & Butz, 2021; 
Chromik & Schuessler, 2020; Laato et al., 2021; 
Nazar et al., 2021; Weber et al., 2023). Some 
recently designed XAI tools aim to provide such 
interfaces (Malandri et al., 2022), (Mercorio et al., 
2020). These outcomes open up opportunities for 
exploring the design principles of user interfaces for 
XAI tools (Chromik & Schuessler, 2020; Laato et al., 
2021) such as human-centred XAI approaches 
(Ehsan et al., 2022), which previous research has 
also argued for (Chromik & Butz, 2021; Laato et al., 
2021).  

For instance, XAI user interface should present 
explanations in a concise and accessible manner, 
utilizing clear language, visualizations, and 
interactive elements to convey complex information 
effectively. It should provide users with the ability to 
navigate through different levels of granularity in 
explanations and explore alternative scenarios 
(Mucha et al., 2021). The UI should also offer 
customization features, enabling users to tailor the 
presentation of explanations to their specific needs 
and preferences (Baniecki et al., 2023). Additionally, 
the UI should be responsive and provide real-time 
feedback, allowing users to observe how their 
interactions influence the AI system's outputs. 
Overall, a well-designed XAI UI should foster 
transparency, promote trust, engagement, and 
support  decision-making (Antoniadi et al., 2021). 

A key outcome is the limited use of HCI knowledge 
for the design and evaluation of XAI tools. We argue 
for the value of leveraging HCI methods and 
expertise, to ensure that the XAI tools and their 

interfaces can be accessed and adopted by users 
with limited AI expertise, such as end users or 
domain experts, i.e., clinicians. Here, we can think 
of developing tailored heuristics to support expert 
evaluation of XAI tools. Articulating such heuristics 
will be much-needed starting point for identifying the 
limitations of such tools, and subsequently, user-
centred design approaches could be leveraged to 
design novel XAI interfaces that meet users’ needs 
for  explanations (Naiseh et al., 2024; Oliveira et al., 
2023). 

4.3. Towards a design space for AI-HCI research 

To address the third research question on the HCI 
opportunities with respect to XAI tools, we advance 
an initial design space for AI-HCI research 
integrating AI affordances with the application 
domains of XAI tools mapped to key HCI research 
areas (Fig 3).  

The application domains of medicine, finance, 
energy, education, or cybersecurity could benefit 
from bespoke interfaces for XAI tools. For instance, 
XAI tools have been used to explain ML prediction 
of heart failure survival, (Moreno-Sanchez, 2020) 
predict stock market trends with explanations 
(Mandeep et al., 2022), predict the earliest possible 
interpretation of students’ performance in the virtual 
learning environment (Adnan et al., 2022), or explain 
intrusion detection-based convolutional neural 
networks (Younisse et al., 2022), albeit without XAI 
interfaces which could lower the entry barrier of 
domain experts with limited AI knowledge. 
Furthermore, the exploration of this space is 
extending research using AI models with 
descriptions of these models inputted into XAI tools.  

For instance, (Chalabianloo et al., 2022) employed 
several machine learning models on a range of 
biodata to detect and classify stress. They used 
SHAP XAI tool to explain the models and their 
outcomes. Such approaches can be further 
extended through the use of multiple XAI tools as 
previously suggested for mental health apps 
(Alotaibi & Sas, 2024), so that their comparative 
advantages and shortcomings can be better 
understood by both experts and non experts.  
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5. LIMITATION AND FUTURE RESEARCH 

As a systematic reviews, this study was limited to 
papers returned by our search terms which may be 
seen as narrow. Future work could extend it to 
include others such as “explainable AI tool”, or 
“explainable artificial intelligence tool”. Similar to 
other systematic reviews targeting academic work, 
ours does not include grey literature which may have 
been relevant (Bach et al., 2024). 

With regard to future work, another important 
direction is the exploration of the design space for 
AI-HCI. This is an interdisciplinary research agenda 
which could leverage HCI design and evaluation 
methods, with design guidelines for visualization 
and user mental models,  alongside XAI expertise 
(Hoffman et al., 2023; Muhammad, et al., 2023; 
Yüksel et al., 2023). 

6. CONCLUSION 

The potential of AI technologies relies on improved 

explainability of machine learning black-box models. 

Despite their significant growth, the exploration of 

XAI tools in HCI has been limited. We conducted a 

systematic review of 142 papers focused on XAI 

tools. Findings indicate a broad range of XAI tools 

but extensive use of a few, and prevalence of AI 

experts as users rather than evaluators of these 

tools. Findings also show five main application 

domains of XAI tools, their emphasis on  input data 

in numerical or image format, and of output data in 

charts format, as well as limited provision of user 

interfaces for these tools. We discuss our findings 

arguing for increased use and comparative 

evaluation of exiting tools, and the design of HCI 

grounded user interfaces for XAI tools. We also 

advanced a design space for AI-HCI research. 
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