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Abstract 
 
Purpose 
 
This paper aims to foster a new discussion on endogeneity in hospitality and tourism 
research.  
 
Design/methodology/approach 
 
This paper elaborates on some of the common sources of endogeneity as well as the 
methods available to address them. 
 
Findings 
 
We present a variety of methods that can be used to mitigate the endogeneity problem. 
We provide simulation evidence regarding the risk of incorrectly selecting instrumental 
variables. We also provide several important practical recommendations for future 
research. 
 
Research limitations/implications 
 
There are other issues and methods of correcting for endogeneity that are not covered in 
this paper. However, the paper focuses on issues and methods that can be generalized to 
most contexts. 
 
Originality/value 
 
The paper provides practical recommendations for more rigorous regression estimation. 
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1. Introduction  

 
While quantitative modelling in hospitality and tourism research has progressed 
significantly over the last two decades, an important issue that remains largely ignored is 
the failure to account for- or address endogeneity-related issues (Assaf and Tsionas, 
2019). The danger that endogeneity imposes in the estimation of regression models has 
been well documented in the literature. Endogeneity arises when the regressors are 
endogenous in the sense that they are correlated with the error term, leading to biased 
and inaccurate conclusions about cause and effect relationships. In fields like hospitality 
and tourism, which rely heavily on regression-related models, the risk of ignoring 
endogeneity becomes an even greater concern.  
 
This topic is certainly worthy of an in-depth discussion for those in these fields. Authors 
and reviewers would benefit from such a discussion to better understand the risks 
associated with endogeneity instead of simply stating that endogeneity is dangerous or 
even dismissing an otherwise good paper simply due to the fear associated with tackling 
these challenges (Rutz and Watson, 2019). Our aim in this note is to contribute to this 
discussion. We revisit the sources of- and problems with endogeneity, and provide 
simulation evidence regarding the risk of incorrectly selectng instrumental variables. We 
also discuss what methods are available to deal with endogeneity. We differentiate 
between methods that require instrumental variables and others that are instrument-free. 
Finding the appropriate instruments is always challenging. We encourage increased use of 
instrument-free methods; which, despite their flexibility, remain largely uncommon in 
these fields.  
 
We emphasize again that the goal with this paper is not to provide a lengthy textbook 
discussion of endogeneity. Rather, we aim to foster a new discussion on the topic and 
provide clearer guidelines on how to deal with endogeneity. While there is no perfect 
solution for endogeneity, revisiting the issue and presenting some of the most robust 
approaches to deal with it may encourage more serious thinking about endogeneity, both 
in terms of theoretical design and estimation of regression models.    
 

2. Sources of Endogeneity 

Most empirical work in hospitality and tourism studies focuses on testing the relationship 
between a set of independent variables (X) and a dependent variable of interest (Y). An 
example would be models for estimating hotel demand that use price as an exogenous 
variable. Often these models ignore the fact that various events could have taken place in 
the city where the hotel is located, which if not accounted for, result in the reporting of a 
biased effect of price on demand. Hotels also belong to various quality categories, which 
are often not accounted for in the model.  
 
Across many contexts, regression models in the field are vulnerable to endogeneity 
problems. We rarely see papers comparing between models with endogeneity controls 
and those without. As recently emphasized by Rutz and Watson (2019, p.482): “the first 
step to address endogeneity is to understand the potential sources (s) that apply given the 
research setting, its data, and the modelling approach chosen by the researcher or 
manager”. In the next section, we will elaborate on some of the common sources of 
endogeneity that are often ignored in hospitality and tourism research.  
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2.1. Errors in Variables 

Quite often, variables are measured with error. Although the regression model 
accommodates errors in the dependent variable, when errors are present in the 
regressors, then the observed regressor and the error are correlated. In this example, 
when we refer to errors in variables, we are not talking about errors in the dependent 
variable, as this can be captured by the error term in the regression model. Here we are 
mainly focusing on errors in the independent variables. For example, if a researcher is 
testing the effect of internationalization on hotel performance, and there is an error in 
the measurement of the “performance” variable, this will not lead to biased estimates as 
such error will be captured by the regression error. However, an error in the 
measurement of the “internationalization” variable will lead to endogeneity problems, 
and thus to biased regression estimates.   
 
To elaborate further, consider the simple model  
 

 
𝑦𝑡 = 𝛽𝑥𝑡

∗ + 𝑢𝑡,

𝑥𝑡 = 𝑥𝑡
∗ + 𝑣𝑡 ,

 (1) 

 
where 𝑣𝑡 is measurement error in the regressor 𝑥𝑡

∗ which is unobserved. For simplicity, 
we can assume that 𝑢𝑡 and 𝑣𝑡 are orthogonal. Substituting the second equation into the 
first, we have:  
 𝑦𝑡 = 𝛽𝑥𝑡 + (𝑢𝑡 − 𝛽𝑣𝑡). (2) 
 
Although this equation involves only observed variables, 𝑥𝑡 and the error 𝑒𝑡 = 𝑢𝑡 − 𝛽𝑣𝑡 
cannot be uncorrelated, as 𝑥𝑡 and 𝑣𝑡 are correlated. Ordinary Least Squares (OLS) relies 
on the assumption that 𝑥𝑡s can be taken as given (or orthogonality with the errors can be 
assumed). This involves the implicit assumption that errors of regression can be 
measured by fixing 𝑥 and measuring the difference between actual and predicted 𝑦s. 
Under errors in variables this device fails to deliver consistent parameter estimators. Both 
variables are subject to error and, therefore, fixing one or the other and measuring 
distances is problematic, just as suggested by Bartlett’s (1949) classic paper. 
 
One of the earliest attempts to derive a consistent estimator in the presence of 
measurement error was done by Wald (1940) who suggested ordering the observations 
and then splitting them into two groups. The estimate of the slope is then the difference 
of average values of 𝑦s divided by the difference of average values of 𝑥s. Another early 
remedy for errors in variables is total least squares (TLS). Unlike OLS, TLS suggests that 
one can use the orthogonal distance from a point to the regression line.  
 
The problem of TLS has a long history starting with the work of Adcock (1878) who 

made the assumption that 𝜎𝑢
2 = 𝜎𝑣

2. It can be shown that the objective function of TLS 
is:  
 

 min
𝛽

𝑄 (𝛽) ≡
∑ (𝑛

𝑡=1 𝑦𝑡 − 𝑥′
𝑡𝛽)2

1 + ∑ 𝛽𝑗
2𝑘

𝑗=1

. (3) 

 

The OLS estimator is 𝛽̂𝑂𝐿𝑆 = (𝑋′𝑋)−1𝑋′𝑦. One can show that the TLS estimator has a 
closed form given by:  



4 

 

 

 
𝛽̂𝑇𝐿𝑆 = (𝑋′𝑋 − 𝜔2𝐼𝑘)−1𝑋′𝑦, (4) 

 
 

where 𝜔2 is the smallest singular value of [𝑋 𝑦]. Therefore, the TLS estimator is 

reminiscent of the ridge estimator but the constant 𝜔2 is subtracted from instead of 
added to the main diagonal of the cross-products matrix 𝑋′𝑋. Despite the fact that the 

asymptotic bias of OLS is removed by subtracting 𝜔2 from the main diagonal, it is also 

the case that 𝑋′𝑋 − 𝜔2𝐼𝑘 is more ill-conditioned compared to 𝑋′𝑋. For a modern 
treatment of TLS see Van Huffel and Vandewalle (1991).  
 

2.2. Simultaneity 

Another issue that is often ignored in hospitality and tourism research is simultaneity, 
which occurs when we have the so-called “reverse causality” phenomenon; not only 
when 𝑥𝑡 causes 𝑦𝑡 but also if the opposite is true. One can think of many scenarios in 
tourism and hospitality research where reverse causality can be a potential problem. For 
example, when testing the impact of tourism spending on economic growth, one can 
argue that higher economic growth can also lead to higher tourism spending. In such a 
case, ignoring simultaneity would result in the error term being correlated with the 
exogenous variables, leading to an endogeneity problem and biased regression estimates. 
 
More specifically, simultaneity takes the following form:  
 

 
𝑦𝑡 = 𝛽𝑥𝑡 + 𝛾1𝑧𝑡1 + 𝑢𝑡 ,
𝑥𝑡 = 𝛼𝑦𝑡 + 𝛾2𝑧𝑡2 + 𝑣𝑡 ,

 (5) 

 
 
where 𝑧𝑡1 and 𝑧𝑡2 are two predetermined variables. The source of the problem is that, in 
the reduced form, which expresses 𝑦𝑡 and 𝑥𝑡 in terms of the errors and the 
predetermined variables, 𝑥𝑡 is correlated with both 𝑢𝑡 and 𝑣𝑡 so estimating the first 
equation by OLS produces an inconsistent estimator for 𝛽. The same is true for the OLS 
estimator of 𝛼 in the second equation of (5). To put it differently, the key challenge when 
estimating a regression model, where simultaneity is a problem, is to “disentangle the 
temporal order” in which these variables affect each other (Rutz and Watson, 2019). The 
two variables cause each other, creating this correlation between the error term and the 
explanatory variables, which violates the OLS assumption. 
 

2.3. Omitted Variable Bias 

A final source of endogeneity, and one of the most challenging to test, relates to the 
omission of explanatory variables. Such omission can lead to endogeneity problems 
when the omitted variable is correlated with the outcome variable or any of the 
explanatory variables in the model. In tourism, one can think of many contexts of 
omitted variable problems. In the estimation of tourism demand models, for instance, 
researchers often struggle with unavailable data to account for economic and social 
structures, thus creating bias in the results due to the omitted variable problem (Kuo et 
al. 2009). 
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Generally, the omitted variable problem can be expressed with the following. Suppose 
that the model is given by: 
 
 𝑦𝑡 = 𝛽𝑥𝑡 + 𝛾𝑧𝑡 + 𝑢𝑡, (6) 
 
but we omit 𝑧𝑡 and, in effect, we estimate the model 𝑦𝑡 = 𝛼𝑥𝑡 + 𝑣𝑡 ,where 𝑣𝑡 = 𝛾𝑧𝑡 + 𝑢𝑡. 
If 𝑥𝑡 and 𝑧𝑡 are correlated and 𝛾 ≠ 0, then the OLS estimator of 𝛼 is not consistent for 
𝛽. This is a source of endogeneity in the sense that 𝔼(𝑥𝑡𝑣𝑡) ≠ 0. Of course, omitted 
variables abound in practical situations and, therefore, there is almost always the risk of 
inconsistent parameter estimates.  
 

As mentioned above, omitted variable bias is one of the most challenging problems to 
diagnose. This, of course, excludes the “naive” case where, post regression, one wishes to 
test whether certain variables have been omitted. The omitted variables problem per se, 
means that although there are, indeed, omitted variables, it is at the same time unknown 
which variables these may be. However, given the expression 𝑣𝑡 = 𝛾𝑧𝑡 + 𝑢𝑡 in (6), some 
remarks can be made. If the omitted variable 𝑧𝑡 is autocorrelated, heteroskedastic, or 
both, then standard OLS residual-based tests will indicate the presence of autocorrelation 
and / or heteroskedasticity. In this instance, the tests do not support a “knee jerk” 
reaction like correcting for AR(1) or even worse relying on robust standard errors. 
Clearly, correcting for AR(1) type of autocorrelation or AR(𝑝) in general if 𝑧𝑡 follows an 
AR(𝑞) process (with 𝑝 ≥ 𝑞) can mitigate the omitted regressor problem. Things are more 
involved in the case of heteroskedasticity. However, reliance on robust standard errors is 
not justified in this case, as OLS estimates are inconsistent to begin with and 
Heteroskedasticity and Autocorrelation Consistent (HAC) techniques require the correct 
specification of the model. When the omitted variable 𝑧𝑡 is also correlated with the 
regressor 𝑥𝑡 it is natural to suppose that 𝑧𝑡 = 𝑓(𝑥𝑡) + 𝑤𝑡; where 𝑓(⋅) is an unknown 
functional term and 𝑤𝑡 is an error uncorrelated with 𝑢𝑡. The standard Ramsey Regression 
Equation Specification Error Test (RESET) for neglected nonlinearity in the regression 

by regressing OLS residuals on 𝑦̂𝑡
2, 𝑦̂𝑡

3 etc., where 𝑦̂𝑡 = 𝑥′
𝑡𝛽̂𝑂𝐿𝑆 are the fitted values of the 

OLS-estimated regression. A Taylor series expansion of 𝑓(⋅) shows, in fact, that the 
RESET also tests for omitted variables, under the assumption that the omitted variables 
are functionally related to 𝑥𝑡 and the functional form of the dependence is, in itself, 
unknown, but is smooth enough to be approximated by a Taylor expansion. Thus, again, 
the RESET test can be interpreted as a diagnostic for misspecification. Therefore, in 
practice, the empirical researcher has this standard diagnostic test at their disposal to test 
for misspecification. We again emphasize that these diagnostics are useful to the extent 
that the omitted regressor, 𝑧𝑡, is autocorrelated, heteroskedastic and / or functionally 
related to the included regressors up to the measurement errors.  

 

 

3. Approaches to Control for Endogeneity  

We discuss in this section different methods that are available for hospitality and tourism 
researchers to control for endogeneity. Some of these methods require the availability of 
instruments, an often challenging issue, which is illustrated through simulation examples 
below. Other methods do not require the availability of instruments, and hence free the 
researcher from such challenges. We note that despite their flexibility, these methods 
remain uncommon in hospitality and tourism research. Also, while we focus in what 
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follows on linear models, we discuss in Appendix A the context of non-linear moels. 
 

3.1. Instrumental Variables 

 
It is often the case that researchers resort to the use of instrumental variables to control 
for endogeneity.  For example, in studying the effect of air services on tourism demand, 
Koo et al. (2017) used the degree of air liberalization and total available flights are used as 
instrumental variables. However, it can be challenging to find instruments. An 
instrumental variable also needs to meet the strict condition of being correlated with the 
endogenous variable, while also not being correlated with the error term. Consider the 
following linear model: 
 
 𝑦𝑡 = 𝑥′

𝑡𝛽 + 𝑢𝑡,  𝑡 = 1, … , 𝑛, (7) 
 
where 𝑥𝑡 is a 𝐾 × 1 vector of regressors. For the method of OLS to yield consistent 
estimators, we need the assumption that the regressors and the error term are 
uncorrelated, meaning 𝐸(𝑥𝑡𝑢𝑡) = 0 for all 𝑡 = 1, … , 𝑛. In this case, we often write: 
𝑥𝑡 ⊥ 𝑢𝑡 and we say, alternatively, that the regressors and errors are orthogonal. When 
𝐾 = 1, the assumption 𝐸(𝑥𝑡𝑢𝑡) = 0 yields the least square estimator as follows. From (7), 
if we multiply both sides by 𝑥𝑡 and take sample averages we have: 
  

 𝑛−1 ∑ 𝑥𝑡

𝑛

𝑡=1

𝑦𝑡 = 𝑛−1 ∑ 𝑥𝑡
2

𝑛

𝑡=1

𝛽 + 𝑛−1 ∑ 𝑥𝑡

𝑛

𝑡=1

𝑢𝑡 . (8) 

 

Since plim(𝑛−1 ∑ 𝑥𝑡
𝑛
𝑡=1 𝑣𝑡) = 𝐸(𝑥𝑡𝑢𝑡) = 0, this equation can be solved to yield 𝛽̂𝐿𝑆 =

∑ 𝑥𝑡
𝑛
𝑡=1 𝑦𝑡

∑ 𝑥𝑡
2𝑛

𝑡=1
. Now, if ∼ (𝑥𝑡 ⊥ 𝑢𝑡) but there is a certain instrumental variable 𝑧𝑡 for which we 

have 𝑧𝑡 ⊥ 𝑢𝑡, then we can follow the same strategy as in (8) to obtain:  
 

 𝑛−1 ∑ 𝑧𝑡

𝑛

𝑡=1

𝑦𝑡 = 𝑛−1 ∑ 𝑧𝑡

𝑛

𝑡=1

𝑥𝑡𝛽 + 𝑛−1 ∑ 𝑧𝑡

𝑛

𝑡=1

𝑢𝑡 . (9) 

 

Since plim(𝑛−1 ∑ 𝑧𝑡
𝑛
𝑡=1 𝑣𝑡) = 𝐸(𝑧𝑡𝑢𝑡) = 0 the IV estimator:  

 

 𝛽̂𝐼𝑉 =
𝑛−1 ∑ 𝑧𝑡

𝑛
𝑡=1 𝑦𝑡

𝑛−1 ∑ 𝑧𝑡
𝑛
𝑡=1 𝑥𝑡

, (10) 

 
will be consistent. However, a problem arises in that the denominator must be kept away 
from zero, that is we need:  

 plim𝑛−1 ∑ 𝑧𝑡

𝑛

𝑡=1

𝑥𝑡 = 𝐸(𝑧𝑡𝑥𝑡) ≠ 0, (11) 

which means that the instrument 𝑧𝑡 must be uncorrelated with the error term but 
nevertheless it should be strongly correlated with 𝑥𝑡.  
 
In ad hoc models, it is not clear where instruments such as 𝑧𝑡 come from unless one 
exercises his/ her ingenuity to come up with such variables. In simultaneous equations 
models, however, all exogenous variables can serve as instruments provided the two 
conditions we mentioned are true. Suppose we have 𝑀 instrumental variables, 𝑧𝑡1, … , 𝑧𝑡𝑀 . 
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In turn, one may be able to write down moment conditions of the form:  
 

 𝑛−1 ∑(𝑦𝑡 − 𝑥′
𝑡𝛽)

𝑛

𝑡=1

𝑧𝑡𝑚 = 0,  𝑚 = 1, … , 𝑀, (12) 

where it is quite likely that 𝑀 > 𝐾 so that we have 𝑀 − 𝐾 over-identifying restrictions. 
Since we have 𝐾 elements in 𝛽, 𝐾 instruments would be enough to just identify 𝛽. 
However, it is commonly the case that we have more instruments than parameters. If we 
use (7), then (12) would imply: 
  
 𝑍′𝑦 = 𝑍′𝑋𝛽 + 𝑍′𝑢, (13) 
 

where 𝑍 is the 𝑛 × 𝑀 matrix of instruments. As by assumption plim𝑛−1𝑍′𝑢 → 𝐸(𝑍′𝑢) =
𝟎, a simple IV estimator is given by applying LS to (13):  
 
 𝛽̂𝐼𝑉 = (𝑋′𝑍𝑍′𝑋)−1𝑋′𝑍𝑍′𝑦, provided 𝑀 ≥ 𝐾. (14) 
   

However, in (13), the errors 𝑒 = 𝑍′𝑢 have zero mean and covariance matrix 𝜎𝑢
2(𝑍′𝑍)−1, 

provided 𝐸(𝑢𝑢′) = 𝜎𝑢
2𝐼𝑛. In this case, we can use the following estimator, which results 

from GLS applied to (13):  
 
 𝛽̆𝐼𝑉 = (𝑋′𝑍(𝑍′𝑍)−1𝑍′𝑋)𝑋′𝑍(𝑍′𝑍)−1𝑍′𝑦, if𝑀 > 𝐾. (15) 

 
Another implication of (13) is that cov(𝑍′𝑢) = 𝐸(𝑍′𝑢𝑢′𝑍) ≡ Ω has dimension 𝑚 × 𝑚, 
which does not increase with the sample size. So, if Ω can be estimated in advance, the 
estimator: 
  
 𝛽̃𝐼𝑉 = (𝑋′𝑍Ω−1𝑍′𝑋)𝑋′𝑍Ω−1𝑍′𝑦 (16) 
 
would not only be consistent, but efficient as well. Matrix Ω can be estimated as in the 
HAC procedures available in most software packages. For example, in the case of 
heteroskedasticity of unknown form, we can estimate Ω by: 
  
 Ω̂ = 𝑍′𝑉𝑍, (17) 

where 𝑉 = diag[𝑢̂1
2, … , 𝑢̂𝑛

2], where the residuals 𝑢̂𝑡 = 𝑦𝑡 − 𝑥′
𝑡𝛽̂𝐼𝑉,  𝑡 = 1, … , 𝑛.  

 
A regression model can be estimated using the method of Two Stage Least Squares 
(2SLS), provided instruments 𝑧𝑡 are available. The method consists of regressing all 
endogenous variables in 𝑥𝑡 on 𝑧𝑡, obtaining the fitted values, 𝑥𝑡, and then, either using 𝑥𝑡 
as instruments for 𝑥𝑡 or replacing 𝑥𝑡 by 𝑥𝑡. Both techniques result in the same numerical 
estimates. In that respect, 2SLS is a special case of IV estimation and also a special case 
of GMM (see Appendix B).  
 
Regardless of the estimation method, one of the main challenges that remain is the 
availability of suitable instruments. The selection of invalid or weak instruments can 
result in strong biases and erratic behavior in finite samples. We illustrate this issue 
further using the following simulation. In line with Kleibergen and van Dijk (1994, 1998) 
and van Dijk (2002), we consider an Incomplete Simultaneous Equations Model 
(INSEM):  
 
 𝑦1 = 𝛽𝑦2 + (𝜙𝑣2 + 𝑣1), (18) 
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 𝑦2 = 𝜋𝑥 + 𝑣2. (19) 
 
In this model, we have strong endogeneity if 𝜙 ≃ 1; assuming we interpret it as a 
correlation coefficient and instrument 𝑥 is weak when 𝜋 ≃ 0. We use a sample of 250 
observations, where 𝑣1 and 𝑣2 have independent standard normal distributions, 𝜙, 𝜋 take 
two values (0.9 or 0.025) and 𝛽 = 0.7. We use 10,000 simulations for the instrumental 
variables (IV) estimator: 
  

 𝛽̂𝐼𝑉 =
𝑥′𝑦1

𝑥′𝑦2
. (20) 

 

The sampling distributions are presented in Figure 1.  

 

 

 

Figure 1. Sampling distributions of IV estimator 
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In the case of weak instruments, it is clear that the sampling distribution of the IV 
estimator has fat tails (case (a)) or diverges to ±∞ (case (d)). When the instrument is 
strong as in panels (b) and (c), the sampling distribution shows that the IV estimator 
performs relatively well.  
 
To establish these properties on firmer ground, suppose we have:  
 
 𝑦𝑡 = 𝛽𝑥𝑡 + 𝑢𝑡 ,  𝑡 = 1, … , 𝑛, (21) 
 

where 𝑢𝑡 ∼ 𝑖𝑖𝑑 𝑁(0,1), 𝛽 = 1, 𝑥𝑡 = 𝑢𝑡 + 𝑒𝑡, 𝑒𝑡 ∼ 𝑖𝑖𝑑 𝑁(0,0. 12), which implies strong 
correlation between the regressor and the error term. We generate the instrument as 
𝑧𝑡 = 𝑥𝑡 + 𝜙𝜉𝑡 ,  𝜉𝑡 ∼ 𝑖𝑖𝑑 𝑁(0,1) so, by construction, it is correlated with 𝑥𝑡 but this 
correlation depends on 𝜙 (as 𝜙 → 0 the correlation is strong). We use three values for 𝜙, 
viz. 𝜙 = 1, 5, and 8. The results are shown in Figure 3.  
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Figure 2. Sampling distributions of IV estimator 

 

 

 

 

 

In Figure 2, although the sampling distributions are centered around the true value of 
unity, as φ increases, so that we have less correlation with the included regressor, these 
distributions have extremely fat tails. This means that in finite samples, it is quite likely to 
obtain answers that are (very) far from the truth. More details on GMM in nonlinear 
models are provided in Appendix B. 
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3.2. Control function (CF) approach  

 

The CF approach is another approach that requires instruments and is similar in spirit to 
the IV approach. The model is:  
 

 
𝑦𝑡 = 𝛽𝑥𝑡 + 𝑢𝑡 ,
𝑥𝑡 = 𝑧𝑡𝛾 + 𝑣𝑡 ,

 (22) 

where 𝑧𝑡 is an instrument. Given the linear projection 𝑢𝑡 = 𝜌𝑣𝑡 + 𝜉𝑡, where 𝜉𝑡 is an i.i.d 

error, where 𝜌 =
𝔼(𝑢𝑡𝑣𝑡)

𝔼(𝑣𝑡
2)

. Since 𝔼(𝑣𝑡𝜉𝑡) = 0, it follows that we can use the model:  

 
 𝑦𝑡 = 𝛽𝑥𝑡 + 𝜌(𝑥𝑡 − 𝛾𝑧𝑡) + 𝜉𝑡 . (23) 

 

Therefore, we can use a two-step approach in which 𝑥𝑡 is regressed on 𝑧𝑡 and we obtain 
the OLS residuals. These residuals are included in the model and a consistent estimator 
of 𝛽 is obtained via OLS. This method can be understood in a broader sense in nonlinear 
or limited dependent variable models; specifically, that potentially endogenous variables 
are regressed on instruments and the residuals are included in the model. This method 
has probably been reinvented numerous times. For example, see Terza (2018), who used 
the term “two stage residual inclusion” (2SRI) which has been used in certain nonlinear 
models (see Tran and Tsionas (2013).  
 
This approach cannot be used when the relationship between 𝑥𝑡 and 𝑧𝑡 is nonlinear, that 
is when, for example:  
 
 𝒙𝑡 = Π(𝒛𝑡; 𝜸) + 𝒗𝑡 , [𝑢𝑡, 𝒗𝑡

′]′ ∼ 𝒩(0, Σ), (24) 
 

where 𝒙𝑡 ∈ ℝ𝑘 , 𝒛𝑡 ∈ ℝ𝑚, and 𝜸 ∈ ℝ𝑑 is a parameter vector, and Π: ℝ𝑚 × ℝ𝑑 → ℝ𝑘 is a 
nonlinear functional form (a vector field). Research in this area is rather limited, as 
specifying Π(⋅;⋅) is, more often than not, impossible. Although, there have been some 
papers which are motivated explicitly by economic theory (for example, first-order 
conditions to cost minimization or profit maximization) and often involve latent 
variables in a nonlinear way (Atkinson and Tsionas, 2016, Atkinson, Primont, and 
Tsionas, 2018, Tsionas and Mamatzakis, 2019).  
 

3.3. Latent Instrumental Variables Estimation (LIVE)  

 

As mentioned, one of the challenges with the standard IV method or the Control 
Function approach is the need for instruments, which are often neither strong nor valid. 
LIVE is a method that frees the researcher from such challenges. It is an instrument-free 
approach that addresses the endogeneity problem (see Ebbes et al., 2011, 2016, and 
Papies et al. 2017) without needing access to instrumental variables. Specifically, LIVE 
considers the following model:  
 

 
𝑦𝑡 = 𝛽𝑥𝑡 + 𝑢𝑡 ,
𝑥𝑡 = 𝑧𝑡

∗𝛾 + 𝑣𝑡 ,
 (25) 

where 𝑧𝑡
∗ are latent or constructed instruments. The second equation is a reduced form.  
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We assume:  
 

 [
𝑢𝑡

𝑣𝑡
] ∼ 𝒩 ([

0
0

] , [
𝜎𝑢

2 𝜎𝑢𝑣

𝜎𝑢𝑣 𝜎𝑣
2 ]), (26) 

 

and also 𝔼(𝑧𝑡
∗𝑢𝑡) = 𝔼(𝑧𝑡

∗𝑣𝑡) = 0. With LIVE, 𝑧𝑡
∗ are the unobserved categorical variables 

arising from a multinomial distribution where the probability of the 𝑗th category is, say, 
𝜋𝑗 with the normalization ∑ 𝜋𝑗𝑗 = 1 and 𝜋𝑗 > 0. More specifically, Ebbes et al. (2005) 

suggest a latent discrete binary variable for the decomposition of a single distributed 
endogenous regressor into two components, one uncorrelated with the error term and a 
and another potentially correlated with the error term. The case of multiple regressors 
(𝑥𝑡) is considered in Zhang et al. (2009).  
 
As with the standard IV method or the Control Function approach, the researcher still 
needs to provide theoretical reasoning for the presence of endogeneity in the models. 
There are two important caveats that one needs to consider when using the LIVE 
approach. First, it is important that the endogenous regressor (𝑥𝑡) does not 
approximately follow a normal distribution, as the LIVE approach builds on this non-
normality to separate the endogenous and exogenous parts of 𝑥𝑡. Second, the error term 
must be normally distributed, as this is an explicit assumption of LIVE. If these two rules 
are violated, it is not feasible to use the LIVE approach. 

 

3.4. Copulas 

Copulas have also emerged as a practical tool when no external instruments are available. 
Suppose we have the following model: 𝑦𝑡 = 𝑥𝑡𝛽 + 𝑢𝑡, but we suspect that 𝑥𝑡 and 𝑢𝑡 are 
correlated. Thus, the idea is that when ∼ (𝑥𝑡 ⊥ 𝑢𝑡) but the joint distribution of 𝑥𝑡 and 𝑢𝑡 
is known and is given by, say, 𝑓(𝑢𝑡, 𝑥𝑡; 𝛼) where 𝛼 are parameters associated with the 
joint distribution, then one can proceed using the method of maximum likelihood to 
maximize:  

 𝐿(𝛽, 𝛼; 𝒀) = ∏ 𝑓

𝑛

𝑡=1

(𝑦𝑡 − 𝑥′
𝑡𝛽|𝑥𝑡 , 𝛼)𝑔(𝑥𝑡; 𝛼), (27) 

where the joint distribution factorizes identically as 𝑓(𝑢𝑡 , 𝑥𝑡; 𝛼) = 𝑓(𝑢𝑡|𝑥𝑡, 𝛼)𝑔(𝑥𝑡; 𝛼), 
and 𝑔(𝑥𝑡; 𝛼) is the joint distribution of the regressors. The entire data set is denoted by 
𝒀. Of course, the problem is that we do not know 𝑓(𝑢𝑡, 𝑥𝑡; 𝛼) or 𝑓(𝑢𝑡|𝑥𝑡 , 𝛼) or we do 
not wish to pretend to have such knowledge (for more technical details see Appendix B).  
 
When we are not willing to specify the distribution of the regressors, we can use a copula 
approach. The copula idea results from Sklar’s theorem. Given two random variables, say 
𝑋1 and 𝑋2, Sklar’s theorem expresses the joint distribution as a product of the marginals 
times a copula term that depends only on the marginal distribution functions: 
 

𝑓(𝑥1, 𝑥2) = 𝑓1(𝑥1)𝑓2(𝑥2)𝑐(𝐹1(𝑥1), 𝐹2(𝑥2)). 

 
Under independence, the copula term is equal to unity, identically. It can be shown that, 
in simple linear regressions, the copula approach is equivalent to the following:  
 
 𝑦𝑡 = 𝑥𝑡𝛽 + 𝑥𝑡

∗𝛾 + 𝑒𝑡 , (28) 
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where 𝑒𝑡 is an error term,  
 
 𝑥𝑡

∗ = Φ−1(𝐻(𝑥𝑡)), (29) 
 

where Φ−1(⋅) is the standard normal inverse cumulative distribution function, and 𝐻(𝑥) 
is the empirical cumulative distribution function (CDF) of the regressor, which can be 
obtained directly from the data without parametric assumptions. Therefore, the copula 
approach (using a Gaussian copula) amounts to augmenting the data with the additional 
regressor 𝑥𝑡

∗. In turn, one can use OLS to estimate the parameters 𝛽 and 𝛾.  
 
The original theorem, attributed to Sklar (1952), says that  
 

 𝐹(𝑥1, … , 𝑥𝑝) = 𝐶(𝐹1(𝑥1), … , 𝐹𝑝(𝑥𝑝)), (30) 

 
where 𝐹(𝑥1, … , 𝑥𝑁) is the joint CDF of 𝑝 random variables, and 𝐹𝑗(𝑥𝑗) are the marginal 

CDF (𝑗 = 1, … , 𝑝). In turn, the joint CDF is the product of marginals (which would be 
the case under independence) multiplied by a link function, that is:  
 

 𝑓(𝑥) = {∏ 𝑓𝑗

𝑝

𝑗=1

(𝑥𝑗)} ⋅ 𝑐(𝐹1(𝑥1), … , 𝐹𝑝(𝑥𝑝)), (31) 

where 𝐹𝑗(𝑥𝑗) is the CDF corresponding to 𝑓𝑗(𝑥𝑗). Therefore  

 

 
𝑓(𝑥)

𝑓1(𝑥1)𝑓2(𝑥2) ⋯ 𝑓𝑝(𝑥𝑝)
=  𝑐(𝐹1(𝑥1), … , 𝐹𝑝(𝑥𝑝)). (32) 

 
For example, the multivariate normal copula (Song, 2000) is:  
 

 𝐶(𝑢1, … , 𝑢𝑝) = 𝐹(Φ−1(𝑢1), … , Φ−1(𝑢𝑝); 𝑅), (33) 

 
where Φ(⋅) is the standard normal CDF, and 𝐹 is the standard p-dimensional normal 
CDF with zero means, unit variances, and correlation matrix 𝑅. The density function is 
given by (Clemen and Reilly, 1999, Nelson, 1999): 
  

 
𝑓(𝑥1, … , 𝑥𝑝) = 𝑓1(𝑥1) … 𝑓𝑝(𝑥𝑝)

⋅ |Σ|−1/2 exp {−
1

2
𝑧′(Σ−1 − 𝐼)𝑧}, 

(34) 

where 𝑧𝑗 = Φ−1(𝐹𝑗(𝑥𝑗)),  𝑗 = 1, … , 𝑝, and Σ represents a covariance or correlation matrix.  

 
In the case of more than one endogenous variable, suppose we have:  
 
 𝑦𝑡 = 𝑥′

𝑡𝛽 + 𝑌𝑡
′𝛾 + 𝑢𝑡 ,  𝑡 = 1, … , 𝑛, (35) 

 
where 𝑌𝑡 ∈ ℝ𝑚 is a vector of endogenous variables. The copula approach amounts to  
correcting this regression as follows:  
 
 𝑦𝑡 = 𝑥′

𝑡𝛽 + 𝑌𝑡
′𝛾 + 𝑌′̃

𝑡𝛿 + 𝜉𝑡 , (36) 
 

where 𝜉𝑡 is an error term, 𝑌̃𝑡1 = Φ−1(𝐹1(𝑌𝑡1)), … , 𝑌̃𝑡𝑚 = Φ−1(𝐹𝑚(𝑌𝑡𝑚)), and 𝐹𝑗(𝑌𝑡𝑗) 

represent the empirical CDF of 𝑌𝑡𝑗(𝑗 = 1, … , 𝑚), which can be computed easily from the 



14 

 

data:  

 𝐹𝑗(𝑦) = 𝑛−1 ∑ 𝕀

𝑛

𝑡=1

(𝑌𝑡𝑗 ≤ 𝑦),  𝑗 = 1, … , 𝑚. (37) 

 
Here, 𝕀(⋅) is the indicator function. What is remarkable is that despite the fact that 𝑌𝑡 is 
multivariate, only univariate CDF estimation is involved. Due to this, the method scales 
well with the sample size and the number of endogenous regressors1.  
 
This formulation is similar to Heckman (1978) and Hausman (1978). As 𝑥𝑡

∗ in (35) is a 
“generated regressor” (Pagan 1984) the usual standard errors of parameters are incorrect, 
but a standard bootstrap method to compute the correct standard errors can be used 
(typically, in MLE the information matrix is used to compute standard errors). In (35) the 

coefficient of 𝑥𝑡
∗ is actually 𝛾 = 𝜌𝜎 and the variance of error is 𝐸(𝑒𝑡

2) = 𝜎2(1 − 𝜌2), so 
we can determine both 𝜎 and 𝜌 (the correlation of the regressor 𝑥𝑡 and the error 𝑢𝑡). Of 

course, the same is true for the more general formulation in (34) regarding 𝑌̃𝑡. 

 

4. Concluding Remarks and Recommendations  

As endogeneity continues to remain a serious issue affecting validity of research in our 
field, the purpose of this paper was to foster a new discussion on the topic and provide 
more clear guidelines on how to deal with endogeneity. We discuss the various sources of 
endogeneity and present a variety of methods that can be used to mitigate the problem; 
distinguishing between those that rely on the use of instrumental variables and those that 
do not. While we acknowledge that there is no perfect solution for endogeneity, moving 
forward we recommend the following: 

1- More focus on theory to carefully develop the research design and the selection 
of variables. With a more solid theoretical foundation, one can also identify 
potential sources of endogeneity and select the appropriate instrumental 
variables. Although this is easier said than done, standard behavioral 
assumptions, such as cost minimization or profit maximization, can, in fact, help 
to suggest what is endogenous and what might be predetermined, under certain 
conditions. 

2- We echo Rutz and Watson (2019) that “when in doubt” collect more data to 
address any omitted variable problems before quickly thinking about methods to 
address the problem. The use of panel data with firm and time fixed effects can 
also help reduce the problem of omitted variable bias. This is so because slowly 
time-varying endogenous regressors will be absorbed by the firm effects and the 
problem of endogeneity can be mitigated. If the omitted endogenous regressors 

                                                           
1 It is also quite important to mention that “while many copula functions have been identified, 

we believe only two are useful for building a regression model with several covariates. We are 

aware of only two copula models that allow for this, the normal copula and its generalization, the 

t-copula (which is based on the multivariate Student’s t distribution. For example, see the list of 

copulas in Klugman, Panjer, and Willmot (2008, Chapter 7), where it can be seen that the other 

copulas do not allow for variations in the association measure” (Parsa and Klugman, 2011, pp. 

48–49).  
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are now slowly varying, panel data do not help and, in fact, create more 
problems. As a matter of fact, issues of reverse causality can be addressed by 
using dynamic panel data (DPD) models (which do, however, require 
instrumental variables). 

3- When in doubt, we also recommend estimating two models, one with control for 
endogeneity and one without to ensure the consistency of the findings. 

4- Considering that the IV and Control Function approaches require the use of 
instrumental variables, we recommend increased use of instrument-free methods 
such as LIVE and Copulas. Finding instruments requires strong theoretical 
support and the selection of invalid or weak instrument can result in a strong 
bias, as we have shown in the above simulations. The use of LIVE and Copulas 
is not free of challenges. One, for instance, needs to ensure that the non-
normality condition in the explanatory variable along with the normality 
condition in the error terms are met.  

5- As there are many sources of endogeneity, we recommend a balanced approach 
that focuses on using the best method for the task at hand. Engaging with more 
complicated methods just for the sake of addressing endogeneity is not the best 
way to proceed. We recommend obtaining a thorough understanding of each of 
the above methods and weighing their use against the theory and endogeneity 
problem at hand. 

 
Again, we emphasize that there is no optimal way to address endogeneity. One can also 
avoid non-experimental data all together and rely on field experiments instead, which 
“are often presented as the gold standard to create causal insights as they allow for 
manipulation of variables of interest in controlled settings” (Rutz and Watson, 2019, p. 
490). However, if not executed correctly, field experiments can also be subject to 
endogeneity problems. To sum up, it is difficult to imagine any study, especially those 
that are not based on experimental data, without any suspicion of endogeneity problems. 
Our goal with this paper was to revisit the issue, present the various methods, and 
examine the advantages and disadvantages of each of them. Our hope is to improve the 
estimation of regression models and the validity of hypothesis testing in our field.  
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Appendix A 

Nonlinear models 

With nonlinear models, endogeneity becomes a more difficult problem. A classical case is 
one equation out of a possibly larger model which has the form:  
 
 𝑦𝑡 = 𝑓(𝑌𝑡 , 𝑥𝑡; 𝛽) + 𝑢𝑡 , 𝑡 = 1, . . . , 𝑇, (A.1) 
 
where 𝑌𝑡 denotes the endogenous variables other then 𝑦𝑡, 𝛽 is a parameter vector, and 
𝑥𝑡s are independent of the error term 𝑢𝑡. In the limited information maximum likelihood 
(LIML) approach the system is completed with a reduced form for the remaining 
endogenous variables as follows:  
 
 𝑌𝑡 = Π𝑥𝑡 + 𝑈𝑡 , (A.2) 

and, typically, it is assumed that [𝑢𝑡, 𝑈′
𝑡]′ ∼ 𝒩𝑖𝑖𝑑 (0, Σ). Then a likelihood function can be 

formulated and maximized jointly with respect to 𝛽 and parameters in Π. How one can 
define a nonlinear two-stage or three-stage least squares estimator in this context is part 
of an older but interesting literature (Amemiya, 1973, 1975, 1977, Robinson, 1991).  
Let us consider a specific nonlinear model, for example Poisson regressor where the 
dependent variable 𝑦𝑡 assumes integer values only (including zero). We assume a Poisson 
distribution: 
 
 𝑦𝑡|𝜆𝑡 ∼ 𝒫(𝜆𝑖), 𝑡 = 1, . . . , 𝑛, (A.3) 
 
whose probability mass function is, by definition:  

 𝑝(𝑦𝑡|𝜆𝑡) = 𝑒−𝜆𝑡
𝜆𝑡

𝑦𝑡

𝑦𝑡!
, 𝑡 = 1, . . . , 𝑛. (A.4) 

 
A common assumption is that the mean (and variance) of the Poisson parameter depend 
on a vector of explanatory variables 𝑥𝑡 with parameters 𝛽:  
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 𝜆𝑡 = 𝑒𝑥′
𝑡𝛽 ⇒ log 𝜆𝑡 = 𝑥′

𝑡𝛽, 𝑡 = 1, . . . , 𝑛. (A.5) 

 
The likelihood function of this Poisson regression model is:  

 𝐿(𝛽; 𝑦, 𝑋) ∝ ∏ 𝑒−𝑒𝑥′
𝑡𝛽

𝑛

𝑡=1

(𝑒𝑥′
𝑡𝛽)

𝑦𝑡
, (A.6) 

where 𝑦, 𝑋 denote the data. Therefore, the log-likelihood function is:  
 

 𝑙(𝛽) ≡ log 𝐿 (𝛽; 𝑦, 𝑋) = 𝑦𝑡(𝑥′
𝑡𝛽) − 𝑒𝑥′

𝑡𝛽. (A.7) 

 
The first derivatives provide the score vector  

 𝛻𝑙(𝛽) = ∑ 𝑥𝑡

𝑛

𝑡=1

(𝑦𝑡 − 𝑒𝑥′
𝑡𝛽). (A.8) 

 
The Hessian matrix of the log-likelihood function is given by  

 𝛻2𝑙(𝛽) = − ∑ 𝑥𝑡

𝑛

𝑡=1

𝑥𝑡
′𝑒𝑥′

𝑡𝛽 . (A.9) 

 
Setting the score vector equal to zero, gives the nonlinear equations:  

 ∑ 𝑥𝑡

𝑛

𝑡=1

(𝑦𝑡 − 𝑒𝑥′
𝑡𝛽) = 0 ⇒ 𝑋′𝑢̂(𝛽̂) = 𝟎, (A.10) 

 

where 𝛽̂ is the ML estimator, and 𝑢̂(𝛽) ≡ 𝑦 − 𝑒𝑋𝛽 where the exponential is taken 
component-wise for a vector. The system of equations can be solved in a standard way 
and asymptotic standard errors may be computed from the inverse negative Hessian, viz. 

cov(𝛽̂) = −[𝛻2𝑙(𝛽̂)]
−1

= (∑ 𝑥𝑡
𝑛
𝑡=1 𝑥𝑡

′𝑒𝑥′
𝑡𝛽̂)

−1
. As the log-likelihood is globally concave, 

the maximum is unique. From (10) it is clear that for the ML to be consistent it must be 
the case that 𝑥𝑡 is orthogonal to the vector of generalized residuals 𝑢̂(𝛽) (Gourieroux et 
al., 1987). If this is not the case but there is a vector 𝑧𝑡 that satisfied this condition, then 
we can use the following estimating equations:  
 

 ∑ 𝑧𝑡

𝑛

𝑡=1

(𝑦𝑡 − 𝑒𝑥′
𝑡𝛽) = 𝟎, (A.11) 

provided the dimensionality of 𝑧𝑡 weakly exceeds the number of parameters in 𝛽.  
Another prominent example is the probit model. Suppose we have 𝑛 observations the 
first 𝑛𝑜 of which have 𝑦𝑡 = 1 and the remaining have 𝑦𝑡 = 0. The likelihood function is:  

 𝐿(𝛽; 𝑦, 𝑋) = ∏ Φ

𝑛𝑜

𝑡=1

(𝑥′
𝑡𝛽) ∏ Φ

𝑛

𝑡=𝑛𝑜

(−𝑥′
𝑡𝛽), (A12) 

where 𝑥𝑡 ∈ ℝ𝑘 are the explanatory variables, and 𝛽 ∈ ℝ𝑘 is the parameter vector. The 
score vector is  

 𝛻𝑙(𝛽) = ∑ 𝑥𝑡

𝑛𝑜

𝑡=1

Λ(𝑥′
𝑡𝛽) − ∑ 𝑥𝑡

𝑛

𝑡=𝑛𝑜+1

Λ(𝑥′
𝑡𝛽), (A.13) 

where Λ(𝑞) =
𝜑(𝑞)

𝛷(𝑞)
, 𝑞 ∈ ℝ. These equations can be written as  

 ∑ 𝑥𝑡

𝑛

𝑡=1

𝕀𝑡Λ𝑡(𝛽) = 𝟎, (A.14) 
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where  

 𝕀𝑡 = {
1, if𝑦𝑡 = 1

−1, otherwise.
 (A.15) 

 
In effect, the generalized residuals of a probit model can be defined as 𝑢𝑡(𝛽) = 𝐼𝑡Λ𝑡(𝛽) 
and the requirement for consistency of ML estimation is that the 𝑥𝑡s are orthogonal to 
𝑢𝑡(𝛽). If this requirement is not satisfied but there is a vector 𝑧𝑡 and 𝑑𝑖𝑚(𝑧𝑡) ≥ 𝑘 then 
we can define an alternative estimator based on the following estimating equations:  

 ∑ 𝑧𝑡

𝑛

𝑡=1

𝕀𝑡Λ𝑡(𝛽) = 𝟎. (A.16) 

 
These so-called “likelihood instrumental variable” estimators extend the scope of 
instrumental variables in nonlinear and / or likelihood-based models. Despite the use of 
generalized residuals in Gourieroux et al. (1987) the “likelihood instrumental variable” 
estimator proposed here appears novel. In fact, based on (A.11) or (A.14) it is possible to 
remove the distributional assumptions and use empirical likelihood methods, see Qin and 
Lawless (1994), and Liang et al. (2019) for a recent reformulation.  

 

 

Appendix B 

Generalized method of moments (GMM) 

Another popular estimator of the IV method is GMM. In the case of linear models, it 
reduces to (15) and there are many ways to obtain Ω so that estimates are “robust” to 
heteroskedasticity or autocorrelation of unknown form. To explain the method, suppose 
we have the linear model in (6) and an 𝑀 × 1 vector of instruments 𝑧𝑡 so that, for all 
𝑡 = 1, … , 𝑛 it is true that 𝑧𝑡 ⊥ 𝑢𝑡. Since 𝑢𝑡 = 𝑦𝑡 − 𝑥′

𝑡𝛽 this condition can be given a 
sample interpretation as follows:  

 𝑛−1 ∑(𝑦𝑡 − 𝑥′
𝑡𝛽)

𝑛

𝑡=1

⊗ 𝑧𝑡 = 𝟎𝑀 , (A.17) 

where ⊗ is a Kronecker product, and 𝟎𝑀 is an 𝑀 × 1 vector of zeros. The Kronecker 
product may seem strange, but it yields a rich class of models, possibly nonlinear, in a 
system context. Suppose 𝑦𝑡 = [𝑥𝑡

′, 𝑧′
𝑡]′ and the system has the form:  

 

 

𝑓1(𝑦𝑡; 𝛽) = 𝑢𝑡1,
𝑓2(𝑦𝑡; 𝛽) = 𝑢𝑡2,

⋯
𝑓𝑁(𝑦𝑡; 𝛽) = 𝑢𝑡𝑁,

 (A.18) 

 
where 𝑓 = [𝑓1, … , 𝑓𝑁]′ is a vector of functions, and 𝑢𝑡 = [𝑢𝑡1, … , 𝑢𝑡𝑁]′ is a vector of error 
terms. The notation 𝑓1(𝑥𝑡, 𝑧𝑡; 𝛽) = 𝑢𝑡1 means that different 𝑥𝑡s and 𝑧𝑡s may enter into 
different equations. To clarify this notation, the following example may be helpful:  
 

 
𝑥𝑡1 = 𝛽1𝑥𝑡2 + 𝛽2𝑧𝑡1 + 𝛽3𝑧𝑡2 + 𝑢𝑡1

𝑥𝑡2 = 𝛽4𝑥𝑡1 + 𝛽5𝑧𝑡3 + 𝛽6𝑧𝑡4 + 𝑢𝑡2.
 (A.3) 

 
This system can be put into the form (A.2). There are four predetermined variables (𝑧𝑡1 
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through 𝑧𝑡4) and it is possible that there are linear or nonlinear constraints among the 

parameters, for example 𝛽6 = 1 − 𝛽1 − 𝛽2 or 𝛽5 = 𝛽4
2 +

1

1−𝛽3
.  

 
If we define 𝒇(𝑦𝑡; 𝛽) = [𝑓1(𝑦𝑡; 𝛽), … , 𝑓𝑁(𝑦𝑡; 𝛽)]′ then the moment conditions can be 
written in the form:  

 𝑛−1 ∑ 𝒇

𝑛

𝑡=1

(𝑦𝑡; 𝛽) ⊗ 𝑧𝑡 = 𝟎𝑁𝑀. (A.19) 

 
We have 𝑁𝑀 moment conditions in total to estimate the 𝐾 × 1 vector of parameters 𝛽. 
Alternatively, we may write the moment conditions as follows:  

 𝑮(𝛽) ≡ 𝑛−1 ∑ 𝒈

𝑛

𝑡=1

(𝑦𝑡; 𝛽) = 𝟎𝑁𝑀, (A.20) 

 
where 𝒈(𝑦𝑡; 𝛽) ≡ 𝒇(𝑦𝑡; 𝛽) ⊗ 𝑧𝑡, where 𝑮(𝛽) contains 𝑁𝑀 elements. Typically, 𝑁𝑀 > 𝐾 
so there are more equations than unknown parameters; the extra equations being known 
as over-identifying restrictions. As in Least Squares (LS), one proceeds to minimize the 
criterion: 
  

 
𝑆(𝛽) = 𝑮(𝛽)′𝑊𝑮(𝛽), (A.21) 

 
for some weighting matrix 𝑊. The optimal weighting matrix is 𝑊 = 𝐸[𝒈(𝑦𝑡; 𝛽)𝒈(𝑦𝑡; 𝛽)′] 

and can be estimated using 𝑊̂ = 𝑛−1 ∑ 𝒈𝑛
𝑡=1 (𝑦𝑡; 𝛽)𝒈(𝑦𝑡; 𝛽)′. One can implement the 

GMM estimator in two ways. The first way consists of two stages. In the first stage one 

sets 𝑊 = 𝐼 to obtain a consistent estimator. In the second stage, given the estimates, 𝑊̂ is 
computed and the optimization is repeated. The second version of GMM is known as 

Continuously Updated Estimator (CUE) and, basically, directly incorporates 𝑊̂ into the 
problem to minimize:  
 

 𝑆(𝛽) = [𝑛−1 ∑ 𝒈

𝑛

𝑡=1

(𝑦𝑡; 𝛽)]

′

[𝑛−1 ∑ 𝒈

𝑛

𝑡=1

(𝑦𝑡; 𝛽)𝒈(𝑦𝑡; 𝛽)′]

−1

[𝑛−1 ∑ 𝒈

𝑛

𝑡=1

(𝑦𝑡; 𝛽)] (A.22) 

 
 
 


