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Abstract 44 

The permeability architecture of the critical zone exerts a major influence on the 45 
hydrogeochemistry of the critical zone. Water flowpath dynamics drive the spatio-temporal 46 

pattern of geochemical evolution and resulting streamflow concentration-discharge (C-Q) 47 
relation, but these flowpaths are complex and difficult to map quantitatively. Here, we couple 48 

a new integrated flow and particle tracking transport model with a general reversible 49 
Transition-State-Theory style dissolution rate-law to explore theoretically how C-Q relations 50 

and concentration in the critical zone respond to decline in saturated hydraulic conductivity 51 
(Ks) with soil depth. We do this for a range of flow rates and mineral reaction kinetics. 52 

Our results show that for minerals with a high ratio of equilibrium concentration (   ) 53 

to intrinsic weathering rate (    ), vertical heterogeneity in Ks enhances the gradient of 54 

weathering-derived solute concentration in the critical zone and strengthens the inverse 55 

stream C-Q relation. As 
   

    
 decreases, the spatial distribution of concentration in the critical 56 

zone becomes more uniform for a wide range of flow rates, and stream C-Q relation 57 
approaches chemostatic behaviour, regardless of the degree of vertical heterogeneity in Ks. 58 

These findings suggest that the transport-controlled mechanisms in the hillslope can lead to 59 
chemostatic C-Q relations in the stream while the hillslope surface reaction-controlled 60 

mechanisms are associated with an inverse stream C-Q relation. In addition, as 
   

    
  61 

decreases, the concentration in the critical zone and stream become less dependent on 62 
groundwater age (or transit time).  63 

 64 
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1-Introduction: 85 

The stream concentration-discharge (C-Q) relation is a fundamental description of 86 
spatio-temporal feedbacks between hydrological, geochemical and biological processes in the 87 

critical zone [Evans and Davies, 1998; Herndon et al., 2015]. Nevertheless, it subsumes the 88 
process complexities of the critical zone into a measure of integrated behavior that can 89 

readily be used to identify impacts of climate and land-use changes on ecosystem function 90 
[Godsey et al., 2009; Ibarra et al., 2016; Manning et al., 2013]. Given the ease of measuring 91 

stream concentration and discharge, it is tempting to infer the interactions among 92 
hydrological and geochemical processes such as chemical weathering from the C-Q relation 93 

[Anderson et al., 1997; Godsey et al., 2009]. But the variation in chemistry of stream and 94 
critical zone water is a function of the different subsurface flow regimes it contains. Linking 95 

these flow regimes and their corresponding transit times (the elapsed time that particles spend 96 
traveling through subsurface)  to the internal weathering regime in the critical zone and 97 

ultimately integrated catchment-scale C-Q pattern (and unpacking such relations) is a grand 98 
challenge for critical zone science.   99 

 Evans and Davies [1998] and Chanat et al. [2002] suggested that the form and 100 

direction of the hysteresis loop of the stream C-Q relation can aid in estimation of the relative 101 
contribution of sources of stream solutes under different flow regimes and antecedent 102 
moisture conditions. Flow rate influences mixing, source, production and mobilization rate of 103 

weathering-derived solutes by altering flow pathlines through soil horizons [Bishop et al., 104 
2004; Herndon et al., 2015]. For example, Anderson et al. [1997] and Anderson and Dietrich 105 

[2001] used detailed measurements of soil water, bedrock water and stream concentrations 106 
during natural and artificial precipitation events to show that the relative bedrock and soil 107 

contributions to stream concentration of weathering products (i.e., base cations, silica and 108 
alkalinity) varied with stream discharge. They also showed that both soil and bedrock 109 

concentrations were affected by subsurface flow rate; they become more dilute at high flow 110 
and more concentrated at low flow. Neal et al. [1992], McGlynn and McDonnell [2003] and 111 

many others have similarly attributed stream chemistry variations to changes in dominant 112 
water inputs to the stream, from deeper groundwater during base flow to shallower hillslope 113 

runoff (e.g., subsurface storm flow [Ameli et al., 2015] and transmissivity feedback [Bishop 114 
et al., 2011]) at high flow. 115 

Another factor affecting the relation between primary weathering rates and stream C-116 

Q is groundwater transit time (or age) which reveals the contact time of water with mineral 117 
surfaces in the subsurface. Burns et al. [1998, 2003] used hillslope-scale measurements of 118 

concentration and groundwater age at the Panola Mountain Research Watershed to show that 119 
the concentration of weathering products was positively correlated to groundwater age. More 120 

recently, Maher [2010, 2011] used a reactive transport model to suggest that weathering rates 121 
within the critical zone depend strongly on fluid transit time. The age-dependency of the 122 

subsurface weathering could justify the widespread observation that stream concentrations of 123 
weathering products can decrease with increasing stream discharge [i.e. inverse C-Q relations 124 

as shown in e.g., Clow and Drever, 1996; Hem, 1948; Johnson et al., 1969]. This could be 125 
attributed to the fact that faster waters with shorter transit times and therefore shorter contact 126 

time with minerals, are discharged into the stream with a lower concentration of weathering 127 
products [e.g., Anderson et al., 1997; Pilgrim et al., 1979].  128 

While flowpath and age provide fundamental insights into the integrated stream C-Q 129 

relation, many environments show only slight change in streamflow concentration even when 130 
stream discharge (and therefore, presumably, subsurface transit times and pathways) vary 131 

considerably. This chemostatic behavior was described by Godsey et al. [2009] who showed 132 
for 59 watersheds in the USA that streams draining volcanic bedrock had steeper clockwise 133 



inverse C-Q relations than sites with carbonate bedrock that showed significantly shallower 134 
C-Q relations. This was surprising as discharge and mean subsurface transit time (MTT) 135 

varied by several orders of magnitude spatially and temporally within each watershed and 136 
between watersheds [Godsey et al., 2009]. Similar chemostatic C-Q behaviour has been seen 137 

in granitic boreal catchments in permafrost regions of Russia [Zakharova et al., 2005] and 138 
many other environments [Ibarra et al., 2016; Moon et al., 2014; Torres et al., 2015]. 139 

So what is the way forward for understanding the links between primary weathering 140 

rates, subsurface flow pathways, transit times and stream C-Q relations? Perhaps the simplest 141 
conceptualization of the solute flux composition of stream water is that this flux is the 142 

average of the solute composition along different shallow and deep flow  pathlines 143 
discharged into the stream [Maher and Druhan, 2014]. The wide range of transit times along 144 

these flow pathlines comprises the catchment transit time distribution (TTD). The TTD thus 145 
contains information about the variation of contact time between water particles and mineral 146 

surfaces along different pathlines. The subsurface flow pathline distribution, together with the 147 
TTD, are themselves a complex measure of subsurface macro and micro heterogeneity [Ameli 148 

et al., 2016a; Ameli et al., 2016b; Davies and Beven, 2015; Kirchner, 2016a] that influence 149 
weathering regimes in the critical zone as well as the stream C-Q relation [Anderson et al., 150 
1997; Herndon et al., 2015].  151 

But the “weathering” that the TTD and subsurface flow pathlines may influence is an 152 
exquisitely complex set of processes in its own right. To begin with, different minerals react 153 

at different rates toward different equilibrium concentrations with a given set of conditions 154 
(e.g., pH, redox, temperature and solute concentrations). In addition to weathering kinetics, 155 

reactive surface area can dramatically vary with depth with less surface area in shallower 156 
weathered zones compared to deeper unweathered rock [White et al., 2008; White et al., 157 

2009]. Furthermore, the products of primary weathering can then form secondary minerals 158 
that have their own set of reactions [Zhu, 2005].  159 

The aforementioned processes take place in a flow system traversing landscapes at 160 

velocities that vary in time and space as governed by the structure of the pore space in 161 
response to driving forces such as precipitation and evapotranspiration. Weathering rates of 162 

some minerals (e.g., carbonate) may be fast enough that the time to equilibrium with the fluid 163 
is much shorter than the transit time of water particles in some or all of the landscape, such 164 

that some or all of the fluid is effectively near equilibrium. On the other hand, some silicate 165 
minerals have much slower weathering rates, with a time to chemical equilibrium that can be 166 

longer than the mean transit time [Godsey et al., 2009]. Given the complexities of how 167 
weathering within the landscape is expressed in the stream C-Q relation, we need to explore 168 

“specific hypotheses” of how subsurface hydrology interacts with minerals to influence 169 
chemical evolution within the critical zone and the resulting patterns of solute concentration 170 

in stream runoff. But as yet, our field measurement technology does not often allow us to test 171 
such hypotheses directly.     172 

Here we use a 2-D subsurface-stream flow and transport model to explore 173 

theoretically how subsurface flow rate, flow pathline and transit times control the weathering 174 
rate of the primary mineral in the critical zone and ultimately the streamflow concentration of 175 

weathering products. Our work builds on the hydrological model developed in Ameli et al. 176 
[2016a] and tested in Ameli et al. [2016b], where we integrated saturated-unsaturated flow 177 

and particle tracking transport models in hillslopes with exponential vertical decline in 178 
saturated hydraulic conductivity (Ks). This permeability pattern is typical in forested till 179 

catchments, where the distribution of weathering and the transfer of weathering products to 180 
the stream may be strongly influenced by how flow pathline dynamics are influenced by the 181 

characteristic architecture of soil permeability. This can decline rapidly with depth, forcing 182 



much of the lateral flow closer to the soil surface. Our physically-based model is able to 183 
explicitly track particles and determine their concentrations, pathlines and transit time 184 

distributions in the critical zone and stream as well as the young water fraction in streamflow 185 
(as defined recently by Kirchner [2016a] and Jasechko et al. [2016]) under steady-state 186 

assumptions.  We now link the model with a general reversible Transition State Theory style 187 
(TST-style) weathering dissolution rate law to explore how the subsurface conductivity 188 

profile (represented here as vertical exponential decline in Ks), water flow rates, pathlines, 189 
transit times, and primary mineral weathering properties (e.g., intrinsic weathering rate and 190 

weathering equilibrium concentration) interact to generate distinct weathering regimes in the 191 
critical zone and ultimately different C-Q-relations in the stream. The weathering regime is 192 

characterized using the Damköhler number (defined as the ratio between mean transit time 193 
and time to chemical equilibrium [e.g., Johnson and DePaolo, 1994; Lebedeva et al., 2007]) 194 

to determine the shift between transport-control and surface reaction-control on weathering in 195 
the critical zone.  196 

It is important to note that the simple particle tracking based hydro-geochemical 197 

approach used here cannot be considered a full geochemical treatment [c.f. Atchley et al., 198 
2014] that takes into account factors such as the impact of reactive surface area [c.f. 199 

permeability-porosity-aperture 1D saturated model by Godsey et al., 2009] and the vertical 200 
mineral gradients that develop over time. Instead, our work advances understanding of the 201 

controls created by the primary weathering of minerals as one component of the complete 202 
“picture”.  Our work responds to calls made by McDonnell and Beven [2014] for a model that 203 

differentiates flow velocities, celerities and transit times. Most importantly, our work 204 
responds to calls made by Godsey et al. [2009] and Maher and Druhan [2014] for an 205 

internally consistent model of hydrology, chemical weathering and transport, with the ability 206 
to consider geomorphic features including soil depth and saturated hydraulic conductivity 207 

patterns, pathlines and transit times in both saturated and unsaturated domains, as well as 208 
mineral reaction kinetics to explore controls on chemical evolution in the critical zone.  209 

We ask the following questions: 210 

o How does the subsurface conductivity profile interact with different mineral 211 

reaction (and solubility) kinetics to influence the hillslope-scale distribution of 212 
weathering-derived solute concentrations, time to chemical equilibrium and 213 
the Damköhler number? 214 

o How do different weathering regimes in the critical zone (i.e., transport-215 
controlled vs. surface reaction-controlled) lead to different stream C-Q 216 
relations? 217 

o What are the combinations of mineral reaction kinetics and subsurface 218 
conductivity profiles that result in inverse and chemostatic C-Q relations in 219 
streams? 220 

o To what extent do stream C-Q relations and hillslope concentration depend on 221 
particle transit times? 222 

 223 

2-Methods:  224 

We extended the integrated steady-state flow and random walk particle tracking 225 

model developed in Ameli et al. [2016a] (briefly explained here in Section 2.1 and Appendix 226 
A) to take into account chemical evolution along subsurface flow pathlines (Section 2.2). The 227 

hydrological and geochemical properties of the hypothetical hillslope used in our theoretical 228 
experiment are also explained in Section 2.3.   229 

2.1- Flow and Particle Tracking Transport Model 230 



The mathematical formulation used in the model to calculate the maps of hydraulic 231 
head and velocity in both saturated and unsaturated zones are explained in Appendix A. The 232 

equation used to describe the step of a water particle ( ) in the random walk particle tracking 233 
method is as follows: 234 

 235 

in the unsaturated zone:    
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in the saturated zone:         
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where   
  and   

  are the position of the particle (p) at the k
th
 time step. For each particle (p) 238 

and each time step (k),     
  and     

  denote random numbers drawn from an exponential 239 

distribution with a mean of    
  and    

 , respectively.    
  and    

  (Eqs. A.5) are unsaturated 240 
zone mean pore water velocities in x and z directions for each particle at each time step. 241 

These are calculated throughout the unsaturated hillslope using the semi-analytical 242 

physically-based approach (Appendix A). Similarly,     
  and     

  denote random numbers 243 

drawn from an exponential distribution with a mean of    
  and    

 , respectively; where    
  244 

and    
  (Eqs. A.6) are saturated zone mean pore water velocities in x and z directions at each 245 

particle and each time step. A small value of time difference between time steps (          246 

d) was assumed for all examples solved in this paper to ensure precise calculation of particles 247 
locations and their concentration evolution. 248 

It is important to note that the application of an exponential distribution in the random 249 

walk particle tracking approach, rather than the commonly-used Gaussian distribution, aims 250 
to provide for a higher probability of a particle being in a relatively slow pathway as well as 251 

some local preferential flow [see also Davies et al., 2011; Davies et al., 2013]. Velocities are 252 
assumed to be independent between time steps, which means that the integral or Lagrangian 253 

velocities over longer pathlines will tend towards a Gaussian distribution. All particles were 254 
initially released at evenly-spaced locations (with an increment of 25 cm at a total of 560 255 

locations) along the topographic surface and ultimately discharged into the stream as 256 
schematically shown in figure 1. The transit time of each water particle is the time that the 257 

particle spends traveling through the subsurface from when it is released along the 258 
topographic surface to when it discharges into the stream. For a given steady-state discharge 259 

(Q), time-invariant Transit time distribution (TTD) and mean transit time (MTT) are thus the 260 
probability density function and average of transit times of all 560 water particles discharged 261 
into the stream, respectively.    262 

2.2- Concentration Evolution Along the Flow Pathlines 263 

To calculate the concentration of weathering products along flow pathlines using a 264 
particle tracking method, we applied the widely-used approximation that the concentration of 265 

weathering products along the flow pathlines increase until the equilibrium concentration (at 266 
a given set of temperature and pH) with the mineral is reached [Drever, 1988; Maher and 267 

Chamberlain, 2014]. A similar particle tracking algorithm has been recently coupled to 268 
numerical flow models (e.g., ParFlow) to explore reactive transport in groundwater systems 269 

[e.g., Atchley et al., 2014; Cui et al., 2014; Siirila and Maxwell, 2012].  Of course this 270 
mechanism is only one of many processes affecting chemical evolution along the flow 271 

pathlines, which include ionic exchange, complexation with DOC and reactive gases, as well 272 
as precipitation of secondary phases [Brantley et al., 2011; Drever, 1994; Gaillardet et al., 273 

2011; Oliva et al., 1999]. The evolution of chemical weathering concentration (C) for each 274 

particle p and at each time step k (i.e.   
 ) can be calculated as 275 

  
  =   

  +     
         (2) 276 



Where R refers to the dissolution rate and   
  is the initial concentration at the land 277 

surface. An identical initial concentration of 10 
-8

 (mol/L) was assumed for the all particles in 278 
examples solved in this paper. R is determined through Transition State Theory style 279 

dissolution rate law as discussed in section 2.3.2. Figure 1 schematically shows that how the 280 
concentration of each particle increases as it moves toward the stream; albeit the rate of the 281 

increase varies depending upon the particle pathways and locations as well as concentration. 282 
The stream concentration (CR), for a given steady-state flow rate (Q), is the average 283 

concentrations of all 560 particles discharged into the stream. The time and length that 560 284 
particles spend on average to reach chemical equilibrium (i.e. particle concentration becomes 285 

equal to equilibrium concentration- Ceq) before being discharged into the stream is also 286 
calculated to estimate the time to equilibrium (Teq) and length to equilibrium (Leq) for each 287 

example; albeit only particles reaching chemical equilibrium before being discharged are 288 
considered in this calculation.  289 

 2.3 Hillslope Hypothetical Properties 290 

Figure 1 depicts the general schematic of a shallow 2-D hillslope located in the 291 

vicinity of a water course (i.e., stream), used here to perform theoretical experiments on how 292 
subsurface hydrology interacts with mineral reaction kinetics and influences chemical 293 
weathering in the critical zone to yield stream C-Q relations. 294 

2.3.1. Hillslope Description and Hydrological Properties 295 

Two hypothetical patterns of exponential decline in Ks with soil depth were assumed – 296 
α = 2 [1/m] (Figure 1) and α = 0, where α refers to the parameter of the exponential 297 

relationship between Ks with soil depth. The former case refers to a heterogeneous hillslope 298 
of rapidly declining Ks with depth and the latter case refers to a homogenous hillslope. The 299 

average Ks throughout the hillslope was held constant in both cases to facilitate a focus on the 300 
influence of the rate of exponential decline in Ks with depth. Thus, while a Ks0 (saturated 301 

hydraulic conductivity along the topographic surface) of 100 m/d was assumed for the 302 
heterogeneous case with α = 2 (Figure 1), a uniform Ks of 20 m/d (average Ks of the former 303 

case throughout the hillslope) was considered throughout the hillslope for the homogenous 304 

case with α = 0. A porosity-depth relationship of                        
 was also assumed 305 

for both cases.  The Gardner [Gardner, 1958] unsaturated parameters characterizing the 306 

hydraulic conductivity in the unsaturated zones were also assumed as   =1 (1/m) and 307 

  
 =0.05 m (Eq. A.1). Five discharge (Q) rates of 0.2, 0.5, 0.8, 1 and 2 mm/d were also 308 

considered for our theoretical experiments. The assumed geometry of the hillslope, discharge 309 
rates and material properties are consistent with the properties of the widely-studied S-310 

Transect hillslope within the Krycklan till-mantled watershed in the boreal zone of Sweden’s 311 
forest landscape where till-mantled watersheds have Ks values that can be hypothesized to 312 

decay exponentially with depth at an exponential  rate of up to α = 4 (1/m) [Ameli et al., 313 
2016b; Bishop et al., 2011]. The assumed steady-state discharge rates also span the range 314 

between the 10th percentile (0.2 mm/d) and 90th percentile (2 mm/d) observed daily 315 
discharge at the S-Transect during the 30 year period from 1980-2010. 316 

2.3.2. Geochemical Properties  317 

The mineral dissolution rate depends on several factors, where pH and temperature 318 

are generally thought to be the most important as they can cause dissolution rates to vary by 319 
several orders of magnitudes [Hellmann, 1994; Sverdrup, 1990]. Concentrations of aluminum 320 

[Oelkers et al., 1994], base cations [Oelkers and Schott, 2001], organic acids [Drever and 321 
Stillings, 1997] and carbon dioxide pressure [Golubev et al., 2005] have also been shown to 322 

affect dissolution rates. However, most mineral dissolution experiments have been conducted 323 
at far-from-equilibrium conditions, and often at extreme pH-values and high temperatures. 324 

Mineral dissolution at field conditions is considerably slower and the behavior near 325 



equilibrium is uncertain. In chemical weathering models, the Transition-State-Theory style 326 
(TST-style) relationship [Eyring, 1935] is often employed to describe mineral dissolution 327 

characteristics from far- to very close-to-equilibrium [Goddéris et al., 2006; Lasaga, 2014; 328 
Lasaga and Kirkpatrick, 1981; Maher et al., 2009; Oelkers et al., 1994; Palandri and 329 

Kharaka, 2004]. This approach suggests that far from equilibrium (where the concentration is 330 
close to zero) the mineral dissolution rate is unaffected by the aqueous concentration, but 331 

ultimately decreases abruptly when the fluid concentration of the weathering product 332 
approaches the close vicinity of the equilibrium concentration. This could also of course vary 333 

in different parts of the pore space structure (and thus leads to local concentration gradients), 334 
but such differences are necessarily assumed negligible here. The general reversible form of 335 

the TST-style relationship between dissolution rate and saturation state can then be given by: 336 

             
 

   
    (3) 337 

where      is the maximum or intrinsic (laboratory) dissolution rate,     refers to the 338 

equilibrium concentration of fluid in contact with the mineral and b is a constant that 339 

determines the shape of the TST-style relationship as well as the concentration at which the 340 
dissolution rate decreases abruptly.  341 

Here, we considered five hypothetical minerals through the implementation of 342 

different      and     values in TST-style relationships with an identical b equal to 0.1 343 

(Figure 2). Intrinsic weathering rate (    ) of minerals increases among M1, Mb and M2 with 344 

an identical equilibrium concentration (   ); thus the ratio of 
   

    
, which is known as the 345 

mineral theoretical time to equilibrium, decreases. On the other hand,      decreases among 346 

M3, Mb and M4 with an identical      and thus the ratio of 
   

    
 decreases. The 

   

    
 of the 347 

selected hypothetical minerals with a range from 357 d to 14 d can span the weathering 348 

kinetics of the minerals used in other studies such as 
   

    
 146 d in Maher and Druhan 349 

[2014] and  
   

    
 74 d in Maher [2011]. Furthermore, these hypothetical mineral weathering 350 

characteristics can span approximately realistic geochemical behaviour for a wide range of 351 

silicate and phosphate minerals under various pH and temperature conditions at the S-352 
Transect hillslope [Erlandsson et al., 2016]. For example, within the S-Transect hillslope, Ceq 353 

can vary between 1 x 10 
-6

(mol/L) (which is the K-concentration of where K-feldspar 354 
reaches equilibrium) and 1 x 10 

-4
(mol/L) (which is the Ca-concentration at 10 m depth where 355 

some minerals are close to saturated conditions). Note that these two elements (Ca and K) 356 
define the range for major weathering products at the hillslope. In the same hillslope, the 357 

largest flux from a single mineral was reported as 1.4 x 10
-7

 (mol/L/d) which is the calculated 358 
(modelled) flux of base cation release through plagioclase dissolution. 359 

3. Results 360 

3.1. Subsurface Flow Pathline and Transit Time Distribution 361 

As α (the parameter of exponential decline in    with depth) increases, deep and 362 

shallow subsurface pathlines lessen and increase, respectively, for the wide range of 363 

subsurface flow rates considered here (Figure 3). The proportion of fast-arrival waters 364 
discharged into the stream also increases as α increases (Figure 3 - inset). Furthermore, the 365 

simulated ratio of unsaturated zone mean transit time to saturated zone mean transit time 366 

(    ) decreases. These findings can be attributed to the fact that the water table (green lines 367 

in Figure 3) rises nearer to the ground surface where saturated hydraulic conductivity is 368 

relatively higher for the case with α = 2 (and Ks0 = 100 m/d) than the more homogenous 369 
subsurface with α = 0 (and Ks0=20 m/d). This rise in the water table (and thus decline in the 370 



unsaturated zone thickness) can also be inferred from the decrease in average depth to water 371 
table (parameter d in figure 3). 372 

3.2. Stream Concentration-Discharge relation 373 

Stream concentrations for five hypothetical minerals (Mb, M1, M2, M3, M4) and two 374 

different exponential rates (α =2 and α=0) of exponential decline in Ks with soil depth are 375 

calculated for a range of flow rates. The mineral’s ratio of 
   

    
 decreases among M1, Mb and 376 

M2 as well as among M3, Mb and M4; among the former group of minerals     is constant but 377 

     increases, and for the latter group of minerals     decreases but      is constant 378 

(Figure 2). The concentrations discharged into the stream are also subdivided into two 379 

classes: 1) concentration of young waters (CRY) that is the average concentration of particles 380 
with an age < 3 months and 2) concentration of old water (COY) that is the average 381 

concentration of particles with an age > 3 months. The three months age threshold to 382 
distinguish young water from old water was recently introduced by Kirchner [2016a] . 383 

Stream total concentration (CR) is the average concentration of all 560 particles discharged 384 
into the stream at a given steady-state flow rate. For the sake of simplicity of comparison, all 385 

types of stream concentrations are normalized (subscript (n)) with respect to the equilibrium 386 
concentration of each mineral (Figure 4).  387 

A more heterogeneous subsurface with a larger parameter (α) of vertical exponential 388 

decline in Ks enhances the inverse relation between normalized stream concentration (CRn) 389 
and discharge (Q) (Figure 4). In addition, the inverse CRn-Q relation becomes stronger (the 390 

slope of best-fit inverse clockwise power-law line to CRn-Q relation becomes larger) as the 391 

regolith’s 
   

    
 increases, regardless of whether      decreases (among M2, Mb, M1 minerals 392 

in figure 4a) or     increases (among M4, Mb, M3 minerals in figure 4b). Note that results 393 

clearly show that CRn-Q relation cannot exactly embrace a power-law shape (i.e. linear 394 
relation in Log-Log scale). This is consistent with the assumption of the model used here that 395 

stream concentration cannot exceed equilibrium concentration (   ) for a range of stream 396 

flows including stream low flow. 397 

On the other hand, a decrease in regolith’s 
   

    
 results in a larger likelihood of 398 

chemostatic behaviour regardless of the degree of heterogeneity in the vertical pattern of Ks.  399 

For example, for the minerals with the lowest 
   

    
 (i.e. M2 and M4), the stream concentration 400 

only slightly declines as stream discharge changes from low flow to high flow condition with 401 
an almost chemostatic CRn-Q relation for both homogenous and heterogeneous hillslopes.  402 

The concentrations in the younger (   ) and older (   ) components of stream 403 
discharge suggest that for all five minerals the concentration in young water declines relative 404 

to the concentration in old water as flow rate increases, with a more pronounced (non-linear) 405 
decline in the heterogeneous subsurface with α =2  compared to the homogenous one with α 406 

=0 (Figure 5a&b). Although for the low flow the proportion of stream young water to old 407 

water concentration (
   

   
) in the heterogeneous domain is larger compared to the homogenous 408 

domain, as flow rate increases, 
   

   
 in the heterogeneous domain approaches the homogenous 409 

one.  This finding can be attributed to a larger difference between      (ratio of unsaturated 410 

zone to saturated zone mean transit time) in heterogeneous and homogenous domains for low 411 

flow conditions (Figure 3b) compared to the difference between       in heterogeneous and 412 

homogenous domains for high flow conditions (Figure 3a). In addition, figure 5a&b show 413 



that as the regolith’s 
   

    
 decreases (e,g., from M1 to M2 and from M3 to M4), the 414 

concentrations in the younger stream component (   )  approaches the concentration of the 415 

older stream component (   ). 416 

The relation between normalized stream concentration     and MTT (corresponding 417 

to the five flow discharge rates considered here) is also explored (Figure 5c&d). As the 418 

mineral      increases or     decreases (or in general 
   

    
 decreases), the widely-accepted 419 

positive correlation between hillslope MTT and stream concentration of weathering products 420 

is weakened because the concentration along a flow pathline approaches the equilibrium 421 
concentration faster. Once equilibrium is reached, more time in the catchment will not 422 

generate greater concentrations. In addition, almost similar values of stream concentration 423 
can be obtained while hillslope conductivity profile and MTT changes considerably. For 424 

example, for the Mb mineral (black dot and black cross), an almost identical normalized 425 
stream concentration of 0.52 occurred between homogenous and heterogeneous Ks patterns, 426 

while MTT was 55 days within the former and 116 days within the latter domains (Q was 427 
equal to 2 mm/d for both cases).  428 

 429 

3.3. Hillslope Internal Weathering Characteristics 430 

3.3.1 Spatial Characteristic of Weathering 431 

The spatial distribution of concentration of weathering products throughout the 432 

hillslope depends upon the subsurface conductivity profile as well as the mineral reaction 433 

kinetics and solubility (Figure 6).  A smaller mineral 
   

    
 results in equilibrium being 434 

reached closer to the land surface. This is clear for mineral M2 which has a larger 435 

     compared to M1 and mineral M4 which has a smaller     compared to M3. In addition, 436 

concentration gradients throughout the hillslope can be significantly enhanced by rapid 437 

exponential decline in Ks (larger α). This is more pronounced for the mineral with the largest 438 
   

    
 (M1 and M3). For minerals M1 and M3 and within the hillslope with a homogenous Ks 439 

pattern (Figure 6b), no part of the hillslope reaches equilibrium condition at high flow (Q = 2 440 
mm/d). Note that the spatial distribution of different minerals with different weathering 441 

characteristics within the hillslope could also impact the spatial distribution of weathering, 442 
but assessment of this factor is beyond the scope of this paper.  443 

In addition, mineral reaction kinetics and flow rates impact the length (Leq) that 444 

particles travel on average before reaching chemical equilibrium with the mineral  (Figure 445 
7e&f). As flow rate increases, water particles travel longer paths on average before reaching 446 

chemical equilibrium. Regolith with a larger 
   

    
 also leads to a longer particle travel lengths 447 

on average before equilibrium is reached. 448 

3.3.2  Temporal Characteristics of Weathering 449 

Three factors affect the average time that it takes for particles to reach chemical 450 
equilibrium with the mineral (Teq) (Figure 7a&b): (1) the exponential decline in Ks, with a 451 

smaller value of α parameter (less heterogeneous subsurface) resulting in equilibrium being 452 

reached faster; (2) the weathering reaction kinetics of the regolith with smaller 
   

    
 resulting 453 

in equilibrium being reached faster; and (3) flow rate, with an increase in flow rate the 454 

equilibrium is reached more rapidly. It is important to note that the calculated time to 455 
equilibrium (Teq) is significantly higher than widely-used mineral theoretical time to 456 

equilibrium which is assumed to be equal to 
   

    
 (shown by dashed lines in figures 7a&b). 457 



Albeit, for each mineral the calculated time to equilibrium begins to approach the theoretical 458 
one as the hillslope vertical heterogeneity in Ks pattern decreases and/or flow rate increases.   459 

An increase in the rate of vertical decline in Ks increases the number (   
   

   
) 460 

(Figure 7c&d). This can be attributed to a larger increase in MTT (due to a longer old tale of 461 
TTD as shown in figure 3) compared to Teq (Figure 7a&b) as vertical heterogeneity in Ks 462 

increases. The mineral reaction kinetic also impacts the Damköhler number, with a smaller 463 
   

    
 resulting in a larger Damköhler number. An increase in flow rate also decreases the 464 

Damköhler number regardless of the regolith conductivity profile and mineral reaction 465 
kinetic. Note that based on the Damköhler number definition, as the Damköhler number 466 

decreases, the regolith weathering regime approaches surface reaction-controlled (rather than 467 
transport-controlled) conditions. 468 

3.3.3 Concentration-Residence Time Relations 469 

Here, we explore to what extent the water particle concentration within the hillslope 470 

can be related to the time (or residence time) that has elapsed since the particle entered the 471 
soil at the land surface (Figure 8). The Pearson correlation coefficient between concentration 472 

and residence time (    ) throughout the hillslope becomes less strong as the rate of vertical 473 

exponential decline in Ks increases. The mineral with a small 
   

    
 (e.g., M2 and M4) also 474 

shows lower      throughout the hillslope compared to the minerals with larger 
   

    
. These 475 

findings are further supported by the distribution of residence time and concentration 476 
throughout the hillslope shown in figure 6. For both homogenous and heterogeneous 477 

hillslopes, the spatial pattern of concentration becomes more similar to the spatial pattern of 478 

particle residence times (Tt) as 
   

    
  increases; albeit, this pattern is more pronounced for 479 

homogenous hillslope compared to the heterogeneous one. The correlation between 480 

concentration and residence time within the hillslope is also enhanced with increasing the 481 
flow rate regardless of the regolith’s conductivity profile and weathering reaction kinetics 482 
(Figure 8).  483 

 484 

4. Discussion 485 

Past studies have developed catchment-based chemical weathering models such as 486 

WITCH [Goddéris et al., 2006], and soil profile chemical weathering models such as 487 
PROFILE [Sverdrup and Warfvinge, 1993]. All have sought to account for the processes 488 

controlling weathering characteristics, including ionic exchange, complexation with DOC 489 
and precipitation of secondary phases. However, to date, representation of the subsurface 490 

vertical heterogeneity of the hydrological properties in the critical zone and their 491 
corresponding influence on flow pathlines and transit time distributions at different flow rates 492 

has not yet been examined in most current models of subsurface chemical weathering [Maher 493 
and Druhan, 2014].  494 

Many investigations of weathering in the critical zone have focused on the 495 

unsaturated zone since gradients in water composition and mineral depletion are strongest in 496 
this zone, along with root uptake  (there are some exceptions, such as Rempe and Dietrich 497 

[2014] and Anderson et al. [1997]). On the other hand, hydrologists that connect the 498 
catchment to stream discharge often focus on the saturated zone, as the unsaturated zone is 499 

often not an important source of stream discharge, particularly where steady or pseudo-steady 500 
flow conditions can be assumed. The simple hydro-geochemical model presented here (or the 501 

one offered by [Maher and Druhan, 2014]) provides an opportunity to build the dialogue 502 



between hydrologists and geochemists to advance the understanding of the feedbacks 503 
between hydrology and geochemistry in real-world catchments. 504 

 505 

4.1 Simple Models to Explore Complex Behavior 506 

This paper used a simplified catchment system to explore the interaction of flow 507 
pathlines, transit times and primary weathering characteristics together with the associated 508 

stream C-Q relations for weathering products. The starting point was an extension of the 509 
recently proposed integrated flow and transport saturated-unsaturated model by Ameli et al. 510 

[2016a] to take weathering into account. This grid-free hydrological model has the ability to 511 
characterize time-invariant subsurface flow pathlines and transit time along these pathlines 512 

for subsurface flow rates and different degrees of exponential decline in saturated hydraulic 513 
conductivity (Ks) with depth. Recently, Ameli et al. [2016b] showed the importance of this 514 

decline in Ks  for flow patterns and associated transit time distributions through catchments. 515 
Here, we have coupled this semi-analytical hydrological model with a general reversible 516 

TST-style rate law approach. This enables a theoretical exploration of the interaction between 517 
subsurface vertical heterogeneity in Ks, flow rate and primary mineral weathering reaction 518 

kinetics on weathering evolution in the critical zone and the stream C-Q relations that this 519 
would produce. In reality, a host of other factors including pH, temperature, soil CO2 520 

pressure, DOC concentration, secondary mineral formation and biological uptake will also 521 
affect chemical weathering evolution in the critical zone as well as the stream C-Q relation 522 

[Drever, 1994; Kim et al., 2014; Oelkers, 2001; Oliva et al., 1999; Sverdrup, 1990; White and 523 
Brantley, 1995]. However, the benefit of the proposed approach is the characterization of the 524 

interaction between subsurface hydrology and primary mineral reaction kinetic in a 525 
theoretical system, prior to considering other mechanisms in more complex models or in real 526 
systems. 527 

 528 

Stream C-Q relation 529 

Vertical heterogeneity in hillslope conductivity is found to steepen the inverse relation 530 
between stream concentration and discharge. This is most accentuated for minerals with a 531 

large  
   

    
.  As mineral      increases and/or     decreases, vertical heterogeneity in Ks 532 

becomes a less important control, and the stream C-Q relation approaches chemostatic 533 
behavior. The mineral weathering reaction kinetic, flow rate and Ks vertical heterogeneity 534 

also interact to change the average time (   ) and length (   ) at which chemical equilibrium 535 

is reached within the hillslope (Figure 7).  536 

As flow rate increases, the weathering-derived concentration in young shallow waters 537 

that are discharged rapidly into the stream decreases. This leads to a stronger dilution of 538 
deeper high-concentration contributions by shallower low-concentration contributions as flow 539 

rates increase. An increase in      and/or decrease in     (or in general decrease in  
   

    
) of 540 

mineral dissolution rate reduces the degree to which increased young water at high flow 541 

dilutes the concentration of the runoff water, since the concentration of the weathering 542 
product is almost identical in young and old waters (Figure 5a&b). This finding is important 543 

as recent global observations suggest that a large portion of global streamflow is less than 544 
three months old [Jasechko et al., 2016]. Thus, as flow increases, diluted concentrations of 545 

weathering-derived products in stream flow may be expected in catchments with minerals 546 

that have a high ratio of  
   

    
  such as some silicate minerals (in circumneutral or at near-547 

neutral pH) compared to the catchments with minerals that have a low ratio of  
   

    
 such as 548 

carbonate which typically shows chemo-static behaviour. 549 



Internal weathering regime within the hillslope 550 

The developed model was able to explicitly calculate mean transit time (MTT) of 551 

water particles discharged into the stream as well as the average time (   ) at which chemical 552 

equilibrium is reached. Note that the former metric is often implicitly calculated using stream-553 
rainfall tracer concentrations in hydrology [e.g., McGuire and McDonnell, 2006], and the 554 

latter is often assumed as equal to 
   

    
 in geochemistry [e.g., Maher and Chamberlain, 555 

2014].   Damköhler numbers (Da = 
   

   
) thus could explicitly be calculated for each 556 

theoretical example presented here. Results suggest that vertical heterogeneity in Ks increases 557 
the Da. Da < 1 imply a surface reaction-controlled weathering condition within the hillslope, 558 

where fluid concentration is (on average) far enough from equilibrium with the mineral and 559 
mineral surfaces are available for further chemical weathering [Maher, 2010]. In contrast, Da 560 

≥ 1 suggests a transport-controlled weathering regime, where the fluid is (on average) 561 
approaching chemical equilibrium with the mineral, and only the removal of weathering 562 

products by aqueous transport can result in a departure from near thermodynamic 563 
equilibrium. But how are different weathering regimes in the hillslope linked to stream C-Q 564 
relations?   565 

For theoretical mineral M3 (the mineral with the largest 
   

    
), Da is much less than 1 566 

for a range of flow rates, which implies a surface reaction-controlled weathering condition in 567 
the hillslope and leads to a strong inverse relation in the stream C-Q (compare Figures 4b and 568 

7d). Indeed, as flow rate increases, the hillslope weathering condition moves from moderately 569 
(Da<1) to strongly (Da<<1) surface reaction-controlled, which leads to a decrease in the 570 

concentration in the stream. Similarly, minerals M1 and Mb with a large 
   

    
  of 285d and 571 

moderate 
   

    
  of 71d reveal strong (based on large best-fit inverse power-law slope) inverse 572 

C-Q relation and moderate inverse C-Q relation, respectively; this can also be attributed to 573 

the hillslope internal weathering regimes with Da<1 for a range of flow rates. On the other 574 

hand, for M2 and M4 (minerals with the smallest 
   

    
), Da numbers are close to 1 and larger 575 

for the range of flow rates considered. As flow rate increases, the weathering condition in the 576 

hillslope moves from more strongly transport-controlled (Da>>1) to moderately transport 577 
controlled (Da>1). This variation in hillslope internal weathering characteristic, however, 578 

results in only slight variation in stream concentration for a wide ranges of flow rate 579 
(compare Figures 4a&b and 7c&d). For M2 and M4, an increase in flow rate can decrease 580 

MTT and thus the Da number, but it leads to only slight variation in the concentration in the 581 
stream as fluid is effectively always near equilibrium when discharged into the stream (i.e. 582 
small Teq regardless of flow rate).   583 

Exponential decline in Ks can enhance the concentration gradient within the hillslope 584 

for M1 and M3 (the minerals with the largest 
   

    
) (Figure 6). Further comparison between 585 

the spatial distribution of weathering product concentrations within the hillslope (Figure 6a) 586 

and the stream C-Q relation (Figure 4a&b) suggests that non-chemostatic stream 587 
concentration can result from stronger spatial heterogeneity in hillslope concentrations. 588 

Alternatively, chemostatic stream concentrations may result from a smaller concentration 589 
gradient within the hillslope. In the latter case, the subsurface conductivity profile (in terms 590 

of how Ks changes with depth) and the associated spatial and temporal patterns of water 591 
movement have small effects on the concentrations of weathering products within the 592 

hillslope and the subsequent stream C-Q relations. For this condition, simple displacement 593 
hydro-geochemical models might sufficiently predict stream C-Q relations [e.g., Robson et 594 



al., 1992]. These findings are supported by large-scale measurements of concentration of 595 
weathering-derived products within the critical zone and stream performed by Herndon et al. 596 
[2015].    597 

Theoretical vs calculated time to equilibrium 598 

Explicit calculation of time to equilibrium (Teq) suggests that Teq is significantly larger 599 

than the theoretical time to equilibrium assumed to be equal to mineral 
   

    
. The latter has 600 

been widely used as a proxy for time to equilibrium in geochemistry [e.g., Maher and 601 

Chamberlain, 2014]. Time to equilibrium, however, begins to approach 
   

    
  as flow rate 602 

increases and/or vertical heterogeneity in hillslope conductivity decreases (Figure 7a&b). Our 603 

results also show that as 
   

    
 increases the stream C-Q varies from chemostatic to an inverse 604 

relation. Thus, theoretical time to equilibrium can be a useful measure for comparing stream  605 

C-Q relations across different landscapes. Furthermore, as mineral 
   

    
  decreases, the 606 

influence of the MTT on stream concentrations of weathering products decreases. This 607 
implies that MTT is not always a reliable predictor of stream concentrations of weathered-608 
derived products.    609 

4.2. Needs for Future Research 610 

Our purely theoretical model demonstrated how the interaction between hillslope 611 
conductivity profile and mineral weathering reaction kinetics influence the spatial and 612 

temporal distribution of fluid concentrations in the saturated and unsaturated zones, as well as 613 
ultimately the stream C-Q relations of weathering products in the absence of other processes. 614 

Of course, the mineralogy in catchments is much more complex than in this demonstration, 615 
with a mixture of many fast- and slow-dissolving minerals, differing in the parameters n, Rmax 616 

and Ceq (see Eq. 3). For example, in our demonstrations, mineral M3 had the highest Ceq, and 617 
took the longest time to reach its saturation state. If mineral M2, with the highest Rmax, was 618 

also present, mineral M3 would have reached equilibrium much faster. In addition, while Ceq 619 
is an inherent property of the mineral, the Rmax can be viewed as the product between the 620 

specific dissolution rate and the reactive surface area; commonly, the more reactive minerals 621 
are also less abundant, because they have simply dissolved during soil development. The 622 

dissolution of one mineral may then affect the dissolution of others, as a fast-dissolving 623 
mineral will release more weathering products that inhibit the dissolution of slow-weathering 624 

minerals. Different ions can also display different stream C-Q relations for the same sites 625 
[Ledesma et al., 2013], which may be a consequence of the fact that Na

+
- bearing and K

+
- 626 

bearing minerals tend to dissolve more slowly than Ca
2+

- bearing and Mg
2+

-bearing minerals 627 
[Sverdrup, 1990].  Lateral variations in saturated hydraulic conductivity, local scale 628 

heterogeneities in velocities and chemical characteristics in different parts of the pore space 629 
may also complicate the actual distribution of weathering rates and weathering product 630 
concentrations in space and time [e.g., Neal et al., 1992; Stonestrom et al., 1998].  631 

Here, we have chosen an idealized representation of the hillslope, where the 632 
dissolution rate at far-from-equilibrium conditions is represented by a plateau. In reality, 633 

there are other factors controlling mineral dissolution rates aside from the chemical affinity 634 
(i.e., distance to equilibrium). The most influential factors in a hillslope are likely to be the 635 

reactive surface area and pH. The surface area of reactive minerals tends to decrease with 636 
depth, which will cause the net dissolution rates to decrease. pH tends to increase with 637 

increasing water transit time, which, in the pH-intervals usually found in natural 638 
environments, will cause a decrease in dissolution rates for most minerals. Thus, net 639 

dissolution rates would probably not be constant with increasing transit time, but instead 640 



display a gently decreasing slope. However, for the purpose of illustrating how mineral 641 
dissolution kinetics can influence in-stream patterns of water chemistry, these simplifications 642 

are justified. A natural next step would be to go from theoretical demonstrations to using real 643 
data and more complex 3-D models that seek to account for more of the fundamental 644 

processes [c.f. Ibarra et al., 2016]. This would involve testing models against observed 645 
stream C-Q relations of weathering derived elements in the critical zone and streams. It 646 

would also involve using the observed mineralogy together with dissolution rate laws based 647 
on empirical observations and associated processes under more realistic modeling 648 
assumptions. 649 

Of course, future modeling-observation experiments require dynamic integrated flow 650 
and weathering transport models to take into account the association between time-variant 651 

transit times [e.g., Botter, 2012; Harman, 2015; Heidbüchel et al., 2013; Kirchner, 2016b; 652 
Velde et al., 2012] and transient stream concentrations as the hillslopes wets and dries. 653 

Anderson et al. [1997] as well as other classic field studies [e.g., Miller and Drever, 1977; 654 
Walling and Foster, 1975] clearly demonstrated a transient increase in weathering-derived 655 

stream concentration at the beginning of a flow event (i.e., during the rising limb of the 656 
stream hydrograph). Neal and Kirchner [2000] and Kirchner et al. [2000] also depicted the 657 

presence of a strong transiency in the stream concentration of weathering-derived 658 
constituents within the Plynlimon catchment based on daily to weekly stream chemistry 659 

measurements. The steady-state condition, however, is still a necessary assumption for most 660 
chemical weathering models, including the one used in this paper. While these kind of 661 

models may still be valid for the simulation of reactive solute transport farther away from the 662 
soil surface [e.g., Destouni, 1991] and for the simulation of long-term chemical behavior of 663 

catchments with little seasonality [e.g., Botter et al., 2010],  simulation of short-term storm 664 
dynamics on stream concentration will require a model with the ability to take into account 665 

the mixing and displacement of both fast flow pathways and stored old waters at event time-666 
scales. This can be accomplished through coupling an appropriate dissolution rate law 667 

approach with fully dynamic integrated subsurface flow and particle movement approaches 668 
such as MIPS [Davies et al., 2011; Davies et al., 2013] or a transient version of the present 669 
semi-analytical solution.  670 

Lastly, our intention with this paper was to identify the controls created by the 671 
primary weathering of minerals as one component of the complete “picture”. It is unclear 672 

whether there actually exists any true equilibrium for dissolution of primary minerals in 673 
catchments as the dissolution of most primary minerals is an irreversible process at low 674 

temperatures [Sverdrup, 1990]. However, it is undisputed that mineral dissolution is 675 
significantly inhibited by high concentrations of weathering products (which is captured by 676 

the simple model used in this study, although the exact shape of the dissolution rate-function 677 
dependence near equilibrium is not known). Furthermore, it is clear that the relation between 678 

subsurface conductivity profile, transit time and the primary weathering characteristics gives 679 
rise to distinct stream C-Q-relations. 680 

5. Conclusion 681 

We coupled a novel integrated saturated-unsaturated flow and particle tracking 682 

transport model with the Transition-State-Theory style dissolution rate law approach to 683 
theoretically explore the impact of the interaction between vertical heterogeneity in saturated 684 

hydraulic conductivity (Ks), mineral weathering reaction kinetics and flow rate on chemical 685 
weathering evolution in the critical zone. Subsurface vertical heterogeneity in Ks pattern 686 

augments heterogeneity in the distribution of fluid concentration in the critical zone as well as 687 
contributes to an inverse clockwise C-Q relation in the stream. However, as the ratio of 688 

mineral equilibrium concentration to intrinsic weathering rate (
   

    
) decreases, the 689 



importance of vertical heterogeneity in Ks declines and the stream C-Q relation approaches an 690 
approximate chemostatic behaviour, regardless of the degree of subsurface vertical 691 

heterogeneity in the Ks pattern.  The vertical heterogeneity in Ks pattern also affects chemical 692 

equilibrium time and length, but this effect declines as the mineral 
   

    
 decreases. Stream 693 

concentration also becomes less dependent on time-invariant mean transit time again as the 694 

mineral 
   

    
 decreases.  695 

Our findings, despite the simplifications employed, can help to improve the 696 
understanding of the potential consequences of future climatic and land use variations on 697 

hillslope and stream concentrations of weathering-derived products in catchments with 698 
different substrate heterogeneity. Future research will be needed to couple the current 699 

theoretical approach with realistic subsurface mineralogy as well as detailed concentrations 700 
of weathered-derived products in streams. Such integration will help to answer questions 701 

about the validity and applicability of dissolution rate law approaches under different 702 
hydrological and subsurface conductivity profile scenarios. 703 
 704 

Acknowledgements 705 

We thank three anonymous reviewers of the Water Resources Research journal for their 706 

constructive comments. This research was funded by NSERC Discovery Grant and NSERC 707 
Accelerator to J.J.M, NSERC Discovery Grant to I.F.C. The Krycklan catchment study is 708 

supported by the Swedish Science Foundation (VR) SITES, ForWater (Formas), Future 709 
Forest, Kempe Foundation, SLU FOMA and SKB. The data used for all simulations are 710 

available upon request from the corresponding author. 711 
 712 

References Cited 713 

Ameli, A. A., J. Craig, and J. McDonnell (2015), Are all runoff processes the same? Numerical 714 
experiments comparing a Darcy‐Richards solver to an overland flow‐based approach for subsurface 715 
storm runoff simulation, Water Resources Research, 51(12). 716 
Ameli, A. A., J. J. McDonnell , and K. Bishop (2016a), The exponential decline in saturated hydraulic 717 
conductivity with depth and its effect on water flow paths and transit time distribution, Hydrological 718 
Processes, 30(14), 12. 719 
Ameli, A. A., N. Amvrosiadi, T. Grabs, H. Laudon, I. Creed, J. McDonnell, and K. Bishop (2016b), 720 
Hillslope permeability architecture controls on subsurface transit time distribution and flow paths, 721 
Journal of Hydrology. 722 
Anderson, S. P., and W. E. Dietrich (2001), Chemical weathering and runoff chemistry in a steep 723 
headwater catchment, Hydrological Processes, 15(10), 1791-1815. 724 
Anderson, S. P., W. E. Dietrich, R. Torres, D. R. Montgomery, and K. Loague (1997), 725 
Concentration‐discharge relationships in runoff from a steep, unchanneled catchment, Water 726 
Resources Research, 33(1), 211-225. 727 
Atchley, A. L., A. K. Navarre-Sitchler, and R. M. Maxwell (2014), The effects of physical and 728 
geochemical heterogeneities on hydro-geochemical transport and effective reaction rates, Journal of 729 
contaminant hydrology, 165, 53-64. 730 
Bishop, K., J. Seibert, S. Köhler, and H. Laudon (2004), Resolving the Double Paradox of rapidly 731 
mobilized old water with highly variable responses in runoff chemistry, Hydrological Processes, 732 
18(1), 185-189. 733 
Bishop, K., J. Seibert, L. Nyberg, and A. Rodhe (2011), Water storage in a till catchment. II: 734 
Implications of transmissivity feedback for flow paths and turnover times, Hydrological Processes, 735 
25(25), 3950-3959. 736 
Botter, G. (2012), Catchment mixing processes and travel time distributions, Water Resources 737 
Research, 48(5). 738 



Botter, G., E. Bertuzzo, and A. Rinaldo (2010), Transport in the hydrologic response: Travel time 739 
distributions, soil moisture dynamics, and the old water paradox, Water Resources Research, 46(3). 740 
Brantley, S., J. Megonigal, F. Scatena, Z. Balogh‐Brunstad, R. Barnes, M. Bruns, P. Van Cappellen, K. 741 
Dontsova, H. Hartnett, and A. Hartshorn (2011), Twelve testable hypotheses on the geobiology of 742 
weathering, Geobiology, 9(2), 140-165. 743 
Burns, D. A., R. P. Hooper, J. J. McDonnell, J. E. Freer, C. Kendall, and K. Beven (1998), Base cation 744 
concentrations in subsurface flow from a forested hillslope: The role of flushing frequency, Water 745 
Resources Research, 34(12), 3535-3544. 746 
Chanat, J. G., K. C. Rice, and G. M. Hornberger (2002), Consistency of patterns in 747 
concentration‐discharge plots, Water Resources Research, 38(8). 748 
Clow, D., and J. Drever (1996), Weathering rates as a function of flow through an alpine soil, 749 
Chemical Geology, 132(1), 131-141. 750 
Cui, Z., C. Welty, and R. M. Maxwell (2014), Modeling nitrogen transport and transformation in 751 
aquifers using a particle-tracking approach, Computers & Geosciences, 70, 1-14. 752 
Davies, J., K. Beven, L. Nyberg, and A. Rodhe (2011), A discrete particle representation of hillslope 753 
hydrology: hypothesis testing in reproducing a tracer experiment at Gårdsjön, Sweden, Hydrological 754 
Processes, 25(23), 3602-3612. 755 
Davies, J., K. Beven, A. Rodhe, L. Nyberg, and K. Bishop (2013), Integrated modeling of flow and 756 
residence times at the catchment scale with multiple interacting pathways, Water resources 757 
research, 49(8), 4738-4750. 758 
Davies, J. A., and K. Beven (2015), Hysteresis and scale in catchment storage, flow and transport, 759 
Hydrological Processes, 29(16), 3604-3615. 760 
Destouni, G. (1991), Applicability of the steady state flow assumption for solute advection in field 761 
soils, Water Resources Research, 27(8), 2129-2140. 762 
Drever, J., and L. Stillings (1997), The role of organic acids in mineral weathering, Colloids and 763 
Surfaces A: Physicochemical and Engineering Aspects, 120(1), 167-181. 764 
Drever, J. I. (1988), The geochemistry of natural waters, prentice Hall Englewood Cliffs. 765 
Drever, J. I. (1994), The effect of land plants on weathering rates of silicate minerals, Geochimica et 766 
Cosmochimica Acta, 58(10), 2325-2332. 767 
Erlandsson, M., E. Oelkers, K. Bishop, H. Sverdrup, S. Belyazid, J. Ledesma, and S. Köhler (2016), 768 
Spatial and temporal variations of base cation release from chemical weathering on a hillslope scale, 769 
Chemical Geology, 441, 1-13. 770 
Evans, C., and T. D. Davies (1998), Causes of concentration/discharge hysteresis and its potential as a 771 
tool for analysis of episode hydrochemistry, Water Resources Research, 34(1), 129-137. 772 
Eyring, H. (1935), The activated complex in chemical reactions, The Journal of Chemical Physics, 3(2), 773 
107-115. 774 
Gaillardet, J., S. Rad, K. Rivé, P. Louvat, C. Gorge, C. J. Allègre, and E. Lajeunesse (2011), Orography-775 
driven chemical denudation in the Lesser Antilles: Evidence for a new feed-back mechanism 776 
stabilizing atmospheric CO2, American journal of science, 311(10), 851-894. 777 
Gardner, W. (1958), Some steady-state solutions of the unsaturated moisture flow equation with 778 
application to evaporation from a water table, Soil science, 85(4), 228-232. 779 
Goddéris, Y., L. M. François, A. Probst, J. Schott, D. Moncoulon, D. Labat, and D. Viville (2006), 780 
Modelling weathering processes at the catchment scale: The WITCH numerical model, Geochimica et 781 
Cosmochimica Acta, 70(5), 1128-1147. 782 
Godsey, S. E., J. W. Kirchner, and D. W. Clow (2009), Concentration–discharge relationships reflect 783 
chemostatic characteristics of US catchments, Hydrological Processes, 23(13), 1844-1864. 784 
Golubev, S. V., O. S. Pokrovsky, and J. Schott (2005), Experimental determination of the effect of 785 
dissolved CO 2 on the dissolution kinetics of Mg and Ca silicates at 25 C, Chemical Geology, 217(3), 786 
227-238. 787 
Harman, C. J. (2015), Time‐variable transit time distributions and transport: Theory and application 788 
to storage‐dependent transport of chloride in a watershed, Water Resources Research, 51(1), 1-30. 789 



Heidbüchel, I., P. A. Troch, and S. W. Lyon (2013), Separating physical and meteorological controls of 790 
variable transit times in zero‐order catchments, Water Resources Research, 49(11), 7644-7657. 791 
Hellmann, R. (1994), The albite-water system: Part I. The kinetics of dissolution as a function of pH at 792 
100, 200 and 300 C, Geochimica et Cosmochimica Acta, 58(2), 595-611. 793 
Hem, J. D. (1948), Fluctuations in concentration of dissolved solids of some southwestern streams, 794 
Eos, Transactions American Geophysical Union, 29(1), 80-84. 795 
Herndon, E. M., A. L. Dere, P. L. Sullivan, D. Norris, B. Reynolds, and S. L. Brantley (2015), Landscape 796 
heterogeneity drives contrasting concentration–discharge relationships in shale headwater 797 
catchments, Hydrology and Earth Science Systems, 19, 3333. 798 
Ibarra, D. E., J. K. Caves, S. Moon, D. L. Thomas, J. Hartmann, C. P. Chamberlain, and K. Maher (2016), 799 
Differential weathering of basaltic and granitic catchments from concentration–discharge 800 
relationships, Geochimica et Cosmochimica Acta, 190, 265-293. 801 
Jasechko, S., J. W. Kirchner, J. M. Welker, and J. J. McDonnell (2016), Substantial proportion of global 802 
streamflow less than three months old, Nature Geoscience. 803 
Johnson, N. M., G. E. Likens, F. Bormann, D. Fisher, and R. Pierce (1969), A working model for the 804 
variation in stream water chemistry at the Hubbard Brook Experimental Forest, New Hampshire, 805 
Water Resources Research, 5(6), 1353-1363. 806 
Johnson, T. M., and D. J. DePaolo (1994), Interpretation of isotopic data in groundwater‐rock 807 
systems: Model development and application to Sr isotope data from Yucca Mountain, Water 808 
Resources Research, 30(5), 1571-1587. 809 
Kim, H., J. K. Bishop, W. E. Dietrich, and I. Y. Fung (2014), Process dominance shift in solute chemistry 810 
as revealed by long-term high-frequency water chemistry observations of groundwater flowing 811 
through weathered argillite underlying a steep forested hillslope, Geochimica et Cosmochimica Acta, 812 
140, 1-19. 813 
Kirchner, J. (2016a), Aggregation in environmental systems–Part 1: Seasonal tracer cycles quantify 814 
young water fractions, but not mean transit times, in spatially heterogeneous catchments, Hydrol. 815 
Earth Syst. Sci, 20, 279-297. 816 
Kirchner, J. (2016b), Aggregation in environmental systems–Part 2: Catchment mean transit times 817 
and young water fractions under hydrologic nonstationarity, Hydrol. Earth Syst. Sci, 20, 299-328. 818 
Kirchner, J. W., X. Feng, and C. Neal (2000), Fractal stream chemistry and its implications for 819 
contaminant transport in catchments, Nature, 403(6769), 524-527. 820 
Lasaga, A. C. (2014), Kinetic theory in the earth sciences, Princeton University Press. 821 
Lasaga, A. C., and R. J. Kirkpatrick (1981), Kinetics of geochemical processes. 3 Vol. 8. Reviews in 822 
Mineralogy. 823 
Lebedeva, M., R. Fletcher, V. Balashov, and S. Brantley (2007), A reactive diffusion model describing 824 
transformation of bedrock to saprolite, Chemical Geology, 244(3), 624-645. 825 
Maher, K. (2010), The dependence of chemical weathering rates on fluid residence time, Earth and 826 
Planetary Science Letters, 294(1), 101-110. 827 
Maher, K. (2011), The role of fluid residence time and topographic scales in determining chemical 828 
fluxes from landscapes, Earth and Planetary Science Letters, 312(1), 48-58. 829 
Maher, K., and C. Chamberlain (2014), Hydrologic regulation of chemical weathering and the 830 
geologic carbon cycle, Science, 343(6178), 1502-1504. 831 
Maher, K., and J. Druhan (2014), Relationships between the transit time of water and the fluxes of 832 
weathered elements through the critical zone, Procedia Earth and Planetary Science, 10, 16-22. 833 
Maher, K., C. I. Steefel, A. F. White, and D. A. Stonestrom (2009), The role of reaction affinity and 834 
secondary minerals in regulating chemical weathering rates at the Santa Cruz Soil Chronosequence, 835 
California, Geochimica et Cosmochimica Acta, 73(10), 2804-2831. 836 
Manning, A. H., P. L. Verplanck, J. S. Caine, and A. S. Todd (2013), Links between climate change, 837 
water-table depth, and water chemistry in a mineralized mountain watershed, Applied 838 
geochemistry, 37, 64-78. 839 



McDonnell, J. J., and K. Beven (2014), Debates—The future of hydrological sciences: A (common) 840 
path forward? A call to action aimed at understanding velocities, celerities and residence time 841 
distributions of the headwater hydrograph, Water Resources Research, 50(6), 5342-5350. 842 
McGlynn, B. L., and J. J. McDonnell (2003), Role of discrete landscape units in controlling catchment 843 
dissolved organic carbon dynamics, Water Resources Research, 39(4), n/a-n/a. 844 
McGuire, K. J., and J. J. McDonnell (2006), A review and evaluation of catchment transit time 845 
modeling, Journal of Hydrology, 330(3), 543-563. 846 
Miller, W. R., and J. I. Drever (1977), Water chemistry of a stream following a storm, Absaroka 847 
Mountains, Wyoming, Geological Society of America Bulletin, 88(2), 286-290. 848 
Moon, S., C. Chamberlain, and G. Hilley (2014), New estimates of silicate weathering rates and their 849 
uncertainties in global rivers, Geochimica et Cosmochimica Acta, 134, 257-274. 850 
Neal, C., and J. W. Kirchner (2000), Sodium and chloride levels in rainfall, mist, streamwater and 851 
groundwater at the Plynlimon catchments, mid-Wales: inferences on hydrological and chemical 852 
controls, Hydrology and Earth System Sciences Discussions, 4(2), 295-310. 853 
Neal, C., B. Reynolds, C. Smith, S. Hill, M. Neal, T. Conway, G. Ryland, H. Jeffrey, A. Robson, and R. 854 
Fisher (1992), The impact of conifer harvesting on stream water pH, alkalinity and aluminium 855 
concentrations for the British uplands: an example for an acidic and acid sensitive catchment in mid-856 
Wales, Science of the Total Environment, 126(1-2), 75-87. 857 
Oelkers, E. H. (2001), General kinetic description of multioxide silicate mineral and glass dissolution, 858 
Geochimica et Cosmochimica Acta, 65(21), 3703-3719. 859 
Oelkers, E. H., and J. Schott (2001), An experimental study of enstatite dissolution rates as a function 860 
of pH, temperature, and aqueous Mg and Si concentration, and the mechanism of 861 
pyroxene/pyroxenoid dissolution, Geochimica et Cosmochimica Acta, 65(8), 1219-1231. 862 
Oelkers, E. H., J. Schott, and J.-L. Devidal (1994), The effect of aluminum, pH, and chemical affinity on 863 
the rates of aluminosilicate dissolution reactions, Geochimica et Cosmochimica Acta, 58(9), 2011-864 
2024. 865 
Oliva, P., J. Viers, B. Dupré, J. P. Fortuné, F. Martin, J. J. Braun, D. Nahon, and H. Robain (1999), The 866 
effect of organic matter on chemical weathering: study of a small tropical watershed: Nsimi-Zoetele 867 
site, Cameroon, Geochimica et Cosmochimica Acta, 63(23), 4013-4035. 868 
Palandri, J. L., and Y. K. Kharaka (2004), A compilation of rate parameters of water-mineral 869 
interaction kinetics for application to geochemical modeling, DTIC Document. 870 
Pilgrim, D. H., D. D. Huff, and T. D. Steele (1979), Use of specific conductance and contact time 871 
relations for separating flow components in storm runoff, Water Resources Research, 15(2), 329-872 
339. 873 
Rempe, D. M., and W. E. Dietrich (2014), A bottom-up control on fresh-bedrock topography under 874 
landscapes, Proceedings of the National Academy of Sciences, 111(18), 6576-6581. 875 
Robson, A., K. Beven, and C. Neal (1992), Towards identifying sources of subsurface flow: a 876 
comparison of components identified by a physically based runoff model and those determined by 877 
chemical mixing techniques, Hydrological Processes, 6(2), 199-214. 878 
Siirila, E. R., and R. M. Maxwell (2012), Evaluating effective reaction rates of kinetically driven solutes 879 
in large‐scale, statistically anisotropic media: Human health risk implications, Water Resources 880 
Research, 48(4). 881 
Stonestrom, D. A., A. F. White, and K. C. Akstin (1998), Determining rates of chemical weathering in 882 
soils—Solute transport versus profile evolution, Journal of Hydrology, 209(1), 331-345. 883 
Sverdrup, H., and P. Warfvinge (1993), Calculating field weathering rates using a mechanistic 884 
geochemical model PROFILE, Applied Geochemistry, 8(3), 273-283. 885 
Sverdrup, H. U. (1990), The kinetics of base cation release due to chemical weathering. 886 
Torres, M. A., A. J. West, and K. E. Clark (2015), Geomorphic regime modulates hydrologic control of 887 
chemical weathering in the Andes–Amazon, Geochimica et Cosmochimica Acta, 166, 105-128. 888 
Velde, v. d. Y., P. Torfs, S. Zee, and R. Uijlenhoet (2012), Quantifying catchment‐scale mixing and its 889 
effect on time‐varying travel time distributions, Water Resources Research, 48(6). 890 



Walling, D., and I. Foster (1975), Variations in the natural chemical concentration of river water 891 
during flood flows, and the lag effect: some further comments, Journal of Hydrology, 26(3-4), 237-892 
244. 893 
White, A. F., and S. L. Brantley (1995), Chemical weathering rates of silicate minerals: an overview, 894 
Chemical Weathering Rates of Silicate Minerals, 31, 1-22. 895 
White, A. F., M. S. Schulz, D. V. Vivit, A. E. Blum, D. A. Stonestrom, and S. P. Anderson (2008), 896 
Chemical weathering of a marine terrace chronosequence, Santa Cruz, California I: interpreting rates 897 
and controls based on soil concentration–depth profiles, Geochimica et Cosmochimica Acta, 72(1), 898 
36-68. 899 
White, A. F., M. S. Schulz, D. A. Stonestrom, D. V. Vivit, J. Fitzpatrick, T. D. Bullen, K. Maher, and A. E. 900 
Blum (2009), Chemical weathering of a marine terrace chronosequence, Santa Cruz, California. Part 901 
II: Solute profiles, gradients and the comparisons of contemporary and long-term weathering rates, 902 
Geochimica et Cosmochimica Acta, 73(10), 2769-2803. 903 
Zakharova, E., O. Pokrovsky, B. Dupré, and M. Zaslavskaya (2005), Chemical weathering of silicate 904 
rocks in Aldan Shield and Baikal Uplift: insights from long-term seasonal measurements of solute 905 
fluxes in rivers, Chemical geology, 214(3), 223-248. 906 
Zhu, C. (2005), In situ feldspar dissolution rates in an aquifer, Geochimica et Cosmochimica Acta, 907 
69(6), 1435-1453. 908 

 909 

 Appendix A: Semi-analytical series solution for saturated-unsaturated flow  910 

Ameli et al. [2016a] have shown that the series solution to the unsaturated flow 911 
governing equation with no-flow conditions along the sides of the unsaturated domain and 912 

exponentially depth decaying saturated hydraulic conductivity with soil depth (   913 

     
       ) can be calculated in terms of Kirchhoff potential (   

 ) as: 914 
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The series solution for the saturated moisture movement with exponentially depth decaying 919 
saturated hydraulic conductivity with soil depth (        

       ) can also be calculated in 920 

terms of discharge potential function (  
      ) as: 921 
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where   
                  924 

In equations A.1 and A.2,    [L] refers to the total hydraulic head,   represents suction 925 

pressure head [L], L is aquifer length,     [LT
-1

] refers to the saturated hydraulic 926 

conductivity along the topographic surface (      ,   is the parameter of the exponential 927 

relationship between saturated hydraulic conductivity with soil depth,    and   
  denote the 928 

sorptive numbers of the Gardner’s constitutive function [Gardner, 1958] used in this paper to 929 

characterize the  -   relationship in the unsaturated zone. In the above equations, 930 



additionally, m and n are the coefficient index, and        ,    ,        ,     refer to the 931 

unknown series coefficients associated with the m
th

 and n
th 

coefficient index, respectively. In 932 
addition, M and N are the total number of terms in the series solutions to the unsaturated and 933 

saturated flow governing equations, respectively. The unknown series solution coefficients 934 

(       ,    ,        ,    ) for equations A.1 and A.2 were calculated by enforcing the 935 

boundary conditions at the top and the bottom of saturated and unsaturated zones using a 936 

least square scheme. The a priori unknown location of water table was also calculated using a 937 
robust iterative scheme. We refer the readers to Ameli et al. [2016a] for a detailed discussion 938 

of the mathematical formulation of saturated and unsaturated governing equations, series 939 
solution method, boundary conditions, least square scheme used to enforce boundary 940 

conditions and iterative algorithm used to determine the a priori unknown location of water 941 
table.  942 

The calculated Kirchhoff potential function (Equation A.1) and discharge potential 943 
function (Equation A.2) in the unsaturated and saturated zones, respectively, can be used to 944 

determine continuous maps of Darcy-Buckingham fluxes in the unsaturated zone (          945 

&         )), and Darcy fluxes throughout the entire saturated zone (          &         )) 946 

as:  947 
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Continuous fields of pore water velocity in the unsaturated and saturated zones and in both x 950 

and y directions are then calculated as: 951 
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In equations A.5 and A.6, the unsaturated moisture content    ) is obtained based on both the 954 

suction pressure head ( ) and soil depth at each location 955 

                     
                 

   ). In addition, the saturated moisture content (  ) 956 

is assumed to be equal to the porosity and is obtained as a function of soil depth         957 
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FIGURES 971 

 972 

  973 
Figure 1. Hypothetical hillslope geometry of exponential decline in saturated hydraulic conductivity (Ks [m/d]) with 974 
depth (color map shows the Ks pattern). The stream is located at x=0 (white gap). The value of    (the parameter of 975 
the exponential relationship between Ks  with soil depth) was assumed as 2 [1/m] and Ks0 (the saturated hydraulic 976 
conductivity along the topographic surface) was assumed as 100 m/d in this example. This figure also shows the 977 
conceptual schematic of chemical flow evaluation along three hypothetical flow pathlines in the hillslope. In this 978 
conceptualization, each particle (p) enters the hillslope with a known initial concentration (  

 ) of weathering-derived 979 
products (small circle). The concentration of weathering products of each particle along its flow pathline increases 980 
(particle becomes larger in this schematic) until the equilibrium concentration (Ceq) with the mineral is reached (the 981 
largest circle). In this conceptual schematic, only particles that traverse deep low-permeable (and potentially un-982 
weathered) rock reaches equilibrium before it enters the stream.  983 

 984 

 985 

 986 
Figure 2. General reversible Transition-State-Theory (TST-style) function used to characterize the relation between 987 
dissolution rate (   and concentration ( ) for five theoretical minerals (Mb, M1, M2, M3, M4). a) Minerals Mb, M1 and 988 
M2 with identical     but different     . b) Minerals Mb, M3 and M4 with identical      but different    . The ratio 989 

of 
   

    
 is known as the mineral theoretical time to equilibrium which decreases among M1, Mb and M2 as well as 990 

among M3, Mb, and M4.  991 
 992 

 993 



  994 

 995 
Figure 3. Subsurface flow pathlines (blue lines), water table location (green line) and Transit Time Distribution (  -996 
probability density function of transit times as shown in inset) for two hypothetical rates of exponential decline in 997 
saturated hydraulic conductivity, one where α = 2 (left panel) and the other where α = 0 (right panel). Of the five 998 
stream flow (discharge) rates considered in this paper, only two are shown here (maximum and minimum rates) for 999 
both values of α: a) Q=2 mm/d; and b) Q=0.2 mm/d.    (day) represents mean transit time and      refers to the ratio 1000 
between mean transit time in the unsaturated zone and the saturated zone. Probability density function ( ) 1001 
corresponding to small transit times ( ) depicts the proportion of fast-arrival waters discharged into the stream.  1002 
Parameter “d” refers to the average depth to the water table (or average unsaturated zone thickness). Only 

 

 
 of all 1003 

flow pathlines were shown.   1004 

 1005 

 1006 
Figure 4. Simulated stream concentration-discharge relation (concentration is normalized with respect to the mineral 1007 
   , log-log scale) for two different exponential rates (α) of exponential decline in saturated hydraulic conductivity 1008 
with soil depth and for five theoretical minerals. a) Stream normalized CRn-Q relation for a) minerals M1, Mb and M2 1009 
where the mineral’s 

   

    
 decreases among M1, Mb and M2 and b) minerals M3, Mb and M4 where mineral’s 1010 



   

    
  decreases among M3, Mb and M4. The parameter S (values in the parenthesis) refers to the slope of the best-fit 1011 

inverse clockwise power-law line (linear in Log-Log scale) to CRn-Q relation. 1012 

 1013 
Figure 5. Relation between stream concentration and age of water for different exponential rates (α) of exponential 1014 
decline in saturated hydraulic conductivity with soil depth, five theoretical minerals (Mb, M1, M2, M3, M4) and five 1015 
steady-state discharges (as well as their corresponding mean transit time-MTT). The proportion of average 1016 
concentration of particles with ages < 3 months (CRY) relative to average concentration of particles with ages > 3 1017 
months (CRO) discharged into the stream for a) minerals M1, Mb and M2 where intrinsic weathering rate (    ) of 1018 
minerals increases among M1, Mb and M2 with an identical equilibrium concentration (   ), and b) minerals M3, Mb 1019 
and M4 where     of minerals decreases among M3, Mb and M4 with an identical      . c) Relation between stream 1020 
normalized concentration (CRn) and hillslope MTT for c) minerals M1, Mb and M2, and d) minerals M3, Mb and M4. 1021 
The regolith’s 

   

    
 decreases among M1, Mb and M2 as well as among M3, Mb and M4. 1022 

 1023 



 1024 

 1025 
Figure 6. Spatial distribution of fluid concentration (Cn) (normalized with respect to the mineral     ) for four 1026 
minerals (M1, M2, M3, M4) in response to high flow conditions, and the spatial distribution of particle residence times 1027 
throughout the hillslope (Tt) in response to high flow conditions (last row). Residence time is the time which elapses 1028 
between when a particle enters the soil at the land surface and when it reaches a given point within the hillslope. a) 1029 
Heterogeneous saturated hydraulic conductivity vertical pattern (α=2). b) Homogenous saturated hydraulic 1030 
conductivity pattern (α=0). Only minerals with the two extreme weathering characteristics with regard to      (M1, 1031 
M2) and     (M3, M4) are shown (i.e. largest and smallest 

   

    
  ). The behavior of mineral Mb falls between these pairs 1032 

of extremes. 1033 

 1034 

 1035 

 1036 

 1037 



 1038 

 1039 
Figure 7. Hillslope average weathering characteristic vs. flow rates for different exponential rates (α) of exponential 1040 
decline in saturated hydraulic conductivity with soil depth and five theoretical minerals (Mb, M1, M2, M3, M4). 1041 
Hillslope time to equilibrium (Teq) for a) minerals M1, Mb and M2 where the mineral’s 

   

    
 decreases among M1, Mb 1042 

and M2 and b) minerals M3, Mb and M4 where the mineral’s 
   

    
  decreases among M3, Mb and M4. The dashed color 1043 

(consistent with the mineral color) lines refer to the mineral theoretical time to equilibrium which is assumed to be 1044 
equal to 

   

    
.  The hillslope Damköhler number (    

   

   
) for c) minerals M1, Mb and M2 and d) minerals M3, Mb 1045 

and M4. Blue line refers to    = 1 (the threshold between transport-controlled and surface reaction-controlled 1046 
weathering regimes). Hillslope length to equilibrium  (Leq) for e) minerals M1, Mb and M2 and f) minerals M3, Mb and 1047 
M4.   Within the homogenous hillslope (α=0) and at high flow (Q = 2 mm/d), the chemical equilibrium condition is not 1048 
reached for M1 and M3 minerals, and therefore the corresponding Teq, Leq and Da number are not shown.  1049 

 1050 

 1051 



 1052 
Figure 8. Pearson correlation coefficient between concentration and water residence time (ρC-T)  for five minerals 1053 
(Mb, M1, M2, M3, M4), at stream flow rates varying from low flow to high flow and two saturated hydraulic 1054 
conductivity vertical patterns (α=0 and α=2). Correlation coefficients for a) minerals M1, Mb and M2 where the 1055 
mineral’s 

   

    
 decreases among M1, Mb and M2 and b) minerals M3, Mb and M4 where the mineral’s 

   

    
  decreases 1056 

among M3, Mb and M4. Residence time is the time which elapses between when a particle enters the soil at the land 1057 
surface and when it reaches a given point within the hillslope.  The calculated correlations are obtained from pairs of 1058 
simulated concentration-residence time at 12,000 uniformly-spaced points within the hillslope.  1059 
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