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Abstract

Estimation of price sensitivity from real world data is typically complicated by a de-

pendence between price and demand, or endogeneity of price, since prices are regularly

varied in anticipation of changes to demand. This problem is particularly severe in

customised pricing environments, where sellers have some freedom to quote different

prices for different orders, based on information about each customer and their order.

When endogeneity is left untreated and price is modelled as an independent predictor,

this leads to underestimation of price sensitivity and sub-optimal pricing strategies.

Endogeneity bias is corrected by the inclusion of instrumental variables in the

model; these are variables which are correlated with price and independent of demand,

and allow us to separate the direct and indirect effects of price on demand. Whilst

instrumental variable estimation has been well documented for retail pricing problems,

their use in customised pricing is relatively under-represented in marketing literature.

Here we present a probit model of purchasing behaviour for these environments,

whereby the price offered to a customer and their corresponding price threshold are

represented by a bivariate Gaussian random variable. Recorded or known sources of

dependence between the two are introduced via covariate effects on the mean and
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unrecorded sources of dependence are captured by a residual correlation parameter.

The parameters are identified by the inclusion of instrumental variables in the model.

Using a two-stage estimation procedure, the model is fitted to telesales data for heating

oil, and price sensitivity estimates are compared to those of a naive model, which does

not correct for endogeneity bias. Bayesian estimation of the model is then performed

via MCMC, and the resulting sample of parameters are used to examine the impacts

of various price changes on profit.
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Chapter 1

Introduction

Endogeneity occurs when there is an additional relationship between a covariate and

a response, above and beyond the direct relationship that is of interest. For example,

suppose that another unobserved variable affects both the observed covariate and the

response. The apparent relationship between the observed covariate and the response

will also account for this hidden relationship, and any naive estimator of the direct

relationship of interest is likely to be biased. This frequently arises in observational

studies and has recently received attention in customised pricing, where prices are

varied from transaction to transaction based on information about each customer and

their order. As a result, the prices offered to customers are not independent of their

willingness to pay and standard methods of estimating price sensitivity will be biased

and inconsistent.

Instrumental variable techniques are widely used in econometric models to avoid

the endogeneity bias of including an independent variable that is correlated with

the error term. This thesis is centred around the use of instrumental variables in
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customised pricing. We develop a probit model for willingness to pay in which the

seller’s pricing process and the customer’s purchase decision are modelled jointly by a

bivariate Gaussian distribution. Observed sources of dependence are represented by

covariate effects on the mean and any remaining dependence is captured by residual

correlation. The model can be estimated in two stages; firstly a linear model is fitted

to the prices offered by the seller. The residuals from this model are then entered

into a probit regression of the customer responses against price and other available

covariates. Provided that an instrumental variable is available - that is, a covariate

which affects price but not willingness to pay - the model will be identifiable.

By conditioning on observed sources of variation in price, we can separate the

direct effect of price on willingness to pay from the indirect effect caused by residual

correlation. This provides an estimate of true price sensitivity, which can then be used

to predict willingness to pay under new prices. As a motivating example, we examine

sales data for heating oil, in which agents have been given some degree of pricing

discretion. The acceptance rate for price offers is observed to increase with price, as

a result of dependence between price and willingness to pay. The bivariate model is

developed for this dataset in order to correct for endogeneity bias, and allows us to

better identify the causal relationship between price and willingness to pay. Based

on these results, we then examine the impact of price changes to the seller’s profit.

Bayesian estimation of the model is performed to obtain posterior samples of the

model parameters, which are then used to predict profit under a new set of prices. In

this way, we can identify opportunities for the seller to improve profit.
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1.1 Customised pricing

The past fifty years has seen demand management emerge as both a popular business

practice and an active area of research within the economics and marketing literature.

Now an integral part of the hotel, retail and car rental industries, a large proportion

of the work in this area takes place in a list price setting. Here the seller commits to

offering a price for a fixed period of time, before learning the identity of any poten-

tial customers. More recent efforts at price optimisation focus on customised selling

environments, in which prices are offered on a transaction-by-transaction basis. The

flexibility to adjust prices in real-time, according to market conditions and individual

customer behaviour, provides considerable potential for demand management to im-

prove pricing decisions in this setting. United Parcel Service, for instance, reported

an annual profit improvement of over $100 million by optimising their customised

pricing system (Boyd et al., 2005).

Whilst price discrimination is as old as trade itself, the use of statistical models

for price discrimination has only become feasible with the advent of modern technolo-

gies. Customer resource management (CRM) systems allow sellers to capture and

store information about millions of transactions and access this information instantly,

at the individual level, while responding to a customer’s enquiry. Rapid growth in

computational capabilities has made it possible to analyse this data, execute complex

optimisation algorithms and then implement and manage the resulting pricing deci-

sions. However despite its growing prevalence in the economy, customised pricing has

been relatively less studied as a pricing mechanism.
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List pricing concerns demand, or the quantity of a product purchased by cus-

tomers, whereas customised pricing concerns willingness to pay, the probability of

a customer accepting a particular price offer. In the latter case, sellers are able to

observe instances where a customer receives a price offer and chooses not to purchase,

termed lost sales. Consumer lending, insurance and business-to-business trade are par-

ticularly well-suited to price customisation as sellers often gain detailed information

about the customer before quoting a price. In addition to customer characteristics,

such as location and purchase history, the seller is aware of the product(s) requested

and the channel through which the buyer approached the seller to request a quote.

These markets are typically characterised by monopolistic competition, whereby a

seller maintains some degree of control over the price they set, since their products

are not perfect substitutes with another competitor’s. Hence the seller has the free-

dom to quote different prices to different customers based on the information available

to him.

Key to customised pricing is customer heterogeneity, or variability in the amount

customers are willing to pay for a product. Services and highly customisable goods

tend to fall under this category, as the value of the product to the customer is intangi-

ble to a large extent. In making a purchase decision, customers are likely to consider

some combination of ‘objective’ factors, such as price and ‘subjective’ factors, such

as the brand image of the seller and the customer’s experience in previous dealings

with them (Phillips, 2005). For this reason, the seller quoting the lowest price is not

guaranteed to win the customer’s business, and a seller may command a positive or

negative price premium over his competitors. In other words, a customer may be
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willing to pay more or less to purchase a product from a particular seller, compared

to other sellers operating in the market.

With perfect information about the price premium a customer is willing to pay for

his product, a seller could use one-to-one pricing to maximise the profitability of an

individual transaction. However in practice, the seller’s pricing strategy is subject to

both preference uncertainty and competitive uncertainty (Phillips, 2010). The former

refers to the exact criteria used by the customer to compare quotes and the latter

arises because the seller is typically unaware of the prices quoted by his competitors.

Price optimisation systems use statistical inference to recommend an optimal price

under this imperfect information.

In the absence of an analytical pricing scheme, the majority of sellers rely on a team

of sales agents to discriminate between different customers. This allows the seller to

respond to a large volume of enquiries, whilst also taking advantage of any incremental

profit gains that arise. Often sales agents have restricted pricing flexibility, whereby a

centralised pricing authority provides a price recommendation, which agents are not

strictly required to adhere to. Hence agents can use their discretion to vary prices

across customers and also change the price of a product for the same customer over

time.

It can be argued that sales agents are in the best position to assess market con-

ditions and adjust prices accordingly, however agents are not necessarily risk-neutral

and their pricing decisions are often biased and sub-optimal (Elmaghraby et al., 2012).

In particular, agents are typically compensated by sales volume and therefore inclined

to offer prices below their profit-maximising levels. Evidence has shown that aligning
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sales agents’ incentives with those of senior management, for example by monitoring

compliance with pricing recommendations, tends to improve business performance

(Garrow et al., 2006). Analytical approaches to customised pricing aim to present an

unbiased price recommendation for a particular transaction.

1.2 Endogeneity and instrumental variables

Price optimisation systems typically maximise the expected profit of a transaction,

which requires an estimate of the customer’s willingness to pay; that is, the probability

of the customer accepting a particular price given the information available to the

seller at the time. Willingness to pay is predicted from historical transaction data.

In the standard case, the customer responses (accept or reject) are regressed against

price and any other relevant variables recorded for each transaction. However in a

customised selling environment, price cannot be treated as an independent regressor.

The seller’s flexibility to vary prices over time and across customers often leads to

a correlation between price and demand in transaction data; for example, if a seller

anticipates low demand over a particular period, they may lower prices in order to

attract customers. This correlation is caused by their joint dependence on a common

set of factors, such as supply shocks or customer location. To the extent that these

factors are observable, we can account for the dependence between price and demand

and obtain unbiased estimates of price sensitivity.

Endogeneity refers to the case where dependence between price and demand is

caused by unobservable factors, such as negotiation between the seller and customer.
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This often occurs in a customised price setting, as agents are given pricing discre-

tion. The price offered to a customer tends to be correlated with their probability of

acceptance, since the agent will increase or decrease the price according to her interac-

tion with the customer. As a result, sales data from customised selling environments

tends to display less variability in customer responses than we would observe under

independence between price and demand.

Untreated, endogeneity gives rise to underestimates of price sensitivity and sub-

optimal pricing recommendations, as it obscures the causal relationship between price

and demand. Within the econometrics literature, a popular solution for endogeneity

is to include instrumental variables in the model; these are extra variables which are

correlated with price and independent of demand. The role of the instrument is to

inject variation into prices which is independent of demand and in doing so, provide

unbiased estimates of price sensitivity.

Endogeneity is an inherent feature of customised pricing, as sellers have compre-

hensive information about the customer before offering them a price, and data is

collected at the individual customer level rather than aggregate level. In list pricing,

the primary source of endogeneity is the ability of the seller to anticipate seasonal

changes in total demand. Whereas endogeneity in customised pricing is caused by

the ability of the seller (or agent) to infer latent customer variables. For this reason,

endogeneity tends to be a more severe problem in customised selling environments

and correction is less straightforward. The measurement and treatment of endogene-

ity in list pricing has been well documented (Petrin and Train, 2010; Berry et al.,

1995; Hormby et al., 2010; Villas-Boas and Winer, 1999; Yang et al., 2003; Park and
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Gupta, 2009), whilst only a handful of papers address endogeneity in the context of

customised pricing (Phillips et al., 2012; Zhang et al., 2014; Elmaghraby et al., 2012).

1.3 Heating oil pricing

The majority of off-grid households (those not served by natural gas pipelines) rely on

the delivery of heating oil (or kerosene) to heat their homes. When a customer calls a

supplier to request a quote they are offered a price and delivery date for the quantity

of fuel they wish to buy, which they can then accept or reject. Currently, the agent

uses a customer relationship management system to determine an appropriate price

to quote. This system gives the agent information about the customer’s sales history

and a reference price, which the agent adjusts upwards or downwards depending on

their assessment of the customer’s price sensitivity, short term fluctuations in demand

and current capacity limitations.

Although heating oil is a commodity, the market exhibits many of the properties

of a customised pricing environment. Customer heterogeneity, in the form of location

and purchase history, as well as volatility in the wholesale price means that prices

offered to different customers over different periods of time are rarely comparable.

Pricing discretion on the part of sales agents often leads to dependence between price

and demand, and the resulting pricing process is complex and inconsistent.

Kalibrate Technologies provide a consultancy service to suppliers in this business

and wish to develop a system whereby each agent will be given a guide price to offer the

customer. This price will have been chosen to optimise profits subject to constraints
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on the delivery of fuel, using predictions of the amount a customer is willing to pay.

The aim of this research is to provide estimates of willingness to pay which can be

used as a basis for a more formal pricing policy. Since price is an endogenous regressor

within this context, endogeneity correction is required to obtain accurate estimates

of customers’ price sensitivity.

1.4 Thesis outline

The main material of this thesis is divided into four chapters: an introduction and

literature review of the area (Chapter 2); the model developed for the pricing problem

(Chapter 3); a case study into heating oil pricing (Chapter 4); and a simulation study

based on the model results (Chapter 5). A brief outline for each chapter is provided

below:

Chapter 2: Background

This chapter provides some background information on instrumental vari-

ables and the customised pricing process. In particular, current literature

on the use of instrumental variable estimation in pricing is reviewed. An

introduction to Bayesian estimation is also provided, which forms the basis

of the simulation study in Chapter 5.
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Chapter 3: Willingness to pay model
A bivariate normal model representing the seller’s pricing process and the

customers’ buying process is presented and used to derive a probit function

for willingness to pay. The identifiability of the model is discussed, as well

as the estimation of standard errors. A simple example is presented with

simulated data, and extensions of the model are put forward.

Chapter 4: Heating oil case study
This chapter describes the estimation of the willingness to pay model for

the heating oil sales data. Several covariates are introduced and model

fitting choices regarding transformations and segmentations of the data are

discussed. Random effects are introduced to account for customer hetero-

geneity, and the independence and relevance of the selected instrumental

variables is validated. The model is evaluated by comparison to a standard

model, where price is treated as an independent regressor.

Chapter 5: Profit simulation
In this chapter, the impact of price changes on profit are evaluated by

Bayesian estimation of willingness to pay. The model developed for the heat-

ing oil data is fitted by Adaptive MCMC, and the resulting posterior sample

of parameters is used to predict profit. A counterfactual analysis is conducted

whereby historical prices are modified, both over the entire sample and for

targeted customer segments, in order to evaluate the impact on profit.

The thesis concludes with a summary of the contributions made by this study and

some suggestions for future work.



Chapter 2

Background

Below we present an introduction to the customised pricing process and some back-

ground information on instrumental variables; this is followed by an overview of the

literature in the area and an introduction to Bayesian estimation. Customised pricing

can be broken down into three main stages: estimation of willingness to pay, price op-

timisation, and updating and monitoring. Instrumental variables are involved in the

estimation of willingness to pay when endogeneity correction is required. We present

the typical situations in which endogeneity arises and define instrumental variable

estimators for linear models.

2.1 Customised pricing

Let q and c denote the unit price and unit cost of a product and let V be the volume

of the order. The function h(q, c, V ) returns the profit from the sale,

11
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h(q, c, V ) = V · (q − c), (2.1.1)

and is assumed to take this form throughout the thesis. The willingness to pay func-

tion, π(q; x), is the probability of the customer accepting a price of q. Since there is

heterogeneity in demand, both over time and across customers, willingness to pay is

also a function of the non-price attributes of the sale, denoted by x.

In the most general case, the optimal price of a sale can be expressed as follows:

q∗ = argmax
q

h(q, c, V )× π(q; x). (2.1.2)

The optimal price, q∗, maximises the objective function, which is typically the ex-

pected profit from the sale. Since the above optimisation applies no contraints to

q, it is known as the unconstrained price optimisation problem. In certain contexts,

constraints on prices may be necessary. For example, the seller may wish to impose

upper and lower bounds on price, q− ≤ q ≤ q+, in order to maintain some degree

of price stability. Section 2.1.1 considers price contraints arising from the delivery of

heating oil.

Estimation of the willingness to pay function is the first and arguably most crucial

aspect of a customised pricing system, as its purpose is to represent any differences in

customers’ price sensitivity that the seller can use to vary prices. Customer responses

in historical sales data are used to predict how likely the customer is to accept a quote.

With this information, we can find the best price to offer the customer given the
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information available to the seller. In the absence of any constraints, this calculation

can be trivial; however with multiple products and several time-related constraints,

the problem is significantly more complex. Since pricing decisions need to be made

in real time, optimisation procedures must be executable within minutes.

A third aspect of customised pricing is the monitoring and updating of the will-

ingness to pay function, since these are estimated under the assumption that past

patterns of demand provide an accurate reflection of current and future demand. Any

changes to competitors’ pricing behaviour, customer preferences or macroeconomic

conditions will require pricing policies to be reviewed. We discuss these stages in

further detail below.

2.1.1 Price optimisation

The profit-maximising price optimally balances the effects of raising the price to in-

crease profit and lowering the price, in order to increase the probability of the quote

being accepted. For most business transactions, the profit from the sale is simply

price minus cost, (q − c), or alternatively V · (q − c), if price and cost are expressed

in unit terms and V represents the volume of the order. In some markets the seller

may face uncertainty regarding the cost of the order; for example in consumer credit,

where cost represents the risk of default, in which case the profit function expresses

the expected profit from the sale.

A universal measure of price sensitivity is price elasticity, ν(q; x), which measures

the responsiveness of demand to a change in price. Strictly speaking, this is a local

estimate of price sensitivity, found by taking the limit of arc elasticity. Arc elasticity,
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νA(q1, q2; x), is the ratio of the relative change in willingness to pay to the relative

change in price from q1 to q2:

νA(q1, q2; x) =
π(q2; x)− π(q1; x)

π(q1; x)
× q1
q2 − q1

,

and

ν(q; x) = lim
q̃ → q

νA(q, q̃; x) = q · π
′
(q; x)

π(q; x)
.

In the absence of any contraints and with profit defined as above (2.1.1), maximis-

ing expected profit implies that,

π(q∗; x)V + (q∗ − c)π′(q∗; x)V = 0,

=⇒ π′(q∗; x)

π(q∗; x)
= − 1

q∗ − c
, (2.1.3)

=⇒ ν(q∗; x) = − q∗

q∗ − c
. (2.1.4)

(2.1.4) is obtained from (2.1.3) by multiplying by q, and this result is known as the

price-optimality condition (Talluri and van Ryzin, 2004, p.190). Since willingness to

pay is a strictly decreasing function of price, and π(q; x), q > 0, elasticity must be

negative. In the presence of endogeneity, which generally leads to underestimates of

price elasticity, optimal prices will be inflated.

Provided that the willingness to pay function is ‘well-behaved’ in the sense that it

is twice continuously differentiable and log-concave, (ln π(q; x))
′′
< 0, then expected

profit is a smooth unimodal function. Hence the optimal price can be calculated using

standard local search algorithms such as gradient ascent (Phillips, 2010, p.19).
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In the unconstrained optimisation problem, transactions are separable and price

recommendations can be made independently, as one sale does not affect another.

However with the introduction of constraints, this is no longer the case. For example

with the delivery of heating oil, constraints arise from capacity limitations and vehicle

routing of trucks, as well as the compatibility of different fuels on the same truck. In

this case the optimisation is dynamic rather than static; price, cost and the willingness

to pay function are indexed by time t, which is assumed to take discrete values. Then

prices at each time point, qt, are chosen to maximise the expected contribution to

profit over a given time horizon. Constraints such as these significantly increase the

complexity of the price optimisation problem, however standard solution approaches

can be used if the contraints lead to a convex feasible region.

Although optimal prices have been defined with respect to profit here, profit max-

imisation need not be the sole pricing objective. If the seller wishes to maximise

market share, the objective function becomes expected revenue and the profit func-

tion is replaced by q in (2.1.2). Alternatively, profit can be maximised subject to

maintaining a minimum market share by introducing a constraint to specify a lower

bound for expected revenue.

In customised pricing, where customers are likely to participate in negotiation

with sale agents rather than accept the initial offer price, we can define a range of

acceptable prices based on expected profit to guide negotiations. For example agents

can be provided with an interval (qL, qU) for which the expected profit will remain

within a certain percentage of the optimum (Phillips, 2010, p.28). This combines a

decentralised and centralised approach to pricing decisions, whereby pricing recom-
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mendations are made with respect to overall corporate goals and agents are given the

freedom to negotiate the best possible price within the specified bounds.

2.1.2 Estimation of willingness to pay

A demand curve represents the total sales a seller expects to make by offering a price

for some fixed period of time, whereas the willingness to pay curve, π(q; x), specifies

the seller’s probability of making an individual sale. This probability is expressed as

a function of price, q, and any other information related to the sale, x.

Customised pricing is effectively a form of market segmentation; by including

non-price factors in our estimate of the customer’s probability of acceptance, we are

implicitly grouping transactions by price sensitivity. For example, suppose estimation

of willingness to pay reveals an inverse relationship between probability of sale and

order size. Then using order size as a predictor of willingness to pay leads to price

discrimination between small and large orders. Depending on the form in which order

size enters the willingness to pay function, this market segmentation can be on a

discrete or continuous scale.

Thus in using willingness to pay to inform pricing strategies, market segmentation

becomes an issue of model selection. The finer the degree of market segmentation

a seller can achieve, the higher his maximum profit. A perfect willingness to pay

function would include all factors affecting customers’ price sensitivity. However in

practice most of this information is unobserved by the seller, for example a customer’s

income. The result is greater uncertainty around the customer’s probability of accep-

tance and expected profit. Latent variables, in the form of random effects or mixture
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components, can be used to capture differences in price sensitivity and support higher

degrees of segmentation. We return to this idea in Chapters 3 and 4.

Notice that the issues of market segmentation and endogeneity are related; the

purpose of market segmentation is to represent heterogeneity within the customer

population, whilst endogeneity is caused by agents recognising and using this hetero-

geneity in their pricing decisions. Since this customer heterogeneity is not directly

observed by the researcher, endogeneity serves to cofound the relationship between

price and demand.

A natural approach to modelling willingness to pay is to assume each customer has

a maximum price that they are willing to pay for their order, called a referral price,

and they accept any price below this level (Talluri and van Ryzin, 2004). Given the

covariates of the order, such as purchase history and order size, and supposing for now

that price is independent of demand, referral prices are assumed to be independently

and identically distributed across the customer population according to some density

fR(r; x). Then if a customer is randomly selected from this population and offered a

price of q, their probability of acceptance is given by the following survivor function:

π(q; x) =

∫ ∞
q

fR(r; x)dr = 1− FR(q; x) (2.1.5)

where the distribution function, FR(q; x), indicates the proportion of customers with

a referral price lower than q. Note that this function incorporates both our preference

and competitive uncertainty about the transaction. In other words, random variation

around the customer’s referral price arises from uncertainty over the prices offered by
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competitors as well as how the customer will choose between them.

The problem of predicting how likely a customer is to accept a quote, π(q; x),

is equivalent to the problem of estimating the distribution of referral prices across

the customer population, fR(r; x). Willingness to pay is estimated from historical

transaction data, which includes at a minimum, the prices offered in previous quotes

and the corresponding responses from customers (accept or reject). Other relevant

information may include the customer’s location, details of previous purchases from

the seller, delivery date, order size and any other factors which are expected to affect

a customer’s price sensitivity.

Numerous forms of the willingness to pay function exist, but by far the most

popular and widely used is the logit function with an associated logistic distribution

for referral price (Phillips, 2005):

π(q; x) =
(
1 + e−(α0+g(x;β)+α1q)

)−1
.

α0, α1 and β denote the coefficients of the model and g(x;β) is a linear combination

of the covariates, x, and β.

The reverse sigmoidal shape of the logistic function has a number of appealing

properties; provided that α1 < 0 the probability of sale monotonically decreases with

price, and the slope of the curve is steepest for prices with a willingness to pay of 0.5.

We define absolute sensitivity as the slope of the willingness to pay curve, π′(q; x).

Then at prices with a low willingness to pay {q : π(q; x) < 0.01}, where customers are

almost guaranteed to accept a price offer, absolute sensitivity will be close to zero.
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The same is true at prices with a high willingness to pay {q : π(q; x) > 0.99}, where

customers will almost surely reject. Absolute sensitivity is maximised at π(q; x) = 0.5.

Typically, prices in this region are close to the average or market price, and since the

seller’s competitors can be expected to offer prices within this region, price sensitivity

will be high.

The logistic willingness to pay function tends to be favoured for its interpretability,

as the linear predictor occurs on the log-odds scale. However the probit model is an

alternative which shares the same properties as above, and for all practical purposes

the two functions are indistinguishable (Cramer, 2003, p.26):

π(q; x) = Φ−1 (α0 + g(x;β) + α1q) .

Our preference for the probit function arises from the need to model dependence

between the quote and referral price, for which the bivariate normal distribution is

both tractable and directly interpretable. The logit function has relatively fatter

tails than the probit, which means that price sensitivity at high prices has different

behaviour under each model. To see this, we can consider π′(q; x)/π(q; x). For both

models, as q → −∞, π′(q; x) → 0 and π(q; x) → 1, and hence π′(q; x)/π(q; x) → 0.

In other words, price changes have no effect on willingness to pay when prices are

extremely low. However at the other extreme, price sensitivity in the limit differs
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between each model. As q →∞, under the logistic model we have that:

lim
q→∞

π(q; x)
′

π(q; x)
= lim

q→∞

α1

(1 + e(α0+g(x;β)+α1q))
,

= α1. if α1 < 0

And under the probit model,

lim
q→∞

π(q; x)
′

π(q; x)
= lim

q→∞

α1φ (α0 + g(x;β) + α1q)

Φ (α0 + g(x;β) + α1q)
,

= lim
q→∞

−α3
1q φ (α0 + g(x;β) + α1q)

α1φ (α0 + g(x;β) + α1q)
,

= lim
q→∞
−α2

1 q,

= −∞

where the second equality comes from applying L’Hôpital’s rule (Taylor, 1952). While

price sensitivity tends to a constant for the logit link, behaviour in the tail is less stable

for the probit. Since we are unlikely to observe ‘extreme’ prices, this should not have

any consequences for the probit model fit. As a robustness check, the model is fitted

using both link functions and the coefficients are compared for consistency.

2.1.3 Updating and monitoring

The above framework for willingness-to-pay assumes that customers are myopic, and

purchase a product as soon as they are offered a price below their referral price. Hence

customers do not behave strategically, for example by delaying purchases in the hopes
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of lower future prices. Similarly, the price optimisation problem presented in Section

2.1.1 implies that the seller’s pricing decisions can be made independently to those

of competitors. Of course, a model which allows strategic behaviour on the part of

customers and competitors is more realistic. However, such a demand model makes

the pricing problem essentially a strategic game between customers and sellers, and

this significantly complicates the evaluation of optimal pricing strategies - often to

the extent of intractability (Talluri and van Ryzin, 2004).

The myopic model is therefore favoured for its tractability, despite being less real-

istic. However the model can be partly justified on empirical grounds - namely, that

historical transaction data has embedded in it the effects of competitors’ and cus-

tomers’ responses to the firm’s pricing strategy. Hence, provided that the behaviour

of competitors and customers observed in past demand continues to apply to current

transactions, the myopic model will remain a suitable representation of demand.

For this reason, it is necessary for the seller to periodically monitor the performance

of the willingness to pay model relative to the customer responses being observed. Un-

der macroeconomic shifts or changes to customer preferences and competitive actions,

we can expect changes in the underlying referral price distribution and consequently,

expected profit. This would result in a new optimal price for each transaction, and

current pricing recommendations would no longer be relevant under the new market

conditions.

Monitoring is particularly important early in the adoption of a price optimisa-

tion system, as customers may change their purchasing behaviour in response to the

seller’s new pricing strategy. For example, if the optimisation model recommends
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consistently pricing higher for a particular segment, this can have a substantial im-

pact on customer retention in that segment (Agrawal and Ferguson, 2007). Similarly,

competitors may begin to price more aggressively, in which case the seller’s pricing

model will underestimate the price sensitvity of customers.

If predictions of purchasing decisions deviate significantly from those observed, the

model will need to be re-estimated using newly recorded transaction data. Typically,

more recent observations are weighted more heavily than older transactions. Alter-

natively, Bayesian updating allows new observations to be used to directly update

the values of parameters in the willingness to pay function (Phillips, 2010). Bayesian

estimation of the willingness to pay model is demonstrated in Chapter 5.

2.2 Endogeneity

Endogeneity is a regular feature of observational studies, as variation in the indepen-

dent variable(s) cannot be controlled and may not be entirely random. Pricing re-

search, much of which is based on empirical data, is no exception to this phoenomenon.

In list pricing, endogeneity is typically caused by the seller anticipating and reacting

to future changes in demand; for example airlines may decrease fares for a particular

flight because they anticipate low demand (Phillips et al., 2012). In customised pric-

ing, endogeneity results from interaction between agents and customers, as the agent

can form an impression of the customer’s willingness to pay before offering them a

price.

In this section we discuss instrumental variable estimation, the leading approach to
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endogeneity correction. Section 2.2.1 motivates and outlines the methodology whilst

Section 2.3 presents an overview of the work in this area related to customised pricing.

2.2.1 Instrumental variable estimation

Frequently used in empirical economic research, instrumental variable (IV) estimation

is a technique for estimating causal effects in situations where controlled experiments

are not feasible. The first application is attributed to Wright (1928) in his estimation

of demand and supply elasticities of flaxseed oil and today the technique is used in

a variety of disciplines from epidemiology to psychology. The canonical example is a

simple linear model,

y = βx+ ε; ε ∼ N(0, σ2), (2.2.1)

where our interest lies in estimating the causal relationship between y and x. The

intercept has been excluded for brevity. The ordinary least squares estimator of β,

β̂OLS =
x
′
y

x′x
= β +

x
′
ε

x′x
,

is consistent provided that Cov(x, ε) = 0. However if x is correlated with the unob-

served noise term ε, then β̂OLS will be biased and inconsistent, and x is referred to

as an endogenous regressor. In this case the OLS estimator captures both the direct

effect of x on y and the indirect effect caused by the joint dependence of x and y on

ε; whereas we require a consistent estimate of just the direct effect, β.
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Wooldridge (2002) presents three situations in which x is found to be endogenous

in the estimated model, y = βx+ ε:

1. With omitted variable bias, the true model includes one or more unobserved

factors or covariates: y = βx + β̃x̃ + ε̃, where x̃ is unobserved. In the fitted

model x̃ is therefore absorbed by the residual ε, which induces a correlation

between x and ε if x is also correlated with x̃.

2. Suppose the true model is y = β̃x̃+ ε̃ but x̃ is observed with some measurement

error, x = x̃ + u. The estimated model uses x as a proxy for x̃, and hence ε =

ε̃− βu. Then x and ε are correlated as both terms depend on the measurement

error, u.

3. Simultaneity arises when two variables are jointly determined. For example,

suppose that the equilibrium relationship between labour demand yd, and labour

supply ys, is described by yd = αys + βx + εd and ys = α̃yd + β̃x + εs, where x

is the equilibrium wage rate. Estimating either equation results in endogeneity

bias, since yd will be correlated with εs and ys will be correlated with εd. This

is easy to see by substituting either equation into the other.

Within customised pricing, the endogeneity of price is generally caused by omitted

variable bias, as the price offered to a customer is based on unobserved variables which

are correlated with their willingness to pay. However the sales process can also be

represented by simultaneous equations, since the prices offered by agents are partly

determined by a customer’s willingness to pay. The model we present in Chapter 3

can be interpreted both in terms of omitted variable bias and simultaneity.
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Instrumental variables are introduced to consistently estimate the direct effect of

an endogeneous regressor x, on a quantity of interest y. A variable z is said to be

an instrument if it is correlated with x but uncorrelated with the error term, ε. This

leads to the following DAG:

Suppose that x can be written as a function of z,

x = αz + u, (2.2.2)

where the distribution of u is unspecified. Substitution of (2.2.2) into (2.2.1) gives:

y = β (αz + u) + ε,

= αβz + βu+ ε,

= γz + (βu+ ε).

Hence β = γ/α and the instrumental variables estimator of β is defined by:

β̂IV =
z
′
y

z′z

(
z
′
x

z′z

)−1
,

=
z
′
y

z′x
, (2.2.3)

= β +
z
′
ε

z′x
.
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The last equality comes from substitution of (2.2.1) for y (Bowden and Turkington,

1990). The estimator conditions on z to capture variation in y caused directly by x.

The instrument injects variation into x which is independent of ε, thereby allowing

us to identify changes in y caused by x. We have that β̂IV is a consistent estimator

of β under two conditions (Cameron and Trivedi, 2005):

1.

plim
z
′
ε

N
= lim

N→∞
Pr

( ∣∣∣∣∣ 1

N

N∑
i=1

ziεi

∣∣∣∣∣ ≥ ε

)
= 0, (2.2.4)

2.

plim
z
′
x

N
= lim

N→∞
Pr

( ∣∣∣∣∣ 1

N

N∑
i=1

zixi

∣∣∣∣∣ ≥ ε

)
6= 0, (2.2.5)

for all ε > 0 and a sample size of N . The first condition is related to independence

between z and y, and stipulates that the instrument has no direct effect on the re-

sponse, Cov(z, ε) = 0. The second condition is referred to as relevance and requires

some association between the instrument and the endogenous regressor, Cov(z, x) 6= 0.

Instrumental variable estimation readily extends to the general linear model with

multiple regressors,

y = x
′
β + ε; ε ∼ N(0, σ2).

Suppose x can be partitioned into x = [x
′
1,x

′
2], where x

′
1 contains endogenous regres-

sors and x
′
2 contains exogenous regressors. Then a valid instrument is z = [z

′
1,x

′
2],

where x
′
2 can act as an instrument for itself, since it remains independent of ε. The

parameters of the model are identifiable provided that the number of instruments

is equal to or greater than the number of endogenous regressors, dim(z1) ≥dim(x1)
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(Wooldridge, 2002). When dim(z1) =dim(x1), a multivariate extension of (2.2.3) is

obtained by replacing x and z with X and Z:

β̂
IV

= (Z
′
X)−1Z

′
y, (2.2.6)

with similar generalisations of (2.2.4) and (2.2.5).

In the over-identified case, where the number of instruments is greater than the

number of endogenous regressors, dim(z1) > dim(x1), a two-stage least squares (2SLS)

estimator is used and the instruments are taken as X̂ = X
′
Z
(
Z
′
Z
)−1

Z
′ . The name

of the estimator arises from the result that it can be obtained by two consecutive OLS

regressions: firstly by regressing x against z to obtain x̂, and secondly by regressing

y on x̂, which returns the IV estimator in (2.2.6) (Theil, 1961).

Although IV estimation can lead to consistent estimation compared to OLS, it

also leads to a loss of precision, as can be seen from the variance of the estimator

defined in (2.2.3):

β̂IV ∼ N
(
β, σ2(x′z)−1z′z(z′x)−1

)
.

Small sample properties of the estimator cannot be established analytically. However

the asymptotic distribution can be deduced as a special case of the general theory of

generalised method of moment estimators (Wooldridge, 2002). The variance can be
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expressed as follows:

V
(
β̂IV
)

= σ2 (x′x)
−1
(

(x′z) (z′x)

(z′z) (x′x)

)−1
,

=
V
(
β̂OLS

)
r2x,z

.

r2x,z is the squared correlation between the endogeneous regressor and instrumental

variable. Since 0 < r2x,z < 1 by definition, we have that V
(
β̂OLS

)
< V

(
β̂IV
)
. IV

estimators may not always perform better than OLS if the correlation between the

instrument and the endogenous variable is weak, since the loss of precision will be

greater and standard errors increase. IV estimators can suffer from small sample

bias, since z
′
ε need not be zero; and the bias can be especially pronounced when

instruments are weak, as z
′
x will be small (Bound et al., 1995).

The validity of potential instruments is tested using conditions (2.2.4) and (2.2.5)

and can indicate when instruments will perform poorly. For just-identified models,

where the number of instruments and endogenous regressors is equal it is not possible

to test for the independence of instruments, and their use must be justified with a

priori arguments. However for the over-identified case, one such test is the Sargan

test, which is based on the observation that the 2SLS residuals should be uncorre-

lated with the set of instruments if they are truly independent (Sargan, 1976). The

2SLS residuals are regressed against the instrumental variables and the resulting co-

efficient of determination is used to test the null hypothesis that the instruments are

uncorrelated with ε.
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The strength of the instruments can be assessed by the F-statistic and coefficient

of partial determination, which measure the marginal contribution of one explanatory

variable when all others are already included in the model. A low value for either

of these statistics in the regression of x onto z suggests a weak association between

the instrument and endogenous regressor. There is empirical and theoretical evidence

that IV estimation with weak instruments is less efficient than OLS, and hence their

inclusion in a model must be well supported to obtain stable and accurate predictions.

When the endogenous regressor is temporal, such as annual inflation, a popular

choice of instrument is a lagged version of the regressor. For example, the previous

year’s inflation rate is an effective instrument for current inflation as the rate of infla-

tion is highly autocorrelated; however past inflation provides little predictive power

for other macroeconomic variables such as unemployment, after having accounted for

current inflation. More generally, it can be difficult to find variables which satisfy the

above conditions. For demand curve estimation, a suitable instrument for price must

be correlated with price itself but have no direct effect on the quantity demanded.

One candidate is a variable that effects market supply, since this also affects price,

but is not a direct determinant of demand.

2.3 Review of literature on the use of IV estimation

in pricing

Pricing is a well researched subject within several academic fields including opera-

tional research, marketing, management science and economics. Yet only recently has
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the topic received attention within the context of customised pricing environments.

Business-to-business (B2B) trade falls under this category and is estimated to gener-

ate half of US transactions (Stein, 2013). The importance of customised pricing in

the economy would suggest there are substantial gains to improved pricing decisions

within this area. However, owing to the seller’s freedom to vary prices, these busi-

nesses often have complex pricing processes which are difficult to analyse statistically.

In their exploratory analysis of B2B price changes, Elmaghraby et al. (2012) find

evidence that prices do not move in the direction or magnitude indicated by cost

changes. They recognise that sales agents’ estimates of referral price distributions

may differ from theoretical models of buyer behaviour. Agrawal and Ferguson (2007)

estimate and compare simple willingness to pay functions for B2B data, which include

different degrees of segmentation based on order size. The models were evaluated by

the improvement in expected profits, after optimising prices for each transaction.

They observe that the model providing better goodness of fit to the data also results

in higher expected profit improvements.

Underestimation of price sensitivity has been reported by numerous authors. In a

meta-analysis of the determinants of price elasticity using 81 studies over the period

1961-2004, Bijmolt et al. (2005) found that elasticity estimates from studies which

accounted for endogeneity exceeded estimates from studies with no correction by an

average factor of 0.5. The analysis excluded elasticities derived from business-to-

business markets, for which the difference is expected to be much higher. Similar

results have been found elsewhere; estimating a logit willingness to pay function for

Marriott’s ‘Group Price Optimizer’, Hormby et al. (2010) comment that the fitted
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curves implied price-insensitive demand. As a result, profit-maximising prices re-

turned by the optimiser were unreasonably high.

In another study of demand for basic and premium cable packages by Petrin and

Train (2010), price is expected to be correlated with unobserved attributes, such

as quality of programming. Without correction, aggregate demand is estimated to

increase with price and negative price elasticity is recovered after accounting for the

unobserved attributes. Phillips et al. (2012) sets out to compare the presence of

endogeneity in datasets from two auto-lenders. The first is an on-line lender, with

no face-to-face interactions and therefore unrecorded attributes, whilst the second is

a direct lender in which the sales process involves face-to-face interactions. Hence

in the second case price can be based on characteristics of the borrower which are

not recorded in the data. No evidence of endogeneity is found for the on-line data

set, whereas for the direct lender, price elasticity estimates increase by a factor of 1.2

following correction for endogeneity.

Both of the previously mentioned papers employ Hausman-type instruments for

endogeneity correction. The term originates from a study of price elasticities for re-

tail goods (Hausman et al., 1994), in which the average price of a product in other

markets is used as an instrument for price in a given market. Other markets can refer

to different geographical regions, which share the same marginal cost characteristics

and will therefore offer similar prices. However, prices in other areas will have low

association with local buyer behaviour as they are averaged over the customer popula-

tion, and will not reflect local demand shocks such as advertising. Although popular,

Hausman instruments have become controversial as independence from local demand
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may be to difficult defend. Their use in consumer choice models (Train, 2009) requires

instruments to vary across brands in the market, but cross-brand variation can be low

in practice.

A widely used approach to endogeneity correction is the BLP method which is used

to estimate demand curves in differentiated product markets (Berry et al., 1995). Here

the researcher observes market shares for different brands in several markets. A dis-

crete choice model is used to represent a customer’s probability of purchasing each

brand, whereby the probability of purchase is defined by a multinomial logit function

of utility. The customer’s utility for each brand is based on price and a product char-

acteristic, with some noise, and the customer is assumed to purchase the brand which

maximises his utility. The product characteristic, ξ, affects price but is unobserved

by the researcher. The customer’s probability of purchasing each brand can be ag-

gregated across all consumers to predict market share. Berry et al. (1995) suggested

a two-step approach in which the observed market shares are firstly equated to pre-

dicted market shares to estimate the mean utilities for each product. Instrumental

variables are introduced which are independent of the unobserved product character-

istic, E(ξZ) = 0. Since ξ can be expressed in terms of utility and model parameters,

the second step is to solve for the parameters which minimise this sample moment

condition. Petrin and Train (2010) criticise the method for being sensitive to sampling

error in market shares, and inconsistent when the number of purchase observations

per product is small relative to number of customers.

Instead, Petrin and Train (2010) and Phillips et al. (2012) use a control func-

tion approach to treat endogeneity, which was first introduced in Rivers and Vuong
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(1988). The method is similar to two stage least squares, except that it can be used

in non-linear settings such as probit or logit models. Here, the endogenous variable

(typically price) is regressed against independent covariates and the residual from this

regression is entered as an additional explanatory variable in utility. It is assumed

that the endogenous variable can be decomposed into two components: a function

of independent covariates and an unobserved component. Correlation beween this

unobserved component and willingness to pay is then the source of endogeneity. The

residuals from the regression of price against covariates are an estimate of the unob-

served component, and their inclusion in the utility function ‘controls’ for endogeneity

between price and willingness to pay. Since estimation is performed in two stages, and

the residuals are an estimate of the unobserved component of price, this introduces

an additional error component into the model. Petrin and Train (2003) propose a

correction for the standard errors of coefficients to account for this extra variation,

and this adapted for our model in Section 3.4.1.

One of the few studies to address endogeneity in customised pricing is Zhang et al.

(2014) who include wholesale cost as an instrument for price, in their Bayesian model

of purchasing behaviour. They argue that prices can have long term effects in B2B

markets because of the importance of buyer-seller relationships, and select prices to

maximise long term profitability. Customers make multiple, interrelated decisions

for each transaction: when to buy, how much to buy, whether to request a quote

or order directly without a quote, and whether to accept the quote. They use a

multivariate hidden Markov model to represent these purchasing decisions and define

a latent state for each buyer (price sensitive or price insensitive) which governs their
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behaviour over time. The results provide little indication of endogeneity bias, as the

introduction of an instrumental variable produces only a marginal improvement in

model performance.

2.4 Bayesian estimation

Suppose we have a model for some variable of interest, Y ∈ Y , which is parameterised

by θ ∈ Θ. The likelihood function, p(y|θ), returns the joint probability density of a

sample under this model, for a given set of parameter values. In Bayesian estimation,

model inference is performed on a posterior distribution which combines prior knowl-

edge of the model parameters with the the likelihood function. Prior knowledge of the

parameters is represented by a probability distribution for θ, p(θ), and is specified

before any data is observed. The posterior gives the probability distribution of the

parameters, conditional on the observed data and follows from Bayes’ theorem:

p(θ|y) =
p(θ)p(y|θ)

p(y)
.

The marginal likelihood, p(y), measures the probability of the data under a given

model, after marginalising over the parameters:

p(y) =

∫
Θ

p(θ)p(y|θ)dθ.

Typically this function does not exist in closed form, and the posterior is only known

up to a normalising constant, p(θ|y) ∝ p(θ)p(y|θ). From the posterior, we can learn
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the expected value of θ based on prior knowledge and information from the data:

E(θ|y) =

∫
Θ

θ p(θ|y) dθ. (2.4.1)

Our uncertainty in θ is represented by a credible interval, which is defined as fol-

lows: the (1−α)% interval (θl,θu) contains the true parameter value with probability

(1− α). Hence,

∫
(θl,θu)

p(θ|y) dθ = 1− α. (2.4.2)

Notice that for a given value of α, the interval is not uniquely defined. The

narrowest credible interval gives the highest posterior density (HPD) interval, and

any point within this interval has a higher posterior density than other point outside

of the interval.

Predictions for new observations are made from the posterior predictive distribu-

tion,

p (y∗|y) =

∫
Θ

p(y∗|θ) p(θ|y) dθ. (2.4.3)

This is the expectation of the likelihood of a new observation, p(y∗|θ), over the pos-

terior distribution. In other words, this is the probability distribution for a new ob-

servation y∗, given the data already observed, after averaging over any uncertainty in

the parameters. The expectation and variance of Y ∗ with respect to this distribution

are used to form predictions and prediction intervals for Y ∗.
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For most models of practical use, the posterior distribution is analytically in-

tractable and quantities such as (2.4.1) cannot be calculated directly. In this case,

simulation methods are employed to sample from the posterior and the resulting sam-

ples are used for model inference. Suppose θ(1), . . . ,θ(M) is one such sample. Then a

Monte Carlo estimate of (2.4.1), the posterior expectation of θ is given by:

Ê(θ|y) =
1

M

M∑
m=1

θ(m).

Likewise, for given value of y∗, the posterior predictive density is estimated by:

p̂(y∗|y) =
1

M

M∑
m=1

p
(
y∗|θ(m)

)
.

And credible and HPD intervals are estimated by the sample quantiles of
{
θ(m)

}M
m=1

.

Markov chain Monte Carlo (MCMC) describes a set of methods for sampling from

the posterior distribution. The idea is to formulate a Markov chain on the parameter

space which has the posterior as a stationary distribution (Rossi et al., 2005). Due

to the Markov property, the current state of the chain, θ(m), depends only on the

previous state, θ(m−1), and the transition kernel defines the conditional distribution

of θ(m)|θ(m−1). The chain is initialised at some value, θ(0) ∈ Θ, and subsequent values

of the chain are drawn from a proposal distribution, q
(
θ(m)|θ(m−1)

)
, based on the

transitional kernel.

One of the most general MCMC schemes is the Metropolis-Hastings (MH) algo-

rithm (e.g. Robert and Casella (2005)). Here, given that the current state of the

chain is θ(m), the chain is updated as follows:
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1. Draw θ∗ from the density q
(
θ∗,θ(m)

)
.

2. Calculate the acceptance probability,

α
(
θ(m),θ∗

)
= min

1,
p (θ∗) p (y|θ∗) q

(
θ(m),θ∗

)
p
(
θ(m)

)
p
(
y|θ(m)

)
q
(
θ∗,θ(m)

)
 .

3. Draw u ∼ U(0, 1).

4. Set

θ(m+1) =


θ∗ if u ≤ α

(
θ(m),θ∗

)
,

θ(m) otherwise.

Notice that the acceptance probability excludes the normalising constant, p(y),

from the posterior density, since this is cancelled out in the fraction. The random

walk Metropolis (RWM) is a special case of the MH algorithm in which the pro-

posal distribution is symmetric and centred on the current state of the chain. Hence

q
(
θ(m),θ∗

)
= q

(
θ(∗),θ(m)

)
, and the q(·) terms are cancelled out in the acceptance

probability.

The proposal distribution is crucial to the quality of the posterior sample. If the

proposal is a poor representation of the target distribution, in this case the posterior,

the values of the chain will be highly correlated and convergence to the target will be

slow. An alternative approach, Gibbs sampling, is available when θ can be partitioned

into K components, θ = {θ1, ...,θK}, and each component has a conditional posterior

distribution of known form. That is, p(θk|θ−k, y) (k = 1, ..., K) is easy to sample
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from, where θ−k = {θ1, ...,θk−1,θk+1, ...,θK}. Given an initial set of values, θ(0) ={
θ
(0)
1 , ...,θ

(0)
K

}
, the Gibbs sampler updates each θk, conditional on the values of the

other (K − 1) components.

1. Draw θ(m+1)
1 from p

(
θ1|θ(m)

2 , . . . ,θ
(m)
K , y

)
.

2. Draw θ(m+1)
2 from p

(
θ2|θ(m+1)

1 ,θ
(m)
3 , . . . ,θ

(m)
K , y

)
.

...

K. Draw θ(m+1)
K from p

(
θK |θ(m+1)

2 , . . . ,θ
(m+1)
K−1 , y

)
.

Repeatedly iterating over the K components leads to a valid MCMC scheme and

provides a sample from the joint posterior.

When one or more of the conditional posteriors are not a known distribution, a

RWM or MH step can be used to update the component. For example, suppose that

p(θ1|θ2:K , y) cannot be sampled from directly. Then a proposal distribution for θ1 is

defined, q
(
θ
(m)
1 |θ

(m−1)
1

)
. In each iteration of the Gibbs sampling scheme, a jump is

proposed from q and accepted or rejected in the usual way. However, the full posterior

in the acceptance probability is replaced by the conditional posterior,

α
(
θ
(m)
1 ,θ∗1

)
= min

1,
p (θ∗1) p

(
y|θ∗,θ(m)

2:K

)
q
(
θ
(m)
1 ,θ∗1

)
p
(
θ
(m)
1

)
p
(
y|θ(m)

)
q
(
θ∗1,θ

(m)
1

)
 .

θ
(m)
1 is then updated and steps 2 to K remain unchanged. A mixture of the Metropolis-

Hastings and Gibbs sampler in this way is known as Metropolis within Gibbs.

The efficiency of an MCMC scheme, or the number of iterations required for conver-

gence to the stationary distribution, is largely driven by the variance of the proposal.
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The variance determines the size of proposal jumps,
∣∣∣θ∗ − θ(m)

∣∣∣, and large jumps are

more likely be rejected, whilst small jumps are slow to traverse the parameter space.

In both cases the result is poor mixing, or high autocorrelation in the chain values.

When MCMC is performed on a high-dimensional target distribution, suitable tuning

of the proposal to avoid these scenarios is difficult to achieve. Instead we can turn

to adaptive MCMC, which learns the shape of the target distribution and scales the

proposal distribution accordingly. Further details of this algorithm are provided in

Section 5.2.3.



Chapter 3

Modelling willingness to pay

In this chapter we present a probit model for estimating willingness to pay. Each

customer is assumed to have a price threshold for each order, referred to as referral

price, such that they accept any quote below this threshold. The context for our

model is customised pricing where we can expect some dependence between the price

offered to a customer and their referral price, and so a bivariate Gaussian distribution

is used to model both variables. Two-stage estimation of the model is described and

a procedure for obtaining standard errors is outlined. This is followed by an example

with simulated data and a discussion of some possible extensions to the model.

3.1 Formulation

Let Q and R denote the quote price and associated referral price of the customer at the

time of the quote, both of which are assumed to have normal marginal distributions.

The dependence between Q and R is modelled via their joint distribution:

40
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Q
R

 ∼ N


x′qβq

x′rβr

 ,

 σ2
q ρσqσr

ρσqσr σ2
r


 . (3.1.1)

The mean of each distribution is a linear combination of covariates:

xr =
{
x(c),x(r)

}
, βr =

{
β(c)
r ,β

(r)
r

}
,

xq =
{
x(c),x(q)

}
, βq =

{
β(c)
q ,β

(q)
q

}
.

Here x(c), x(q) and x(r) are recorded covariates that are observable by the sales

agent and statistical modeller. The set of common covariates, x(c), affects both the

quote price and referral price, whereas x(q) is the set of instrumental variables and

affects the price offered by the agent, but not willingness to pay. Similarly, covariates

in x(r) affect referral price only. For ease of notation, define x =
{
x(c),x(r),x(q)

}
,

or equivalently x = xq ∪ xr. The parameter ρ represents any residual correlation

between quote and referral price which is not captured by observable covariates.

A bivariate Gaussian was chosen to represent the joint dependence between quote

price and referral price, firstly because a Gaussian assumption is generally reasonable

for quote price or a transformation of quote price (see Section 3.6.1) and secondly,

since referral price is a latent variable and only the binary customer responses are

observed, more complex dependence structures such as those expressed by a copula

are difficult to identify from the data.

Let Y be a binary variable indicating whether or not the quote was accepted.

Then given a quote price of q, the quote will be accepted if the customer’s referral

price exceeds q.
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Y =


1 if R > q i.e. the quote is accepted

0 otherwise.

Hence conditional on q, Y has a Bernoulli distribution where the probability of a

sale is given by the willingness to pay function: Y | q ∼ Bernoulli(π(q; x,θ)). In order

to find π(q; x,θ), we require the conditional distribution of referral price (e.g. Gut

(2009, p.127)):

R|Q = q ∼ N
(
x
′

rβr + ρ
σr
σq

(
q − x

′

qβq

)
, σ2

r

(
1− ρ2

))
. (3.1.2)

Denote the mean of this distribution by µr|q and the parameters of the model by

θ =
{
β(c)
q ,β

(q)
q , σq,β

(c)
r ,β

(r)
r , σr, ρ

}
. Although the customer was offered a price of q

by the agent, we can imagine a new hypothetical price q̃. The probability that the

customer’s referral price exceeds this hypothetical price, given that they were offered

a price of q is given by:

P (R > q̃ | q,x) = 1− Φ

(
q̃ − µr|q

σr
√

1− ρ2

)

= Φ

(
x
′
rβr + ρσr

σq
(q − x

′
qβq)− q̃

σr
√

1− ρ2

)

= Φ

(
1√

1− ρ2

[
1

σr
x′rβr −

1

σr
q̃ +

ρ

σq
q − ρ

σq
x
′

qβq

])
. (3.1.3)

Let the willingness to pay function, or the probability of the customer accepting
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the sales agent’s offer of q, is given by:

π(q; x,θ) = P (Y = 1|q,x)

= P (R > q | q,x)

= Φ

(
1√

1− ρ2

[
1

σr
x′rβr − q

(
1

σr
− ρ

σq

)
− ρ

σq
x
′

qβq

])
. (3.1.4)

Now consider a new customer, for whom there is no existing quote. In this case

the willingness to pay function is obtained directly from the marginal referral price

distribution, as the price offered to the customer is a decision variable and independent

of R. That is, P (R > q̃ | q,x) is replaced by P (R > q̃|xr), since the agent has not

made a price offer. Instead, referral price is only affected by the covariates xr, and

the probability of the customer accepting a price of q̃ is given by:

π(q̃; xr,θ) = Φ

(
1

σr
x′rβr −

1

σr
q̃

)
. (3.1.5)

This is simply (3.1.3) with ρ = 0. In Chapter 5 we consider willingness to pay for

existing customers, under a new hypothetical price of q̃. In this case we have observed

the customer’s response to the sales agent’s offer and can estimate the probability of

sale given q and y.

3.2 Price elasticity

In Section 2.1.1 the idea of price elasticity was introduced as a measure of the respon-

siveness of willingness to pay to changes in price. Price elasticities are often of interest
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to practitioners as they are used to calculate optimal prices, and also to compare price

sensitivity over time and across products.

Under endogeneity, price changes have both a direct and indirect effect on will-

ingness to pay and to separate these effects, it is helpful to think of the probability of

a sale in terms of (3.1.3). Since the agent’s offer price, q, is correlated with referral

price, it enters into the mean of the conditional referral price distribution, µr|q, and

affects willingness to pay indirectly (3.1.2). The direct effect of price becomes appar-

ent by considering a hypothetical price q̃, whereby quotes are only accepted iff R > q̃.

This is illustrated in Figure 3.2.1, where the probability of a sale is represented by

the shaded area in the upper tail of the referral price distribution.

Given that the customer was quoted a price of q, a higher hypothetical price sig-

nifies a higher quantile of the referral price distribution and hence a lower probability

of sale. That is, P (R > q̃1| q,x) > P (R > q̃2| q,x) for q̃1 < q̃2. In conjuction with

this and provided that ρ > 0, a higher quote price indicates a higher expected referral

price, so that µr|q1 < µr|q2 when q1 < q2. As a consequence, if two customers have

identical covariates and one customer is offered q1 and a second is offered q2, the

probability of the first customer’s referral price exceeding q̃ is lower than the same

probability for the second customer. That is, P (R > q̃| q1,x) < P (R > q̃| q2,x) for

q1 < q2.
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Figure 3.2.1: Direct (a) and indirect (b) effects of price on willingness to pay. The
shaded areas represent the probability of sale. (a) Given that the customer was offered
a price of q, an increase in the hypothetical price from q̃1 to q̃2 causes the probability
of sale to decrease from the lighter region to the darker region. (b) If the agent were
to offer a quote of q2 rather than q1 this would imply a different referral price mean
and therefore a shift in the referral price distribution. Hence for a given hypothetical
price, q̃, the probability of sale is higher under q2 than q1.

The combination of these two effects means that the total effect of price on the

probability of the customer accepting the quote, P (R > q|q), is not obvious. Therefore

in the presence of endogeneity, where quote price also affects the probability of sale

indirectly, the proportion of acceptances observed in the data may not decrease with

price. In particular, a higher price may in fact be associated with a higher willingness

to pay, due to the underlying relationship between q and expected referral price. For

this reason, it is useful to define two types of price elasticity for customised pricing:

naive price elasticity and true price elasticity. Naive price elasticity measures the

overall effect of price on willingness to pay, and is obtained by differentiating (3.1.4)



CHAPTER 3. MODELLING WILLINGNESS TO PAY 46

with respect to q:

ν(q; x,θ) =
q

π(q; x,θ)
· π′(q; x,θ)

= − 1√
1− ρ2

(
1

σr
− ρ

σq

)
q

π(q; x,θ)
φ

(
1√

1− ρ2

[
x′r
βr
σr
− q 1

σr
+ εq

ρ

σq

])
.

(3.2.1)

Notice that positive price elasticity is observed iff ρ > σq
σr
. In other words, if

residual correlation is high relative to the ratio of quote and referral price standard

deviation. Alternatively, true price elasticity captures only the direct effect of price on

willingness to pay (illustrated by (a) in Figure 3.2.1). This obtained by differentiating

(3.1.3) with respect to q̃:

ν(q; x,θ) = − 1

σr
√

1− ρ2
q

π(q; x,θ)
φ

(
1√

1− ρ2

[
x′r
βr
σr
− q 1

σr
+ εq

ρ

σq

])
. (3.2.2)

True price elasticity will always be negative as a higher hypothetical price, q̃, has a

lower probability of sale, all other things unchanged. However it cannot be observed

directly, since only the overall relationship between price and willingness to pay is

observed in the sales data.

Having estimated the parameters of the model (by the two-step method to be

discussed in Section, 3.3.2), we may wish to offer a quote to a new customer with

covariates xr. In this case there is no existing quote price and we can consider an

arbitrary price, q̃, which is chosen without reference to the customer. Then price

elasticity is calculated by differentiating (3.1.5) w.r.t q̃:
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ν(q̃; xr,θ) = − 1

σr

q̃

π(q̃; xr,θ)
φ

(
1

σr
x′rβr −

1

σr
q̃

)
.

In this instance, price elasticity is negative because the price quoted to the customer

is independent of their referral price and has no indirect relationship with willingness

to pay.

3.3 Parameter estimation

Given a sample of n quotes with prices q, customer responses y and covariate matrix

X, with ith row xi =
{

x
(c)
i ,x

(r)
i ,x

(q)
i

}
, the likelihood of θ is expressed by:

L (θ|y,q,X) =
n∏
i=1

P(yi|qi)P(qi)

=
n∏
i=1

π(qi; xi,θ)yi (1− π(qi; xi,θ))1−yi · 1

σq
φ

(
qi − x′q,iβq

σq

)
. (3.3.1)

Separating θ into the quote price parameters, θq =
{
βq, σq

}
, and referral price

parameters, θr = {βr, σr, ρ}, we can express the likelihood as a product of the condi-

tional likelihood for θr given θq, and the marginal likelihood of θq:

L (θ|y,q,X) = π (y; q,X,θ) · π (q; X,θq)

=

[
n∏
i=1

π(qi; xi,θ)yi (1− π(qi; xi,θ))1−yi

][
n∏
i=1

1

σq
φ

(
qi − x′q,iβq

σq

)]
.

(3.3.2)
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3.3.1 Identifiability

The quote price parameters can, if necessary, be estimated directly from observed

quote prices and covariates, although this does not use the information in L (θr|θq).

They are selected to maximise the pseudo-marginal likelihood, L (θq|q,X):

{
β̂q, σ̂q

}
= arg max

βq ,σq

n∏
i=1

1

σq
φ

(
qi − x′q,iβq

σq

)
, (3.3.3)

which is equivalent to obtaining the OLS estimates in a regression of price on the

covariates.

Suppose for now that instrumental variables are not included in the model, so

that x(q) = ∅ and xq = x(c). For simplicity, also assume x(r) = ∅ and xr = x(c). The

willingness to pay function then becomes:

π(q; x,θ) = Φ

(
1√

1− ρ2

[
x(c)

′
(

1

σr
βr −

ρ

σq
βq

)
− q

(
1

σr
− ρ

σq

)])
. (3.3.4)

Under this set up, the model is non-identifiable because it is possible for different

combinations of referral price parameters to produce identical values of the condi-

tional likelihood. To see this, notice that the two parameter combinations θ(1) ={
β̂q, σ̂q,β

(1)
r , σ

(1)
r , ρ(1)

}
and θ(2) =

{
β̂q, σ̂q,β

(2)
r , σ

(2)
r , ρ(2)

}
will produce the same val-

ues of the willingness to pay function if the following two equations are satisfied:

1√
1− ρ(1)2

(
1

σ
(1)
r

β(1)
r −

ρ(1)

σ̂q
β̂q

)
=

1√
1− ρ(2)2

(
1

σ
(2)
r

β(2)
r −

ρ(2)

σ̂q
β̂q

)
, (3.3.5)
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1√
1− ρ(1)2

(
1

σ
(1)
r

− ρ(1)

σ̂q

)
=

1√
1− ρ(2)2

(
1

σ
(2)
r

− ρ(2)

σ̂q

)
. (3.3.6)

Supposing βr contains pr unknown parameters, (3.3.5) and (3.3.6) consist of pr+1

equations in pr +2 unknowns and therefore admit no unique solution. Given ρ(1), β(1)
r

and σ(1)
r , for any σ(2)

r > 0, we could fix ρ(2) arbitrarily between -1 and 1. Then (3.3.5)

provides a linear expression for β(2)
r . However, in general there is a continuum of

pairs of values
(
σ
(2)
r , ρ(2)

)
that satisfy (3.3.6). The same is true when referral price

covariates, x(r), are introduced.

However when x(q) is non-empty and instrumental variables are included in (3.3.4),

the model no longer suffers from systematic non-identifiability. This is because another

equation is introduced, in addition to (3.3.5) and (3.3.6):

1√
1− ρ(1)2

ρ(1)

σ̂q
=

1√
1− ρ(2)2

ρ(2)

σ̂q
,

which allows ρ (and therefore βr and σr) to be identified.

3.3.2 Two-stage estimation

There are numerous re-parameterisations of the willingness to pay function (3.1.4),

although arguably the most intuitive form is given by:

π(q; x,θ) = Φ

(
1√

1− ρ2

[
xr
′
(
βr
σr

)
− 1

σr
q +

ρ

σq
εq

])
, (3.3.7)
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which also conforms to the control function approach in Rivers and Vuong (1988).

The noise term, εq ∼ N
(
0, σ2

q

)
, represents any unexplained variation in price. Then

q can be written as:

q = xq
′
βq + εq. (3.3.8)

Given that at least one instrument for price is available, the parameters are iden-

tifiable and estimates can be obtained in two stages. Firstly, θ̂q is obtained by a

straightforward linear regression of q on x(c) and x(q). The noise terms are estimated

by the residuals from this regression:

ε̂q,i = qi − xq,i
′
β̂q. (3.3.9)

These are then used alongside price to estimate the referral price parameters in a

probit regression:

Φ−1 (π(qi; x,θ)) = xi
′
γ + λ qi + ψ ε̂q,i. (3.3.10)

The customer responses y, are regressed against the referral price covariates, quote

price and quote price residuals to give the corresponding coefficients
{
γ̂, λ̂, ψ̂

}
. These

are raw or untransformed versions of the referral price parameters, φr, and the original

parameters are recovered by the following transformations:

ρ =
ψσq(

1 + ψ2σ2
q

)1/2 , (3.3.11)

σr = −
(
1 + ψ2σ2

q

)1/2
λ

, (3.3.12)

βr = −γ
λ
, (3.3.13)
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The transformations are obtained by solving the equations that emerge from equating

(3.3.7) and (3.3.10), and are denoted by θr = g(φr).

There are a number of reparameterisations of the willingness to pay function, as q

or εq can be written in terms of any rearrangement of (3.3.9). For practical purposes,

we favour using q and εq because there is a one-to-one relationship between the signs of

the untransformed and transformed versions of the referral price parameters: sgn(ψ) =

sgn(ρ), sgn(λ) = −sgn(σr). In other words, we require a negative coefficient for q in

the probit regression to obtain a valid estimate of the referral price variance, and a

positive coefficient for ε̂q to have a sensible estimate of ρ.

Since the quote price parameters are estimated in the first stage regression despite

also featuring in the willingess to pay function, this may imply some loss of information

about θq in the two-stage approach compared to maximisation of the full likelihood

(3.3.1). However provided that the sample size is large (as is the case here), the

impact on the parameters of interest, θr, should be small. Typically the quote prices

will contain much more information about the quote price parameters than the binary

responses of customers, and hence the two-stage approach is warranted. To explore

the efficiency loss associated with this assumption, the parameters of the models

in the simulated example in Section 3.5 were estimated both by maximising the full

likelihood (3.3.2) and by the two stage approach described here. There was a negligble

difference between the two sets of parameter estimates.
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3.3.3 Willingness to pay without endogeneity

In the absence of endogeneity, there are no sources of unobserved dependence between

price and the probability of sale and ρ = 0. The willingness to pay function then

simplifies to:

π(q; x,θ) = Φ

(
xr
′
(
βr
σr

)
− 1

σr
q

)
. (3.3.14)

Comparison with (3.3.7) reveals that the endogeneity bias causes the coefficients of

the willingness to pay function to inflate by a factor of (1− ρ2)1/2.

When endogeneity correction is used for predictive purposes, that is, to predict

the probability of a new quote being accepted, it is enough to normalise the probit

coefficients by (1− ρ2)1/2, or equivalently,
(
1 + ψ2σ2

q

)1/2. The new price q̃, and covari-

ates x̃, are then entered into the corrected willingness to pay function to predict the

probability of a sale.

The focus of this study is historical transaction data, in which prices are not

independent of willingness to pay and cannot be changed in isolation. We wish to

learn about the dependence between price and willingness to pay, and the degree of

endogeneity in the data. For that reason, out interest lies in estimating the parameters

of the referral price distribution rather than just the probit coefficients. We discuss

the use of the model for prediction in Chapter 5.
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3.4 Estimation of standard errors

3.4.1 Standard errors of parameter estimates

Standard errors for the quote price parameter estimates are obtained in the usual way

for a linear regression (e.g. Wooldridge (2002)). The variance of the coefficients is

given by Var(βq) = σq(X
′
qXq)

−1. Based on the result that (n − pq)s
2/σ2

q ∼ χ2
n−pq ,

where s2 is the variance of the quote price residuals and pq is the number of coefficients

in the model, a confidence interval for the quote price variance is calculated from the

quantiles of a Chi-squared distribution with n− pq degrees of freedom (Lehmann and

Casella, 2011).

Let Σ̂φr denote the inverse of the observed Fisher Information matrix from the

probit regession. Ordinarily, the standard errors of the probit coefficients from (3.3.10)

are taken from the diagonal entries of this matrix. However, these standard errors for

φr will not be accurate because the regression includes the residuals from the first

stage regression, ε̂q, which introduces an extra source of variation into the equation.

Since these residuals are an estimate of the true noise terms for the quote price,

εq, the sampling variance of the estimators for the referral price parameters will be

underestimated.

Petrin and Train (2003) outline a bootstrapping procedure for estimating the true

standard errors of a two-stage estimator. The first stage regression is repeated with

bootstrapped samples of the quote prices and quote price covariates; the quote price

residuals are then calculated and the probit regression is repeated by with the new

residuals. The variance in the probit coefficients over the bootstrapped samples is
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added to the estimated variance of the original probit coefficients, Σ̂φr , to give more

accurate standard errors for the referral price parameters.

Bootstrap procedure

For b = 1, ..., B:

Resample the quote price data, q(b),X
(b)
q .

Perform the first stage regression for the new set of prices and calculate

the residuals, ε̂(b)q :

q(b) = X(b)
q β̂

(b)

q + ε̂(b)q .

Perform the probit regression on the customer responses, y, using the

new set of residuals:

π (q; X) = Φ
(
Xrγ̂

(b) + λ̂(b)q + ψ̂(b)ε̂(b)q

)
.

Store the raw coefficients, φ̂
(b)

r =
{
γ̂(b), λ̂(b), ψ̂(b)

}
and transformed refer-

ral price parameters θ̂
(b)

r = g
(
φ̂

(b)

r

)
.

Denote the sample covariance matrix of the bootstrap estimates for θr

and φr by ΣB
θr and ΣB

φr
respectively.

The adjusted variance of the raw probit coefficients, which accounts for the error

in using ε̂q, is then given by:

Σ∗φr = Σ̂φr + ΣB
φr
. (3.4.1)
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Likewise, the adjusted variance of the referral price parameters is given by:

Σ∗θr = D
(
φ̂r

)T
Σ̂φrD

(
φ̂r

)
+ ΣB

θr . (3.4.2)

Here the Delta Method has been applied to the ML variance of the probit coefficients,

Σ̂φr , to give the corresponding variance of the transformed parameter estimates, θ̂r.

The Delta Method (e.g. Casella and Berger (2002, p.240)) uses a Taylor Series ap-

proximation to approximate the mean and variance of a function of a set of random

variables:

Var (h(z)) = Oh(z)TVar (z)Oh(z).

Recall that θr = g(φr) denotes the set of transformations given in (3.3.11) -

(3.3.13). Then D
(
φ̂r

)
is the matrix of partial derivatives of θr with respect to φr,

evaluated at the MLEs. Given pr parameters in βr, D (φr) can be expressed as follows:

D (φr) =


∂βr
∂γ

∂σr
∂γ

∂ρ

∂γ
∂βr
∂λ

∂σr
∂λ

∂ρ

∂λ
∂βr
∂ψ

∂σr
∂ψ

∂ρ

∂ψ
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where,

∂βr,j
∂γj

= −1

λ
, for j = 1, . . . , pr

∂βr,j
∂λ

= −γj
λ2
, for j = 1, . . . , pr

∂σr
∂λ

=
1

λ2
(
1 + ψ2σ2

q

)1/2
,

∂σr
∂ψ

= −ψ
λ
σ2
q

(
1 + ψ2σ2

q

)−1/2
,

∂ρ

∂ψ
= σq

(
1 + ψ2σ2

q

)−1/2 − ψ2σ3
q

(
1 + ψ2σ2

q

)−3/2
,

∂βr,j
∂ψ

=
∂σr
∂γj

=
∂ρ

∂γj
=
∂ρ

∂λ
= 0. for j = 1, . . . , pr

Equations (3.4.1) and (3.4.2) then provide a measure of precision for the referral

price parameter estimates, which corrects for the extra variation introduced by two

stage estimation, whereby the quote price residuals are used in place of the true noise

terms.

3.4.2 Standard errors of predictions

Standard errors for predictions of willingness to pay are also found by the Delta

Method. For a quote with covariates xr, quote price q, and estimated residual ε̂q,

willingness to pay is estimated by:

π̂(q; x) = Φ
(
x
′

rγ̂ + λ̂ q + ψ̂ ε̂q

)
. (3.4.3)

The variance of this prediction is given by:
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Var (π̂(q; x)) = w
(
φ̂r

)′
Σ∗φrw

(
φ̂r

)
. (3.4.4)

Σ∗φr is the variance of the probit coefficients, corrected in the manner described above,

and w
(
φ̂r

)
is a vector of partial derivatives of π̂(q; x) w.r.t. φr, evaluated at the

MLEs:

w (φr) =


∂π̂

∂γ
∂π̂

∂λ
∂π̂

∂ψ


where,

∂π̂

∂γj
= xjφ

(
x
′

rγ + λ q + ψ ε̂q

)
, for j = 1, . . . , pr

∂π̂

∂λ
= q φ

(
x
′

rγ + λ q + ψ ε̂q

)
,

∂π̂

∂ψ
= ε̂q φ

(
x
′

rγ + λ q + ψ ε̂q

)
.

When predictions are made on the probit-scale, both sides of (3.4.3) are trans-

formed by Φ−1(·). The variance of the prediction is estimated in much the same way,

except that the φ(·) terms in w (φr) are replaced by one.

3.5 Simulated example

A simple example with simulated data is used to demonstrate endogeneity and instru-

mental variable estimation for the model. Quote price and referral price are simulated
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as follows:

q = βq,0 + βq,1xc + βq,2xq + εq; εq ∼ N(0, σ2
q )

r = βr,0 + βr,1xc + εr; εr ∼ N(0, σ2
r)

A representative sample of 1,000 observations was generated, although typically much

larger sample sizes are available in observational studies.

Both the joint covariate xc and instrumental variable, xq, were sampled indepen-

dently from a Uniform(0,1) and parameter values used to generate the data are given

in Tables 3.5.1 and 3.5.2. Figure 3.5.1 shows that the joint dependence of quote price

and referral price on covariate xc gives the appearance of an upward-sloping willing-

ness to pay (WTP) curve and positive price elasticity. Both q and r are increasing

functions of xc with some added noise; however for low values of xc sales agents gen-

erally overestimate the effect of xc on referral price, whilst for high values of xc agents

understimate the relationship. The result is that for low quotes, quote price tends to

exceed referral price and these quotes are mostly rejected, whereas for high quotes,

referral price tends to exceed quote price and these quotes are mostly accepted. In the

plot on the far right, quotes have been divided into bins according to price (based on

deciles) and the average price for each bin is plotted against the proportion of quotes

which were accepted. The curve slopes upwards, giving the appearance of positive

price elasticity.
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Figure 3.5.1: Simulated example of quote and referral price as a function of unob-
served covariate xc, resulting in an upward-sloping WTP curve (right). A (0,1) line
is included in the centre plot for reference ( ).

Three models were fitted to the simulated data:

(1) Basic model

q = β̂q,0 + ε̂q; ε̂q ∼ N(0, σ̂2
q ).

Φ (π̂ (q; x)) =
β̂r,0
σ̂r
− 1

σ̂r
q.

(2) IV model

q = β̂q,0 + β̂q,2xq + ε̂q; ε̂q ∼ N(0, σ̂2
q ).

Φ (π̂ (q; x)) =
1√

1− ρ̂2

(
β̂r,0
σ̂r
− 1

σ̂r
q +

ρ̂

σ̂q
ε̂q

)
.
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Table 3.5.1: Estimates of mean parameters for simulated example

βq,0 βq,1 βq,2 βr,0 βr,1
Basic model 1.46 - - 1.49 -

(1.43, 1.52) - - (1.37, 1.61) -
IV model 1.03 - 0.75 1.34 -

(0.94, 1.12) - (0.75, 1.08) (1.34, 1.60) -
Full model 0.02 2.00 0.96 -1.16 5.32

(-0.06, 0.10) (1.90, 2.11) (0.85, 1.07) (-1.69, -0.63) (4.28, 6.37)
True 0 2 1 -1 5

(3) Full model

q = β̂q,0 + β̂q,1xc + β̂q,2xq + ε̂q; ε̂q ∼ N(0, σ̂2
q ).

Φ (π̂ (q; x)) =
1√

1− ρ̂2

(
β̂r,0
σ̂r

+
β̂r,1
σ̂r

xc −
1

σ̂r
q +

ρ̂

σ̂q
ε̂q

)
.

In the first two models, the joint covariate xc is treated as unobserved. The basic

model therefore excludes xc from both the quote price and referral price models, and

also excludes the instrumental variable xq. This provides a naive estimate of the

WTP function, since quote price is assumed to be independent of willingness to pay.

In the instrumental variables model, xq is introduced to the quote price model. The

residuals from this model are then entered into the probit regression to correct for

endogeneity between quote price and referral price caused by xc. The full model is a

true representation of the data generating process and includes both covariates.

Tables 3.5.1 and 3.5.2 provide the parameter estimates from each model, alongside

95% confidence intervals and the true parameter values. In the basic model, the

quote price residuals are not included in the WTP function. Therefore the procedure

outlined in Section 3.4.1 for correcting standard errors of the referral price parameters
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Table 3.5.2: Estimates of variance parameters for simulated example

σq σr ρ
Basic model 0.80 -2.55 -

(0.73, 0.88) (-2.67, -2.52) -
IV model 0.76 1.51 0.78

(0.70, 0.83) (1.03, 1.98) (0.68, 0.89)
Full model 0.49 0.51 0.01

(0.45, 0.54) (0.32, 0.69) (-0.25, 0.24)
True 0.5 0.5 0

is unnecessary. The standard errors of the parameters are taken directly from the

inverse of the Observed Fisher Information, and confidence intervals are based on a

normal approximation to the distribution of the estimators. However for the IV and

full model, a correction must be applied to the standard errors of
{
β̂r,0, β̂r,1, σ̂r, ρ̂

}
for

using ε̂q in place of the true noise terms. The bootstrap method was used, in which

observations are repeatedly sampled with replacement and the model is refitted. In

this case the data was resampled 1,000 times. The variance of the bootstrap parameter

estimates is then added to the estimated variance from the original model fit. The sum

of these terms gives the corrected standard errors, which were then used to construct

confidence intervals in the standard way.
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Figure 3.5.2: The relationship between willingness to pay and the estimated quote
price residuals from each model.

Figure 3.5.2 shows the relationship between willingness to pay and the estimated

price residuals from each model. In the basic model, ε̂q is effectively quote price and

the relationship is identical to that shown in Figure 3.5.1. Since the common covariate

xc is missing from the model, the parameter estimates suffer from omitted variable

bias. The coefficient for price in WTP function is positive and results in an invalid

estimate for σr of -2.55.

The instrumental variable model includes xq, so that the quote price residuals

contain the true noise terms, εq, and the effect of xc. Then since xq is correlated

with q, but independent of ε̂q and r, the inclusion of both q and ε̂q in the WTP

function allows us to identify changes in willingness to pay produced by q, which

are independent of xc. The co-dependence of quote price and referral price on xc is

captured by residual correlation and we obtain a more sensible estimate for σr. The

centre plot of Figure 3.5.1 shows that the proportion of acceptances increases with ε̂q,

and the parameter estimates reflect this positive price elasticity, as ρ̂ > σ̂q/σ̂r.

The full model captures all variation in quote price and referral price produced
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by the covariates. The residuals from the quote price model represent variation in q

which is independent of xc and hence also independent of referral price. A negative

relationship therefore emerges between the proportion of accepted quotes and ε̂q, as

a large noise term indicates a higher than average quote price (for a given level of xc)

and is more likely to be rejected. Confidence intervals for the parameters contain the

true values and ρ̂ ≈ 0.
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Figure 3.5.3: Predictions of willingness to pay for a new sample, alongside observed
acceptance rates for the IV and full model.

Figure 3.5.3 shows acceptance rates for a new sample of quotes, generated in the

same way as the training sample. Observed willingness to pay gives the proportion of

quotes in which referral price exceeds a given value for q. Predictions of willingness

to pay were made from the estimates for the IV model and full model. Since price

is now fixed and no longer a random variable, willingness to pay is estimated from

(3.1.5) as follows:
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IV model

Φ (π̂ (q; x)) =
β̂r,0
σ̂r
− 1

σ̂r
q.

Full model

Φ (π̂ (q; x)) =
β̂r,0
σ̂r

+
β̂r,1
σ̂r

xc −
1

σ̂r
q.

Under the full model xc is assumed to have been observed, and so for a given value

of q, willingness pay was predicted for all values of xc observed in the new sample

and then averaged. Estimates of willingness to pay are close to the observed values,

as expected. Although xc is omitted from the IV model, the higher estimate for σr

accounts for this extra source of variation in referral price. Hence the effect of price

on willingness to pay is accurately captured by the model.

3.6 Modelling considerations

In this section we introduce some possible extensions to the willingness to pay model,

including a transformation for price, random effects, and non-linear covariate effects.

3.6.1 Treatment for non-normality

Since prices are always positive, the normality assumption on εq may not be suffi-

ciently close to the truth and this may invalidate inferences drawn from the fitted

model. In most cases and particularly in our application, variation in quote prices is

small relative to the average price and hence the constraint for price to be positive is

not violated by assumptions of normality. However, in instances where a normal dis-
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tribution for εq is not supported by the data, for example due to skewness, price can

be transformed into a variable for which a normal assumption is more appropriate.

One such example is the Box-Cox transformation (Box and Cox, 1964), which can

be used to define a new, transformed price:

q∗ = f(q) =
qη − 1

η
. (3.6.1)

Provided that f defines a monotonically increasing transformation, the procedure

described in Section 3.3.2 remains unchanged, as the same transformation can be

applied to referral price, r∗ = f(r). There are no theoretical implications for the

model, since q∗ and r∗ can be assumed to have a joint normal distribution and the

willingness to pay function is defined by P (R∗ > q∗| q∗) rather than P (R > q| q).

Correction for endogeneity proceeds in the same way, and the probit regression is

performed on q∗ and the associated residual, ε̂∗q.

The transformation should have no tangible consequences for goodness of fit of the

probit model, (3.3.10), since referral price is a latent variable. In order to confirm this,

a Hosmer-Lemeshow test is performed on the standard model, as originally presented

in Section 3.3.2, and also on the optimally transformed model, which uses q∗ and r∗.

Details of the Hosmer-Lemeshow test are provided in the next section. Given this

assumption, η is chosen to maximise the pseudo-marginal likelihood for quote price:

L (θq, η|q,X) =
n∏
i=1

1

σq
φ

(
q∗i − x

′
q,iβq

σq

)
q
(η−1)
i ,

where the last term comes from the Jacobian of the transformation. It is straightfor-
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ward to compile a profile likelihood for η; first by fixing η to some value and fitting

the quote price model to the transformed price variable, then calculating the above

likelihood value and repeating this for various values of η.

3.6.2 Measuring goodness of fit

Goodness of fit of both the quote price model and referral price model can be measured

by Akaike’s Information Criterion (AIC) or Bayesian Information Criterion (BIC).

Both measures are based on the likelihood function and penalise model complexity:

AIC = −2`+ 2p, (3.6.2)

BIC = −2`+ p log(n), (3.6.3)

where ` is the log-likelihood value at the MLEs, p is the number of parameters, and n

is the sample size. A model with a lower AIC or BIC value provides a better fit to the

data than a model with higher values; and a larger difference in either AIC or BIC

indicates stronger evidence for one model over the other. BIC values parsimony more

strongly than AIC as it has a larger penalty for the number of model parameters,

whereas AIC has a non-zero probability of overfitting, even for large samples (Hughes

and King, 2003). For this reason, BIC is preferred for model selection here.

A Bayes factor measures the strength of evidence that a dataset was generated by

one model over another, by the ratio of the marginal likelihoods of each model (see

Section 2.4 for a definition of marginal likelihood). Model selection based on BIC

uses the result that when sample size is large, the difference in BIC values between
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two models can be used to approximate the Bayes factor (Kass and Raftery, 1995).

Then in selecting between two models with BIC values of BIC1 and BIC2, where

BIC1 < BIC2, if BIC2 − BIC1 > 6 there is strong evidence against Model 2 as a

suitable model for the data, compared to Model 1.

The Hosmer-Lemeshow test is a method of assessing goodness of fit for models with

a binary response variable (Hosmer and Lemeshow, 1980). Observations are ordered

by their predicted probabilities and then partitioned into G groups of roughly equal

size. For each group, the observed (Og) and expected (Eg) number of successes is

computed, where the latter is given by the sum of the fitted probabilities. These are

then used to calculate the test statistic:

T =
G∑
g=1

(Og − Eg)2

Eg

(
1− Eg

ng

) ,
where ng denotes the number of observations in group g. Then provided that (p+1) <

G, the test statistic approximately follows a Chi-square distribution with G−2 degrees

of freedom when the model is specified correctly. Hence a significant p-value (< 0.05)

is indicative of poor model fit.

3.6.3 Non-linear covariate effects

In some circumstances, a non-linear relationship between a covariate and response

can be represented in a linear fashion by transforming the covariate. For example,

log-transformation of positively skewed and large scale variables is a common prac-

tice. However, when the non-linear relationship cannot be represented by a simple
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transformation, or by a polynomial of reasonable degree (<4), a piecewise linear trans-

formation can be used. Here, the domain of the covariate is divided into segments

and a linear function is fitted between the covariate and response in each segment.

The segments are defined by knots, xk =
(
x(1), x(2), . . . , x(s)

)
, and the transform is

denoted by:

k(x,xk) =



x(
x− x(1)

)
· I
[
x > x(1)

]
...(

x− x(s)
)
· I
[
x > x(s)

]


. (3.6.4)

The vector, k(x,xk), is calculated for each observation and included in the model

as a regressor. The corresponding set of coefficients, β =
(
β(0), β(1), ...β(s)

)
defines

the slope of the line in each segment, and is estimated in the standard way. For

x ∈
[
x(A), x(A+1)

)
, the slope of the line is given by

∑A
a=0 β

(a). Selection of the number

of knots, s, and knot locations, xk, is a matter of model selection. To avoid overfitting

by introducing unnecessary knots, K-fold cross validation is used, whereby the sample

is divided into K sub-samples of equal size. Generally K is chosen as 10. For a given

number of knots, the knot locations are selected by fitting to the full sample and

minimising BIC. Then the first sub-sample is removed from the sample and the model

is refitted, after which the mean square error (MSE) is calculated for the removed sub-

sample. This is repeated for all K sub-samples and the MSE is averaged. Then s is

selected as the number of knots which produces the lowest average MSE.

The above linear function and other piecewise polynomial functions are jointly
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referred to as regression splines, which allow for flexible specification of the relationship

between a covariate and response. The most popular, a cubic spline, is continuous

up to a second derivatives and so models the response as a smooth function of the

predictor variable. The degree of smoothing is controlled by the basis dimension,

which is effectively controlled by the number of knots specified for the spline. However

for penalised regression splines, smoothness is controlled by introducing a penalty term

to the objective function, which is proportional to the integrated square of the second

derivative of the spline. Then provided that the number of knots is overspecified,

neither the exact number of knots nor the knot locations have a great deal of influence

on model fit (Wood, 2006, p.128). Smoothness is therefore determined by the size of

the penalty term or the smoothness parameter, τ , and as τ →∞, the spline tends to a

straight line. The smoothness parameter is estimated by minimising the Generalised

Cross-Validation (GCV) score, which is equivalent to the expected squared error in

predicting a new variable.

3.6.4 Random effects

In addition to the effects of covariates, random effects are a useful approach to mod-

elling unobserved heterogeneity or excess variability between the units or subjects in

a sample. They account for correlation between the responses for a particular subject

or unit that persists even after removing the effects of covariates (Collett, 2002). The

standard mixed effects linear model is described by:

q = Xβ + Zb + ε,
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where ε1, . . . , εn are iid N(0, σ2) and b1, . . . , bm are iid N(0, σ2
b ). The regression pa-

rameters are made up of the population-specific parameters, β, σ2 and σ2
b , and the

subject-specific effects b. The (n ×m) matrix Z is comprised of 0’s and 1’s, where

each row contains a single non-zero entry indicating the relevant subject for the ob-

servation. Covariates with a fixed effect on the response are included in the (n × p)

matrix X.

The random effect captures systematic deviations from the expected value of the

response, which are not accounted for by the fixed effects. For example, a customer

random effect in the quote price model would mean that the prices offered to a partic-

ular customer tend to deviate from the average by a consistent amount. For customer

j, this amount is bj. Then the residuals εj are independent of each other and of all

other sources of variation in the customer’s quote prices. If a random effect is omitted

and residual correlation exists between the responses of each subject, estimates of the

fixed effects will be biased and inconsistent.

The parameters σ2 and σ2
b are referred to as variance components. The fixed ef-

fects parameters, β, and variance components can be estimated by ML estimation, for

which the random effects are integrated out of the model. This introduces some bias

into estimates of the variance components, due to the loss of degrees of freedom in-

volved with estimating the fixed effects (Verbeke and Molenberghs, 2000). Restricted

Maximum Likelihood Estimation (REML) circumvents this bias by maximising the

likelihood of some error contrasts, u. Each u is a linear combination of q with ex-

pectation zero, and hence the distribution of u is independent of the fixed effects.

However, since a change in the fixed effects leads to a different set of error contrasts,



CHAPTER 3. MODELLING WILLINGNESS TO PAY 71

the likelihoods of two models with different specifications of fixed effects are not di-

rectly comparable (Faraway, 2004). For this reason, and also because the bias in

estimates of variance components will be small for large samples, we use maximum

likelihood estimation.

Estimates of the random effects themselves are often of interest, since they allow us

to identify individuals whose behaviour deviates most from the population average. In

a willingness to pay context, customers with extreme random effects values are those

that are most price-sensitive or price-insensitive and therefore the customers who are

most likely to respond to customised pricing strategies. For customers with few quotes,

estimates use ‘borrowing strength’ across customers which means that random effects

are shrunk towards a common mean. A natural predictor of the random effects, b̂, is

obtained by minimising the mean squared prediction error, E[(b̂−b)
′
(b̂−b)], where

the expectation is taken over both b and q. This gives the Best Linear Unbiased

Predictor (BLUP):

b̂j = E(bj|q) =
σ̂2
c

σ̂2 + njσ̂2
c

∑
i∈Cj

(
qi − x

′

iβ̂
)
, (3.6.5)

where Cj is the set of indices corresponding to subject j, and nj is the number of

indices in this set. This is also referred to as empirical Bayes prediction, as (3.6.5)

gives the mean of the empirical posterior distribution of bj. The term ‘empirical’ is

used because the distribution is conditional on estimates of the model parameters.

The standard error of the prediction is given by:
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Var(bj|q) =
σ̂2
b σ̂

2

σ̂2 + njσ̂2
b

. (3.6.6)

Then (3.6.5) and (3.6.6) can be used to predict the responses of subjects in the

training sample. For new subjects, predictions are made from just the fixed effects,

which represent the population average.

Assessing the significance of random effects requires testing hypotheses of the form

H0 : σb = 0 vs. H1 : σb > 0, which are on the boundary of the parameter space and

hence change the asymptotic distribution of some classical test statistics (Verbeke and

Molenberghs, 2000). Several authors have studied the number of degrees of freedom

to include in the penalty terms of the AIC and BIC for mixed models (Müller et al.,

2013; Greven and Kneib, 2010; Delattre et al., 2014). Here we use the approach of

Delattre et al. (2014):

BIC = −2`+ p log(n) + 2 log(m),

where m is the number of subjects in the sample, p is the number of fixed effects and

` is the maxmised log-likelihood of the marginal model, in which the random effects

have been integrated out.

A customer random effect in the probit regression would represent the idea that

some individuals are more prone to accept a price than others. A probit model with

mixed effects is denoted by:
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Φ−1 (p) = Xγ + Zd,

where pi(i = 1, . . . , n) is the probability of a success and d1, . . . , dm are iid N(0, σ2
d).

Then on the nj occasions that customer j requests a quote, their referral price de-

viates from the expected referral price under a given set of covariates by dj. The

above generalised linear mixed effects model can be fitted by ML estimation, in which

Gaussian quadrature is used to marginalise over the random effects. Generalisations

of the empirical Bayes predictors (3.6.5) and (3.6.6) are available for the random

effects (Skrondal and Rabe-Hesketh, 2009).

We have assumed here that the two customer effects - a random effect on the quote

price, bi, and a random effect on the referral price, di - are independent, but this need

not be the case. It is also possible for the random effects to be correlated,

bj
dj

 ∼ N

0,

 σ2
b ωσbσd

ωσbσd σ2
d


 .

In this case, two stage estimation cannot be used, as each random effect cannot

be integrated out of the model separately. Maximum likelihood estimation of the full

model must be performed, after marginalising over both sets of random effects. With

multiple random effects in the model, this quickly becomes a computationally intensive

and complex procedure and so for convenience, we assume independence between the

random effects of the quote price model and referral price model. Further details are

provided in Sections 4.2.3 and 4.4.2. If a random effect on the quote price and a
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random effect on the referral price are wrongly assumed to be independent, this will

result in a higher residual correlation between the two variables.



Chapter 4

Heating Oil Case Study

Here we present an overview of the heating oil market and introduce the data available,

highlighting some of the key relationships between variables. This is followed by an

examination of empirical willingness to pay, the relationship between price and the

proportion of acceptances observed in the sample data. We then provide a description

of the process through which we created an appropriate model for the data, including

the selection of predictors, transformations of the data and the introduction of random

effects. The chapter concludes with a comparison of the model estimates to the

standard willingness to pay curve in which instrumental variables are not included to

correct for endogeneity.

4.1 The market for heating oil

Approximately 15% of UK households are not connected to the mains gas grid, and of

these, 1.6 million use kerosene to heat their homes. Although mostly located in rural

75
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areas these households are geographically dispersed, covering all social grades and a

broad range of income profiles, and therefore customer heterogeneity is a prominent

feature of the market (OFT, 2011). Kerosene is typically stored in a tank which is

kept externally and customers purchase kerosene from a supplier who delivers the oil

directly to the tank.
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Figure 4.1.1: Daily average retail price, wholesale price and spot price of kerosene
over the study period.

The retail price is the price quoted to the customer, in terms of pence per litre, and

is comprised of two components: the wholesale price paid by the seller to purchase the

oil, and the seller’s mark-up. Figure 4.1.1 demonstrates that the retail price is heavily

determined by the wholesale price, and the latter portion of the study period saw

steadily rising inflation of prices. Kerosene is distilled from crude oil and around one

quarter of UK kerosene production is used as heating oil, with the remainder being
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used for jet fuel. As such, the wholesale price for heating oil is typically defined with

reference to the international wholesale price of jet kerosene, referred to here as spot

price; and spot price itself is determined by the price of crude oil (OFT, 2011, p.99).

Volatility in crude oil prices means that the wholesale price can vary between ±10% of

the average in any given day. As a result, two identical customers who request quotes

on separate days can expect to pay considerably different prices. Furthermore, the

nature of the sales process, whereby prices are offered on a transaction-by-transaction

basis, means that the retail price is also influenced by individual customer negotiations

and short-term fluctuations in demand, as well as selective discounting.

4.1.1 Description of dataset and data cleaning

The sample data contains the details of quotes made by a particular supplier over an

18 month period beginning in January 2006. Descriptions of the variables provided,

as well as those created for modelling purposes, are shown in Table 4.1.1.

The seller operates 39 depots across the UK, and over the study period orders

for deliveries from these depots were managed by a team of 302 sales agents. The

vast majority of customers use the same depot for every order and a third of cus-

tomers requested just one quote over the study period, whilst 23% requested two and

18% requested three. Most customers requested the same amount of fuel for each

quote. For quotes with missing values for volume, these were estimated by the vol-

ume requested by the same customer in other quotes, provided that the orders were

consistent. Some customers will ‘shop around’ and request multiple quotes within a

short period of time. If a customer was found to have multiple quotes within a seven
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Table 4.1.1: Variable definitions

Name Description
y binary variable indicating whether the quote was accepted

or not
retailPrice∗ price quoted to customer
wholePrice∗ wholesale price of kerosene at the time of the quote
spotPrice∗ international wholesale price of jet kerosene
margin∗ retailPrice - spotPrice
cost∗ wholePrice - spotPrice
cust code representing customer requesting quote
agent code representing sales agent responsible for the quote
depot code representing depot from which the delivery was made
day index representing date of quote

month month in which the quote was requested
vol volume of fuel requested (in L)
temp average local temperature on the day prior to the quote (in

◦C)
postcode first half of customer’s postcode

dist approximate distance (in km) between the customer and
depot

quoteNum no. of quotes requested by the customer from the beginning
of the study period up to and including the present quote

quoteInt no. of days between customer’s present quote and their pre-
vious quote

quoteHist code representing the customerï£¡s response to their last four
quotes

depotCount total no. of quotes requested at the depot on the day of the
quote

volCount total volume of fuel sold at the depot on the day of the quote
(in L)

callTime approximate duration of the call in minutes, calculated by
inverting the no. of calls taken by the agent that day and
multiplying by 480 (the no. of minutes in a working day)

shop binary variable indicating whether a customer has been
noted to request multiple quotes within a week (and there-
fore shop around)

quoted binary variable indicating whether the agent offered a price
which deviated from the reference price given by the CRM
system

*in pence per litre (ppl)



CHAPTER 4. HEATING OIL CASE STUDY 79

day period, they were labelled as shopping around. Since the quotes are related to

the same order, only the last quote was kept in these instances, as the customer’s final

decision would have been determined on that basis.

Depot locations were approximated using customers’ postcodes; the latitudes and

longitudes associated with each postcode were averaged across all customers using

a particular depot, and this formed a proxy for that depot’s location. A number

of recording errors were present for the variables retailPrice and wholePrice, for

example where a decimal place had been misplaced. Given the magnitude of sus-

pected outliers, and the tendency for these variables to remain relatively stable over

the short-term whilst displaying a long-term trend, quotes were marked as being

recording errors based on a moving average alongside a moving measure of spread.

For each day of the study period d, an expected daily price x̄d and daily spread s2d

were calculated from the set of quotes occuring within a 31 day interval centred on

d, D = {day : (d− 15) ≤ day ≤ (d+ 15)}. This was given by the sample median and

variance of x for the quotes in D, and a tolerance was set, δ, based on visual inspection

of the data. Then quotes occuring on day d, which fell outside of the range x̄d ± δsd

were labelled as recording errors and removed.

Missing temperatures were interpolated from quotes requested on the same day,

for the nearest customer. A handful of quotes were recorded on weekends and bank

holidays and these were removed, since they occurred outside the normal operating

hours of the business. Finally, quotes with missing information were removed and the

remaining sample contained approximately 306,000 quotes for 111,000 customers.
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4.1.2 Selection of price and cost variables

Before the willingess to pay model can be fitted, it is necessary to consider the pro-

cess by which customers will form a referral price. Almost all customers are served

by at least four suppliers, and although customer loyalty to a particular supplier is

commonplace, customers are able to (and some indeed do) shop around (OFT, 2011).

In general, suppliers operating in the same area will be subject to the same whole-

sale price. For example, in pairwise comparisons between depots of the daily average

wholesale price, the Pearson correlation coefficient ranged between 0.70 and 0.99. As

a result it is the mark-up over the wholesale price, rather than the retail price itself,

which encourages substitution between suppliers. However wholesale price is volatile

and for any given depot, can vary by up to ±10% around the daily average over

the course of a day. A more realistic proposal is that customers’ price expectations

are formed relative to the spot price, which is widely published and fixed across the

UK each day. It can therefore be argued that rather than mark-up over wholesale

price, retailPrice - wholePrice, willingness to pay is determined by retailPrice

- spotPrice.

The cost of the sale is typically an effective instrument for price, since it affects the

price offered by the seller but not willingness to pay (Zhang et al., 2014; Fong et al.,

2010). The plot on the left of Figure 4.1.2 shows mark-up over the wholesale price

has a weak and slightly negative correlation with wholesale price. This suggests that

changes to the seller’s cost are not fully transferred to the customer. Likewise, the

mark-up over the spot price is weakly correlated with spot price. In linear regressions
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for both of these relationships, the R2 value was less than 0.01. On the other hand,

if retail price and wholesale price are both standardised by subtracting spot price,

a positive and stronger correlation emerges, with an R2 value of 0.06. An increase

in the wholesale price over the spot price is passed on to the customer via a higher

mark-up over the spot price. The latter relationship would therefore be more effective

for endogeneity correction.

Figure 4.1.2: Different representations of the relationship between price and cost,
based on retail price, wholesale price and spot price, with a line of best fit ( ).

For these reasons, cost is defined by the difference between wholesale price and

spot price; and our interest lies in quantifying the relationship between margin and

willingness to pay, where margin is the mark-up over spot price. In using margin as

the price variable, industry-wide cost levels are separated from deal-specific pricing

decisions.

4.1.3 Exploratory data analysis

Seasonality of prices is demonstrated in Figure 4.1.3. Margins are generally lower

during the summer months, when higher temperatures result in lower demand, and
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they peak around January/December. There is also more variability in 2007 compared

to the previous year.
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in average retail price, with a line of best fit ( ) and (0, 1) line for reference ( ).

A widely held belief in econometrics is that prices do not move in the direction
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or magnitude indicated by cost changes, referred to as price asymmetry (Elmaghraby

et al., 2012). In particular, sellers are quicker to pass on cost increases to consumers

than they are to respond to a fall in costs. There is no compelling evidence for this

effect in Figure 4.1.4, which shows changes in the average daily wholesale price and

retail price. Under price asymmetry, the slope of this graph is expected to exceed

one, however price changes are generally more variable than cost changes and only a

weak relationship emerges.
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Figure 4.1.5: Average features for each depot. Points are colour coded by depot and
in the left and right plots, point size is proportional to the number of quotes requested
for each depot. In the centre plot, point size is proportional to average margin for
each depot.

The size of depots varies considerably, with the largest having 8,000 customers

and the smallest having 150 customers, and sales between these depots can differ by

a factor of almost 60 (see Figure 4.1.6). As a result, pricing decisions and purchasing

behaviour associated with each depot can vary from one depot to the next, as shown in

Figure 4.1.5. Some of the smaller depots offer higher margins on average and yet also

have higher acceptance rates. A possible explanation for this is that smaller depots

have more loyal customers, since they are likely to be in rural locations with fewer
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competitors. At the other extreme, large depots face stronger competitive pressure

and offer lower margins to maintain a 60-70% acceptance rate.

Willingness to pay appears to be higher for depots with local customers, where

distance from customer is small, despite these depots offering relatively higher mar-

gins. Whereas depots that are fairly isolated from their customers offer lower margins

and also have lower willingness to pay. This suggests that customers living closer to a

depot are less price sensitive. Figure 4.1.6 shows daily volume of sales for two depots.

There is strong seasonality in sales at the larger depot, while sales at the smaller

depot are relatively constant over time with long periods of zero sales, presumably

because the depot was not operating.
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Figure 4.1.6: Total volume of fuel sold per day at one of the largest ( ) and smallest
( ) depots.

Spatial variation in prices can be expected as a result of regional differences in

temperature and transportation costs. Figure 4.1.8 presents the average margin for

each postcode on the busiest day in the study period, and indicates that prices tend
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to be lower in North-East England, by almost 10 ppl.
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Figure 4.1.8: Average margin for each
postcode on 27th Feb 2006, the busiest
day of the study period.
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Figure 4.1.9: Relationship between dist and margin (left) and dist and acc (right).
Observations have been binned according to quantiles of dist.

Used as a proxy for delivery and transportation costs, dist is the straight-line

distance between the customer’s postcode and the approximate location of the depot.

Figure 4.1.9 shows that variation in margin over the customer’s distance from the
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depot is small; however customers living further away are generally less likely to

accept a quote, presumably because these customers will compare quotes with more

local suppliers.
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Figure 4.1.10: Average margin and acceptance rates (with 95% confidence intervals)
across orders of different sizes. Quotes were divided into bins according to volume.

A key variable is the volume of fuel requested since many suppliers offer a quan-

tity discount, and this effect was prominent in the sample data (Figure 4.1.10). A

difference of over 2 ppl was found between the average margin offered for 500 litres

(the minimum order size) compared to orders twice as large. A plot of volume against

the proportion of sales also indicates that customers who request more fuel are more

likely to reject their quotes; presumably because minor differences in the pence per

litre quote will have a larger impact on the price of their total order and so the ben-

efits of shopping around are greater. Figure 4.1.11 shows that three times as much

fuel is sold on colder days compared to warmer days, which is consistent with the

seasonality of price. However, orders on warmer days are larger by an average of 100

litres. Since some customers are known to use kerosene to heat swimming pools, we
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can expect these customers to request more fuel over the summer. There may also

be some strategic behaviour on the part of customers, who take advantage of lower

prices by ordering more fuel.
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Figure 4.1.11: Relationship between volumes requested by customers and tempera-
ture. Quotes were divided into bins according to temperature.

Given that a sales agent has access to the customer’s purchase history at the

time of the quote, this is likely to have a strong influence on the price offered by

the agent. Figure 4.1.12 shows how margin and willingness to pay varies according

to the number of quotes the customer has previously requested in the sample. New

customers (a quote number of one) are offered the lowest prices and are also least

likely to accept the quote. Long-standing customers are charged higher margins on

average, but despite this, they are also more likely to accept a quote.
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Figure 4.1.12: Average margin and acceptance rates (with 95% confidence intervals),
according to the number of quotes the customer has previously requested.

However, if we examine purchase history at a more detailed level, it becomes

apparent that Figure 4.1.12 does not capture the full extent of customer differences

in price and willingness to pay. A customer’s previous responses are represented by

quoteHist, in which customers are divided into 31 categories depending on their

responses to their four previous quotes. A quote may have been accepted (1) or

rejected (0) or not occurred (E), hence customers in the 110E category have three

previous quotes and accepted their last two quotes and rejected their first quote.

Figure 4.1.13 shows the average margin and willingness to pay for quotes that fall

into each of these categories. Customers who call for a second time are offered margins

0.5p lower than new customers if they rejected their last quote, whereas customers that

accepted are charged 0.8p more. A similar trend is found amongst customers with four

or more quotes. Customers who accept twice in their four previous quotes are charged

moderately higher margins than customers who accepted once, and moderately lower
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Figure 4.1.13: Average margin and acceptance rates (with 95% confidence intervals)
across orders at different stages of the customer’s purchase history. Categories have
been grouped for easier interpretation: one or no previous quotes, two previous quotes,
three previous quotes and four or more previous quotes.
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margins than customers who accepted three times. Loyalty is penalised, rather than

rewarded, as customers who always accept are offered the highest margins on average.

A similar pattern is evident amongst the average acceptance rates for each category.

It is also important to note that acceptance rates differ by how recently a customer’s

previous acceptance occurred. For example, all customers in categories 0001, 0010,

0100 and 1000 accepted one of their four previous quotes. However customers who

accepted their most recent quote (1000) are more likely to accept their next quote,

compared to customers in the other categories. The same affect does not appear to

be present for margin.
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Figure 4.1.14: Relationship between quoteInt and margin (left) and quoteInt and
acc (right). Observations have been binned according to the number of days since
the customer last requested a quote.

More active customers can be defined as those who frequently contact the seller

to request a quote. This is captured by the variable quoteInt, which counts the

number of days since the customer previously requested a quote. Figure 4.1.14 shows
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that customers who rarely request a quote are much less likely to accept, presumably

because they tend to purchase fuel from other suppliers and are therefore price sen-

sitive. Generally acceptance rates decrease as customers become less active, however

customers who request a quote less than 50 days after their previous quote are not in

keeping with this trend. This may be due to customers shopping around or delaying

purchases in the hopes of lower future prices.

4.1.4 Empirical willingness to pay

From the sample data we can examine empirical willingness to pay, or the relationship

between margin and the proportion of sales. The curve indicates the presence of

positive elasticity for intermediate margins, where the proportion of sales increases

with margin. At a superficial level, this implies that customers who are offered 10 ppl

are more likely to accept their quote than customers who are quoted 4 ppl. With few

exceptions, products and services are generally subject to negative price elasticity,

since the proportion of customers willing to pay a given price is a strictly decreasing

function of price. Under the basic referral price framework introduced in Section 2.1.2,

positive price elasticity implies a decreasing distribution function for referral prices,

so that FR(q) > FR(q + h) for h > 0. Clearly then, price cannot be assumed to be

independent of willingness to pay in this case.
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Figure 4.1.15: Proportion of quotes accepted for different intervals of margin, or q.

In Section 3.2 a simple example of positive price elasticity was demonstrated with

simulated data. The same underlying relationships are likely to be responsible for

the trend shown in Figure 4.1.15. Since quotes are offered in real-time to individual

customers, the quote price q is essentially the sales agent’s estimate of the customer’s

referral price, r. We would therefore expect some form of dependence between q

and r, whereby agents are able to detect to some extent when a customer is willing

to pay more; and so they offer higher prices to customers with higher referral prices.

However if agents’ estimates of referral price were equally accurate across the customer

population, the proportion of sales would be constant and independent of price. The

trend shown in the empirical willingness to pay curve suggests some form of bias in

agents’ estimates. More specifically, a lower acceptance rate for low margins implies

that agents tend to overestimate the referral price of low-paying customers, so that
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these customers are more likely to reject their quotes. Whereas the higher acceptance

rate at higher margins implies that agents are underestimating the referral price of

high-paying customers.

The exploratory data analysis in the previous section provided strong evidence

for the joint dependence of price and willingness to pay on a number of covariates,

including the volume of the order and the customer’s purchase history. These serve to

confound the relationship between price and the probability of acceptance, and must

be included in the model in order to estimate the causal effect of price on willingness

to pay. Estimation is complicated further by unobserved sources of dependence, in

which case instrumental variables must be used to correct the resulting endogeneity

bias.

4.2 Modelling procedure

The following section describes the steps taken to fit the joint bivariate Gaussian

model from Chapter 3 to the heating oil data introduced here. The model is fitted

in two stages; firstly by performing a linear regression for the seller’s pricing process

(the quote price model) and then a probit regression for the customer’s purchasing

decision (the referral price model).

4.2.1 Heteroscedasticity

An initial quote price model was fitted including all of the covariates in Table 4.1.1

with a significant effect (measured by BIC), and also including random effects for
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cust, agent, and day. Diagnostics for the model revealed heteroscedasticity in the

residuals. In particular, the residual variance ranges from 0.72 to 5.33 when the

residuals are grouped according to depot. Figure 4.2.1 displays kernel density esti-

mates of the residuals from the initial quote price model for each depot. The plot

suggests variance is not constant across the different depots in the sample, and dis-

plays some skewness for depots with a larger spread of residuals. Levene’s test also

rejects the constant variance assumption (Levene, 1960). Whilst heteroscedasticity

does not cause OLS estimates to be biased, it can bias standard errors and therefore

affect tests of significance. This is problematic for the identification of instrumental

variables, which are required to have a strong association with price.

The heteroscedasticity of residuals across depots is symptomatic of different pric-

ing processes for depots. Given that the competitive climate and size of the local

market varies considerably for each depot, it is reasonable to assume that sales agents

will vary price offers according to the depot delivering the order. The difference in the

distribution of residuals across depots suggests that residual variation in prices, σ2
q ,

should not be constant over all depots. In this case, a separate quote price model and

corresponding referral price model can be fitted to subsets of depots which demon-

strate distinct pricing behaviour. Subsets were determined by hierarchical clustering

of the residual variances for each depot, in order to identify groups of depots for which

the constant variance assumption is realistic. A complete-linkage method was used,

whereby the distance between two clusters is measured by the largest Euclidean dis-

tance between a member of one cluster and a member of the other. In each iteration,

the pair of clusters having the shortest distance are merged (e.g. Everitt et al. (2011)).
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Figure 4.2.1: Kernel density plots of residuals from initial quote price model, cate-
gorised by depot.

Figure 4.2.2 shows a dendrogram of the residual variances for each depot. A

suitable grouping of depots was determined using an ‘elbow plot’, in which the ratio of

between group variance and total variance is plotted for different numbers of clusters.

This ratio can be interpreted as the proportion of variance explained by the clusters,

and as the number of clusters increases, the marginal gain - in terms of proportion of

variance explained - will fall. The number of clusters is selected as the point on the

elbow plot at which the marginal gain becomes negligible. On this basis, the depots

were divided into three groups/subsets which are detailed in Table 4.2.1.

One potential drawback to dividing the sample and fitting a separate model to each

subset is a loss of precision. The fixed effects parameters will be well-identified due to

the large sample size of each subset. Random effects, however, may be affected if they

consist of a large number of subjects and a small number of quotes per subject (see
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Section 3.6.4). There is some overlap between the customers and agents appearing

in each subset, which means that by dividing the sample into subsets, there is a loss

of information in these cases. The impact on sales agent effects is minimal, since

the number of observations for each agent ranges from 20 to over 6,000. In terms

of customers, the vast majority (87.8%) requested quotes from the same depot and

the remaining customers used two depots. Of this 12.2% of customers, 95% requested

quotes from depots within the same subset. This implies only a minor loss of precision

in fitting three separate models as opposed to one model for the entire dataset.

24
0

2
26

0 7
52

0
72

0
69

0
62

0
47

0
30

0
67

0
22

0
64

0 9
23

0
55

0 6
35

0
32

0
48

0
84

0
82

0
68

0 1
74

0
28

0
46

0
10

2
17

0
43

0
45

0
50

0
20

0
58

0
75

0
77

0
79

0
78

0
59

0

Depot

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

0 10 20 30 40

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

P
ro

p.
 o

f v
ar

ia
nc

e 
ex

pl
ai

ne
d

No. of clusters

Figure 4.2.2: Hierarchical clustering of residual variances for each depot, illustrated
as a dendrogram (left) and a corresponding elbow plot (right).

Table 4.2.1: Data subsets

Subset Depots # Depots # Quotes # Customers # Agents
1 1,6,7,9,220,230,300,

320,350,470,480,520,
550,620,640,670,680,
690,720,740,820,840

22 167,833 62,871 266

2 102,170,200,280,430,
450,460,500,580,590,
750,770,780,790

14 107,748 39,568 245

3 2,240,260 3 30,483 9,834 146
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4.2.2 Non-normality

The willingness to pay function with endogeneity correction (3.3.7) is based on an

assumption of joint normality between quote price and referral price. Departures

from normality will invalidate the transformation of the probit coefficients into the

willingness to pay parameters (3.3.11)-(3.3.13), as well as their interpretation.

Figure 4.2.3: QQ plots of residuals from the quote price model for each subset, both
(a) before and (b) after a Box-Cox transformation.The 1st, 5th, 96th and 99th sample
percentiles are shown by dashed lines.

A QQ plot was used to assess the normality of the residuals, ε̂q, after fitting

a quote price model to each subset. The plots are shown in panel (a) of Figure

4.2.3. The residual distributions are heavily positively skewed in comparison to a

normal distribution and hence a Box-Cox transformation is necessary. Maximum

likelihood estimation of the Box-Cox parameter, η, was described in Section 3.6.1. The
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profile likelihood for η is calculated by repeatedly fitting the model to the transformed

quote prices, for different values for η. The estimated value of η for Subsets 1, 2

and 3 was 0.65, 0.4 and 0.3 respectively. QQ plots of the residuals after fitting

was performed on the transformed margins, though still far from perfect, show some

improvement. Each subset therefore uses a transformed variable for quote price,

q∗ = f(retailPrice− spotPrice; η̂) (3.6.1) and for ease of notation, we use q = q∗.

Figure 4.2.4 shows kernel density plots of the residuals, after dividing the sample

into subsets and then transforming quote price before fitting. There is substantial

improvement in heteroscedasticity and skewness, compared to the residual distribu-

tion for the combined model in Figure 4.2.1. The plots suggest a constant variance

assumption is more realistic for the residuals after dividing into subsets and applying

a Box-Cox transformation.
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Figure 4.2.4: Kernel density plots of residuals from the final quote price model, where
the sample was divided into three subsets based on depot. Residuals are grouped by
depot and a colour key is provided in Figure 4.2.1.

In Section 3.6.1 it was conjectured that transformation of the price variable should

have little impact on the referral price model. Since the same transformation is

assumed to apply to the latent variable referral price, the goodness of fit of the model
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is unchanged. A Hosmer-Lemeshow test was performed to test this notion, firstly on

the predicted acceptance rates from the model with price as margin, and then for the

transformed model with price as f(retailPrice−spotPrice; η̂) (see Section 3.6.2 for

futher details of the test). In both cases, the observations were divided into 100 bins

and the alternative hypothesis of poor fit was rejected. Under the null hypothesis,

the test statistic has a Chi-square distribution with 98 degrees of freedom. A test

statistic of 91.7 and 98.2 was obtained for the untransformed and transformed models

respectively, which corresponds to a p-value of 0.34 and 0.54. Figure 4.2.5 plots the

observed and expected acceptance rates under each model.
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Figure 4.2.5: Observed vs. expected acceptance rates, for the WTP model with price
as margin (left) and price as the Box-Cox transformed margin (right).

4.2.3 Model selection

In both the linear and probit regressions, a suitable model specification was deter-

mined by first selecting the fixed covariate effects. Random effects were then intro-

duced, before re-evaluating the significance of the fixed effects. The large size of the
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sample for each subset means that almost all variables are found to have a significant

relationship with margin and acc, and hence automatic procedures of variable selec-

tion such as forward stepwise regression were avoided. A specific-to-general approach

was employed for model selection, whereby firstly the most informative variables were

identified using Bayesian Information Criterion (see Section 3.6.2). Covariates were

then sequentially added and removed until a well-fitting and stable model was identi-

fied. Care was taken in noting any large changes to coefficient estimates and standard

errors after the addition of new predictors, which were expected due to collinearity

between temporal predictors such as cost, volCount and temp.

Positively skewed and large scale variables such as dist, quoteInt and volCount,

were log-transformed. A number of different forms were considered for covariate

effects, since in many cases variables were found to have a non-linear relationship with

the response. Continuous explanatory variables were fitted as a piecewise-linear effect,

cubic spline and also divided into bins, and then compared by BIC. The number and

location of knots for the regression splines were determined by cross-validation (see

Section 3.6.3 for further details). It was generally found that cubic splines provided

little improvement to goodness of fit over piecewise linear effects. A price-volume effect

on willingness to pay was tested by introducing an interaction term between vol and

margin, and was observed to be insignificant. The number of previous responses to

include in the purchase history variable, quoteHist, was also determined by model

selection and four previous responses were found to be the most predictive.

Random effects were introduced to capture any correlation between the responses,

which remained after accounting for the fixed effects. A customer, agent, day and
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postcode random effect were tested for signficiance. In Section 3.6.4 it was mentioned

that the random effects in the quote price model and referral price model need not

be independent. For example, there may be a positive correlation between the agent

effects for price and willingness to pay, so that agents offering higher-than-average

prices are also agents with higher sales rates. An assumption of independence was

validated by including the random effect in both models, and then evaluating the

correlation between predictions of the effect for each model. Figure 4.2.6 displays

BLUPs for the customer, agent and day random effects from each model, and shows

no noticeable relationship between the effects.
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Figure 4.2.6: BLUPs of random effects in the quote price model versus effects in the
referral price model.

The improvement in BIC from introducing random effects to the referral price

model was not significant, and hence random effects were not included in the probit

regression. This indicates that customers’ responses are not correlated, for example

across agents or postcodes, after accounting for fixed effects. A customer, agent and

day random effect were found to be significant in the quote price model and Section

4.4.2 discusses the results.
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4.3 Results

MLEs of the mean parameters for quote price and referral price, β̂q and β̂r, are shown

in Figures 4.3.1 and 4.3.2 respectively. These include 95% confidence intervals using

estimates of the standard errors.
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Figure 4.3.1: MLEs and 95% confidence intervals for the quote price parameters, βq.
The intercepts for Subsets 1-3 are 2.87, 2.72 and 2.20 respectively.
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Figure 4.3.2: MLEs and 95% confidence intervals for the referral price parameters,
βr. The intercepts for Subsets 1-3 are -2.99,-3.17 and 0.31 respectively.

Standard errors for the referral price parameters were corrected using the boot-

strap procedure outlined in Section 3.4.1. The quote price data was resampled 10,000

times and in each iteration the quote price model was refitted and the residuals were

calculated; the probit regression was then performed with the new quote price resid-

uals. The variance in the coefficients over the bootstrap sample was added to the
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variance of the original probit coefficients to give the corrected standard errors. Full

details of the model coefficients are provided in Tables A.0.1 and A.0.2 of Appendix

A.

4.4 Discussion

4.4.1 Covariate effects

Table 4.4.1: Model contributions (∆BIC) of each covariate.

Quote price model Referral price model
Covariate Subset 1 Subset 2 Subset 3 Subset 1 Subset 2 Subset 3

vol 10563 3713 1293 1170 955 1133
quoteHist 6521 8004 532 24789 11453 5298
quoted 5125 1621 471 302 245 156

volCount 130 300 25 763 1752 912
depot 297 10 17 2071 1703 1187
cost 4775 1844 130 - - -
month 181 131 - - - -
dist - - - 763 395 27

quoteInt - - - 425 409 239
custEff - - - 686 980 496

Table 4.4.1 presents the model contributions of each covariate. Model contribution

is measured in terms of change (or increase) in BIC when the covariate is excluded

from the model, relative to the final model containing all of the listed covariates.

The volume requested for each order and the customer’s purchase history were by

far the most important predictors of price. Since price here is the margin per litre,

a gross volume effect was not required. Bins were created for vol and the price

discount increases monotonically across these bins. A relatively broader range of
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volume discounts is observed for Subset 3 and the volume-related parameters for

referral price follow a similar pattern.

Quote price coefficients for purchase history, quoteHist, indicate that existing cus-

tomers are offered higher prices than new customers. Furthermore, if two customers

have previously requested the same number of quotes, the customer with fewer accep-

tances will be offered lower prices. The timing of previous acceptances appears to have

a strong effect on referral price compared to quote price. For example, in the 100E

and 001E categories, both customers have three previous quotes, of which one was

accepted; however in the first category customers accepted their most recent quote,

whilst in the second category customers accepted their oldest quote. The difference

between the coefficients for these categories is relatively larger than in the referral

price model compared to the quote price model. The contribution of quoteHist to

the referral price model is substantially higher than the other covariates, which sug-

gests that the customer’s previous purchases are a strong predictor of their decision

to purchase.

The variable quoted indicates whether the sales agent offered a price which de-

viated from the price recommended by the CRM system. We would expect lower

variability in prices from the CRM system, however kernel density plots showed no

noticeable difference in variability between price offers based on the CRM system and

price offers chosen by sales agents. This may be due to differences in the variabil-

ity of these quotes being overshadowed by day-to-day variation in prices. The quote

price and referral price coefficients for quoted were both positive, which indicates that

agents who offered prices based on the CRM system generally offered lower prices and
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these quotes were more likely to be accepted.

Seasonality in demand is partly captured by volCount, which measures the volume

of fuel sold at the depot on the day of the quote. The variable is logged and enters

the model as a piecewise-linear effect, with a knot at 10,000 litres. The coefficient

estimates suggest that during periods of high demand, where volCount > 10, 000,

prices are generally lower and willingness to pay is higher. Subset 3 is an exception

to this and prices increase with sales, due to month not featuring in the quote price

model. Since the referral price model excludes other seasonal predictors such as month

and cost, volCount is an important predictor of willingness to pay. Likewise, a factor

for depots has a substantially larger contribution to the referral price model compared

to the quote price model.

Distance between the customer and depot was found to be a significant predictor

of willingness to pay. An offset was added for local customers (those living less

than 10km from the depot), and distances between 10 and 40km were logged and

incorporated into to the referral price model. A negative slope was estimated, meaning

that customers living further away are less likely to accept a quote. The number of

days since the customer’s previous quote, quoteInt, was also logged and included

in the referral price model as a piecewise linear effect. Knots were estimated at 60

and 270 days, or approximately 2 and 9 months. The associated parameter estimates

suggest that customers with a more recent previous quote, quoteInt ≤ 60, and

customers with an older previous quote, quoteInt > 270, are less likely to accept a

quote than those in the intermediate range. The latter result is expected as customers

in this category are likely be purchasing fuel elsewhere.
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As a robustness check, the models were fitted with a logit-link function and the

estimated coefficients were compared to those obtained from the probit regressions.

The logit coefficients were normalised by π/
√

3 to account for the relatively higher

variance of the logistic distribution (Amemiya, 1981). There were neglibile differences

between the coefficients, which suggests that the parameter estimates are robust to

the choice of link function.

4.4.2 Random effects

The customer, agent and day random effects for quote price are denoted by bc, ba and

bd respectively, with associated variances of σ2
c , σ2

a and σ2
d. Table 4.4.2 presents some

figures related to different sources of variation in the quote price. Fixed effects account

for approximately half of the variation in margin, as indicated by the R2 value. After

the introduction of random effects, R2 increases to similar values reported in other

customised pricing models (Elmaghraby et al., 2012; Phillips, 2010). Variance of the

customer random effect is relatively large compared to the agent and day random

effects. This suggests that differences in the prices offered to customers accounts for

a large proportion of the variation in price.

Table 4.4.2: Decomposing quote price variability.

R2

Subset Fixed effects Mixed effects σ̂2
q σ̂2

c σ̂2
a σ̂2

d

1 0.546 0.780 0.539 0.365 0.185 0.195
2 0.458 0.786 0.438 0.362 0.243 0.163
3 0.391 0.639 0.526 0.344 0.115 0.243

The interpretation of customer and agent random effects in the quote price model
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is straightforward; the former represents systematic deviations from the average mar-

gin for each customer, whilst the latter captures any differences between the margins

offered by particular agents. A random effect for the day of the quote allows the

margins offered on any given day to deviate from the expected value by a consis-

tent amount. In particular, a day effect captures day-to-day changes in the selling

environment, such as limited delivery capacity, which are not captured in the data

but nonetheless affect price offers. Predictions of the day effect were tested for serial

correlation using the Durbin-Watson test, and were not found to be autocorrelated

(Durbin and Watson, 1950). This suggests that the random effect arises out of market

conditions specific to each day, rather than persistent, seasonal effects.

Figure 4.4.1 shows BLUPs of the agent price effect against the average customer

effect, where the average was taken over customers requesting a quote from each

agent. To check for independence between the random effects, the Pearson correlation

coefficient was computed in pairwise comparisons of the BLUPs for each random effect.

In all three cases the coefficient was less than 0.03, and so the random effects can be

assumed to be independent of each other. In Figure 4.4.2, predictions of the customer

random effect for price have been averaged by postcode. There is no obvious spatial

pattern in the customer effects, which is unsurprising given that a postcode random

effect was not found to be significant. However, it can be seen that customers with a

high price effect tend to be isolated from other customers. This may be due to higher

delivery costs for these customers.
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Figure 4.4.1: Average customer price
effect against agent price effect.
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Figure 4.4.2: Average customer price
effect for each postcode.

A plot of the estimated customer price random effect, b̂c, against willingness to pay

in Figure 4.4.3 shows a strong association, which is a manifestation of endogeneity

bias. Endogeneity of price is caused by the agent’s ability to identify differences

in customers’ willingness to pay and adjust prices accordingly. The customer price

effect captures systematic differences in the prices offered to particular customers,

and can therefore be interpreted as the agent’s crude estimate of willingness to pay.

Put another way, if endogeneity is represented by omitted variable bias, the customer

price effect acts as a proxy for the omitted variable causing dependence between quote

and referral price. The customer price effect, custEff, is therefore included in the

referral price model to dampen the effects of endogeneity bias.
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Figure 4.4.3: Relationship between the customer price effect, custEff, and acc. Ob-
servations have been binned according to custEff.

The probability of sale is lower for customer effects near zero, and higher for

customers quoted above average (bc >> 0) and below average (bc << 0) prices.

These are the prices which deviate most from the expected values predicted by the

quote price model. This suggests that when agents increase or decrease the price

they offer for a particular quote, they are more likely to make the sale. To represent

this relationship, custEff was included as piecewise linear effect in the referral price

model with knots at 0 and 0.3.

4.4.3 Instrumental variables

Two instrumental variables were identified in the data: cost and month. Cost here is

the difference between the wholesale price and the spot price of kerosene, and therefore

represents the cost of each transaction to the seller. Customers are generally unaware
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of wholesale prices and so it can be assumed that cost is independent of willingness to

pay, whilst also having a strong correlation with price (see Figure 4.4.4). Month is a

less obvious choice of instrumental variable and is largely effective because prices are

more seasonal than willingness to pay. In other words, the month coefficients capture

seasonal differences in price which remain after accounting for seasonal covariates

and introducing a day random effect. Seasonal effects in the referral price model

are captured by the covariate volCount (see Table 4.4.1), and hence month is not a

significant predictor of willingness to pay.
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Figure 4.4.4: Relationship between cost and margin (left) and cost and observed
acceptance rates (right)

In order to produce consistent estimates, instrumental variables must be indepen-

dent of willingness to pay (2.2.4) and strongly correlated with price (2.2.5). These

conditions are signalled by the significance of cost and month in the quote price model

and their absence from the referral price model (see Table 4.4.2). Cost in particular

is a strong determinant of price, as indicated by the associated ∆BIC value in Table

4.4.1. To further demonstrate the association between the instrumental variables and
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price, the quote price model was re-estimated after excluding each of the instruments

in turn. Figure 4.4.5 shows the relationship between the residuals of each regression

and the excluded instrument, and represents any association between margin and

the instrumental variable which remains after accounting for other covariates in the

model. There is clear evidence of a strong positive correlation between cost and mar-

gin. The average residual for each month is significantly different from zero, which

implies that month is a significant predictor of margin.

●

●

●

●

● ●

● ●
●

●

●

●

−
0.

20
−

0.
10

0.
00

0.
10

Ja
n

Fe
b

M
ar

A
pr

M
ay

Ju
n

Ju
l

A
ug Se
p

O
ct

N
ov

D
ec

A
ve

ra
ge

 P
ri

ce
 R

es
id

ua
l

Month

●

●

●

●
●

● ●

●
●

●
●

●
● ●

●
● ●

●

●

●

2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5

−
0.

4
−

0.
2

0.
0

0.
2

0.
4

Cost

A
ve

ra
ge

 P
ri

ce
 R

es
id

ua
l

Figure 4.4.5: The instrumental variables, month and cost, were each excluded from
the quote price model for Subset 1 and are plotted here against the residuals. Left:
average residual for each month, with 95% confidence intervals ( ). Right: average
residual for different intervals of cost, with 95% confidence intervals ( ).

The independence of instrumental variables from willingness to pay is difficult

to assess, since the referral price is a latent variable and the residual terms are not

observable. Figure 4.4.6 shows the relationship between the instrumental variables

and the difference between the observed and predicted acceptance rates from the

estimated referral price model. The standard errors were calculated according to the

method outlined in Section 3.4.2. Since these predictions are on the probit scale, each
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prediction is normally distributed and the variance of the average prediction for a

group of quotes is found by summing the variance of individual predictions. Although

acceptance rates have been underestimated over June and July, overall there does

not appear to be an association between the instruments and the difference between

observed and predicted willingness to pay. We can therefore conclude that month and

cost have little to no association with willingness to pay. Other instruments were

tested, such as a lag of the spot price and day to day movements in the spot price,

but were not found to be significant in the quote price model and therefore failed the

relevance assumption (2.2.4).
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Figure 4.4.6: The difference between average and predicted acceptance rates, based
on the referral price model, alongside 95% confidence intervals. Observations are
grouped by month (left) and for different intervals of cost (right).

4.4.4 Estimates of price sensitivity

Estimates and 95% confidence intervals for the price sensitivity parameters in the

willingness to pay function are given in Table 4.4.3. The coefficients for quote price

and the quote price residual, λ and ψ, were transformed to give the referral price
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parameters, σr and ρ using (3.3.11)-(3.3.13). For all three subsets the residual corre-

lation is significantly different from zero, which confirms the presence of endogeneity

or residual correlation between price and willingness to pay. The residual correlation

is highest in Subset 3, for which the quote price model also had the lowest R2 value.

Since a higher proportion of unexplained variation in price equates to fewer observed

sources of dependence between price and willingness to pay, a low R2 value could

point to omitted variable bias.

Table 4.4.3: Williness to pay parameters

Subset 1 Subset 2 Subset 3
q coefficient λ̂ -0.128 -0.228 -1.315

(-0.150, -0.106) (-0.259, -0.197) (-1.377, -1.252)
ε̂q coefficient ψ̂ 0.118 0.204 0.537

(0.091, 0.145) (0.163, 0.245) (0.466, 0.608)
σ̂r 7.808 4.412 0.790

(5.934, 9.682) (3.528, 5.296) (0.741, 0.829)
ρ̂ 0.063 0.089 0.272

(0.041, 0.085) (0.062, 0.116) (0.221, 0.323)
σ̂q 0.539 0.438 0.526

(0.535, 0.543) (0.435, 0.442) (0.518, 0.535)

Estimates of the referral price variance are relatively larger than associated esti-

mates of the quote price variance in Table 4.4.2. Since higher variability in referral

price corresponds to lower price-sensitvity, this indicates a high price elasticity for

heating oil. In Section 3.2 it was stated that positive price elasicity is observed iff

ρ > σq/σr - residual correlation is higher than the ratio of quote and referral price

standard deviation. Parameter estimates show that this condition is not met by all

three sets of depots, and hence price elasticity is found to be negative. Willingness

to pay is estimated to decrease as prices rise, and the positive slope in the empirical
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willingness to pay curve (Figure 4.1.15) is captured by the covariates and residual

correlation.

Figure 4.4.7: Empirical willingness to pay curves for each subset (top) and the rela-
tionship between quote price residuals and willingness to pay.

Recall the simulated example in Section 3.5, whereby the relationship between

the quote price residual and willingness to pay was either increasing or decreasing,

depending on the extent of unobserved dependence between q and r. Figure 4.4.7

shows the relationship between margin and willingness to pay, and the quote price

residual and willingness to pay for each subset. Like the empirical willingness to pay

curve in Section 4.1.4, Subsets 1 and 2 display an upward sloping curve and positive

price elasticity. However the shape of the curve changes after accounting for joint

covariate affects between the quote price and referral price, xc. Willingness to pay

does not monotonically decrease with εq, since there is residual correlation between
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the two.

In order to evaluate the degree of endogeneity in the data the standard willingness

to pay function, which assumes independence between price and willingness to pay,

was fitted (3.3.14). In this scenario, a quote price model is unnecessary because

noise in the quote price does not affect the probability of sale. Covariate effects

for the standard model were selected using BIC and in addition to the covariates

previously included in the corrected referral price model, depotCount was found to

be significant. This is consistent with the findings of Petrin and Train (2010), who note

that predictors which are insignificant in the corrected model can be significant in the

uncorrected model, due to a false sense of precision in assuming price is independent

of unobserved factors.

Table 4.4.4: Willingess to pay parameters under independence

Subset 1 Subset 2 Subset 3
q coefficient 0.014 0.040 -0.613

(0.004, 0.024) (0.026, 0.054) (-0.642, -0.584)
σ̂r -73.9 -25.0 1.63

The estimated coefficient for price for each subset is shown in Table 4.4.4, which

corresponds to λ in the corrected referral price model. The price coefficients for

Subsets 1 and 2 are positive, indicating a positive relationship between price and

willingness to pay. In terms of referral price parameters, this corresponds to a negative

and invalid estimate for referral price standard deviation. These results demonstrate

a severe endogeneity bias in willingness to pay estimates, which is corrected by the

model developed here.
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4.5 Summary

In this chapter, the model presented in Chapter 3 was developed to represent the

pricing and purchasing processes involved in the sale of heating oil. Prices are highly

variable within this market due to customer heterogeneity, volatile costs and season-

ality of demand. Positive price elasticity is observed in the sales data, whereby the

proportion of acceptances increases with price. This occurs because sales agents are

able to vary prices on a transaction-to-transaction basis, according to their estimate

of the customer’s willingness to pay.

An appropriate model was first developed for the agents’ pricing process, using the

available covariates. Initial results suggested that pricing behaviour is not homogenous

across depots and an assumption of normality for residual variation in price is not

realistic. The depots were therefore divided into three subsets and a separate model

was fitted to each subset, after applying a Box-Cox transformation to price. Customer,

agent and day random effects for price were included in the quote price model to

account for residual correlation between price offers. Two instrumental variables were

identified, month and cost, which were found to be significant predictors of price and

approximately independent of willingness to pay.

The residuals from the pricing model were then entered into a probit regression of

the customer responses, alongside predictions of the customer price effect. This had

the effect of isolating variation in willingness to pay caused directly by price, and hence

provided estimates of true price sensitivity. For all three subsets, parameter estimates

returned negative price elasticity and since ρ̂ 6= 0, pointed to an unobserved source
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of dependence between quote price and referral price. This was confirmed by naive

estimation of willingness to pay, in which prices were assumed to be independent, and

invalid estimates of the referral price parameters were obtained.



Chapter 5

Profit simulation

In this chapter, the impact of price changes on profit are evaluated by Bayesian

estimation of willingness to pay. The analysis is carried out for Subset 3, as it has the

fewest quotes and therefore the lowest computational cost. However in the absence of

time constraints, the same process could be performed on Subsets 1 and 2. The model

introduced in Chapter 3.1 is fitted by an MCMC scheme and the resulting sample of

parameters is used to predict expected profit under a number of price change scenarios.

5.1 Introduction

In Chapter 2 the unconstrained price optimisation problem was introduced:

q̇ = argmax
q

h(q, c, V )× π(q; x). (5.1.1)

Given available information about a customer and their order, x, the price, q,

offered to the customer can be selected to maximise the expected profit from the

119
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sale. This is estimated by the product of the profit earnt by the seller if the quote

is accepted, h(q, c, V ), and the customer’s probability of accepting the quote, π(q; x).

The latter is referred to as willingness to pay. An automated price recommendation

system could perform this operation for millions of transactions in real-time, enabling

the seller to optimise prices for each individual transaction. In order to maintain

accuracy, predictions of willingness to pay would be monitored and kept in line with

observed acceptance rates by refitting the model.

The subject of this chapter is a counterfactual analysis, in which the prices of

historical quotes are modified and their impact on expected profit is examined to

provide insights into customers’ purchasing behaviour under different price scenarios.

In this way, we can evaluate different features of the model by considering which

covariates are most influential to willingness to pay, and thereby identify opportunities

to improve profit. The profit earned from existing prices is compared to the expected

profit that would have been earned from alternative prices. We investigate small

price changes rather than optimal prices for two reasons: firstly, it is crucial that any

predictions are made within the range of validity of the model and secondly, a seller

would be more willing to implement changes with a relatively low impact on profit.

The latter is especially true when, as in this case, pricing authority is granted to sales

agents rather than prices being set centrally.

A Bayesian approach to the analysis is preferred in order to quantify our un-

certainty in predictions of profit. In the previous chapter, confidence intervals for

parameters were based on standard error estimates and the asymptotic normality of

maximum likelihood estimators. Combining the standard errors of each MLE into
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an overall measure of uncertainty for profit is not straightforward, and simply tak-

ing point estimates to predict profit does not properly account for uncertainty in the

prediction.

Bayesian estimation was introduced in Section 2.4, and is based on the poste-

rior distribution. For intractable problems such as the one examined here, MCMC

simulation is performed to obtain a sample of parameters from the posterior. This

posterior sample is then used to approximate the posterior predictive distribution for

a customer’s response to a new price quote, which in turn provides a posterior sample

for profit. From this posterior sample, we can predict the profit earnt by the seller

under a given set of prices. Ideally, predictions would account for the uncertainty

of all parameters by sampling from the full posterior of the model. However, some

parameters are known with high precision from the likelihood-based fit of the quote

price model and so, to reduce the cost of the analysis, Bayesian estimation is only

performed on the remaining parameters (see Section 5.2.1 for further details).

It is important to account for parameter uncertainty when evaluating the quality

of different pricing policies, since the seller offers prices to thousands of customers

over the course of a day and even minor price changes can have far-reaching effects.

We wish to avoid scenarios in which we have low confidence in the predicted impact

of a price change, and in particular, scenarios where the price change has a significant

probability of negatively affecting profit.

The sections below define the probability of sale for an existing quote under a new

price, and outline how profit is calculated and compared. This is followed by a recap

of the willingness to pay model, a description of the Bayesian estimation procedure,
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and an evaluation of the parameter estimates. The proposed price changes are then

introduced and the estimated profit improvement under each policy is presented and

discussed.

5.1.1 Predicting willingness to pay

For each quote in the sample we have observed the price quoted to the customer, q

and their purchase decision y, as well as a number of related covariates, x. We now

consider an alternative price, q̃, and associated purchase decision, Ỹ for each quote.

Predictions of Ỹ are made from the posterior predictive distribution:

p(ỹ|q̃, y, q) =

∫
p(ỹ|q̃, y, q,θ) p(θ|y,q) dθ. (5.1.2)

This is the expectation of the likelihood, p(ỹ|q̃, y, q,θ), of ỹ over the posterior

distribution, p(θ|y,q). In other words, this is the probability distribution of the

customer’s response to q̃, given the data already observed, after averaging over the

willingness to pay parameters. Then given a posterior sample of the parameters, we

can obtain a Monte Carlo estimate of (5.1.2), as described in Section 2.4. For this

we require an expression for the probability of sale at an alternative quote price of q̃,

conditional on the customer’s response to price q.

We have that Ỹ | q̃, y, q ∼ Bernoulli(π̃(q̃; y, q,x,θ)), where:

Ỹ =


1 if R > q̃ i.e. q̃ is accepted

0 otherwise.
(5.1.3)
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The customer’s referral price distribution is conditional on the price offered by

the agent, q and the covariates, x (as shown in Section 3.1). Before learning the

customer’s response, the probability that the customer’s referral price exceeds the

alternative price q̃ is given by:

P (R > q̃ | q,x) = Φ

(
1√

1− ρ2

[
1

σr
x′rβr −

1

σr
q̃ +

ρ

σq
q − ρ

σq
x
′

qβq

])
. (5.1.4)

And correspondingly,

P (R ≤ q̃ | q,x) = 1− P (R > q̃ | q,x)

= Φ

(
− 1√

1− ρ2

[
1

σr
x′rβr −

1

σr
q̃ +

ρ

σq
q − ρ

σq
x
′

qβq

])
. (5.1.5)

After observing y, the referral price distribution becomes a truncated Normal and

the probability of sale at an alternative price is found from Bayes’ theorem. The

equations in the remainder of this section are implicitly conditional on the specific

values of q and q̃. Suppose that the customer accepted a quote of q. Then the

probability of the customer accepting an increased price of q̃ is given by:

P
(
Ỹ = 1| q̃ > q, y = 1,x

)
= P (R > q̃| q̃ > q, y = 1,x)

=
P (R > q̃,R > q| q̃ > q,x)

P (R > q|x)

=
P (R > q̃|x)

P (R > q|x)
. (5.1.6)

Under a price increase, quotes which were rejected at q will also be rejected at q̃,



CHAPTER 5. PROFIT SIMULATION 124

since:

P
(
Ỹ = 1| q̃ > q, y = 0,x

)
=

P (R > q̃,R ≤ q| q̃ > q,x)

P (R ≤ q|x)

= 0. (5.1.7)

Similarly, under a price decrease, quotes which were accepted at the original price will

also be accepted at the new price:

P
(
Ỹ = 1| q̃ < q, y = 1,x

)
=

P (R > q̃,R > q| q̃ < q,x)

P (R > q|x)

=
P (R > q|x)

P (R > q|x)

= 1. (5.1.8)

The probability that q̃ will be accepted by the customer given that the higher price

of q was rejected is given by:

P
(
Ỹ = 1| q̃ < q, y = 0,x

)
=

P (R > q̃,R ≤ q| q̃ < q,x)

P (R ≤ q|x)

=
P (q̃ < R ≤ q|x)

P (R ≤ q|x)

=
P (R ≤ q|x)− P (R ≤ q̃|x)

P (R ≤ q|x)
. (5.1.9)

Willingness to pay for an alternative price is defined by combining equations

(5.1.6)-(5.1.9):
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π̃(q̃; y, q,x,θ) =



P (R > q̃|x)

P (R > q|x)
if q̃ > q, y = 1,

0 if q̃ > q, y = 0,

1 if q̃ < q, y = 1,

P (R ≤ q|x)− P (R ≤ q̃|x)

P (R ≤ q|x)
if q̃ < q, y = 0.

(5.1.10)

For each set of parameter values sampled from the posterior distribution, will-

ingness to pay is evaluated and then in turn used to sample a value of Ỹ from the

posterior predictive distribution using (5.1.3).

5.1.2 Measuring profit improvement

In order to predict profit we require the function h(q, c, V ), which returns the profit

available from a sale. The term ‘available’ is used here, since zero profit is earnt if

the quote is rejected. In this case, available profit is given by the per litre profit,

retailPrice - wholePrice, multiplied by vol. Recall that in Section 4.2.2, for mod-

elling purposes, the price variable was selected as the Box-Cox transformed difference

between retailPrice and spotPrice:

q =
(r − s)0.3 − 1

0.3
. (5.1.11)

Here r is the retail price offered for the quote and s is the spot price at the time of

the quote. Then, if c is used to denote the wholesale price and V denotes the volume

of the order, the available profit from the sale is given by:
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h(q, c, V ; s) = V ·
[
(0.3 q + 1)1/0.3 + s− c

]
. (5.1.12)

For ease of notation, the function is simplified to h(q). The posterior predictive

distribution for the actual profit earnt from quoting q̃ is analogous to that of Ỹ , with

the distinction that profit takes values of 0 and h(q̃) rather than 0 and 1. Profit from

the quote is therefore predicted by multiplying the posterior sample for Ỹ by h(q̃).

The total profit earnt from all quotes at a new set of prices, q̃ is denoted by:

W (q̃) =
N∑
i=1

h(q̃i) · ỹi. (5.1.13)

This is compared to the actual profit earnt by the seller under the original prices:

W (q) =
N∑
i=1

h(qi) · yi. (5.1.14)

The impact of the price change is measured by the difference between (5.1.13) and

(5.1.14):

∆W (q̃,q) =
N∑
i=1

h(q̃i) · ỹi − h(qi) · yi. (5.1.15)

Profit under a new set of prices (5.1.13) is subject to both parameter uncertainty

and random variation in each customer’s response to q̃i. The remainder of this chapter

outlines a method for averaging over both sources of uncertainty in our estimation of

(5.1.15). Firstly by simulating parameters from the posterior distribution, and then

by simulating customer responses from the posterior predictive distribution. The next
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section provides an overview of the Bayesian fitting process for the model.

5.2 Bayesian estimation

5.2.1 Recap of model

The full willingness to pay model from the previous chapter can be expressed as

follows:

q = Xqβq + Zcbc + Zaba + Zdbd + εq, (5.2.1)

π(q) = Φ (Xrγ + λq + ψεq) . (5.2.2)

where bc ∼ MVN(0, σ2
c Inc), ba ∼ MVN(0, σ2

aIna), bd ∼ MVN(0, σ2
dInd) and εq ∼

MVN(0, σ2
qIn). In the quote price model (5.2.1), bc, ba and bd are the customer,

agent and day random effects respectively, and βq is a (pq × 1) vector of fixed effect

parameters. Zc is an (n×nc) matrix comprised of 0’s and 1’s, where nc is the number

of customers in the sample and each row contains a single non-zero entry indicating

which customer requested the quote. The agent matrix, Za, and day matrix, Zd are

similarly defined. The instrumental variable, cost, is included as column of Xq and

is linearly independent of Xr. The final two columns of Xr are a piecewise linear

transformation of bc, the customer random effect.

The referral price model has pr + 2 estimable parameters, φr = {γ, λ, ψ}; the pr

covariate effects, γ, and the price sensitivity parameters, λ and ψ. The original mean

and variance parameters of the referral price distribution, θr = {βr, λ, ψ}, can be
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obtained by transforming these coefficients according to (3.3.11)-(3.3.13) in Chapter 3.

While the choice of parameterisation does not affect predictions of willingness to pay

and profit, since the posterior predictive distribution marginalises over parameters, it

can impact performance of the MCMC algorithm. MCMC is performed on the raw

versions of the willingness to pay coefficients, φr, rather than θr, since this simplifies

the specification of priors and enables block updating of the parameters.

Figure 5.2.1: Point estimates and standard errors for fixed effects parameters and
random effects from the quote price model for Subset 3.

Figure 5.2.1 shows point estimates and confidence intervals for the fixed effect pa-

rameters in the quote price model, and also Best Linear Unbiased Predictors (BLUPs)

and prediction intervals for the random effects. Confidence intervals for the fixed ef-
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fects are based on the asymptotic distribution of the MLEs, whilst prediction intervals

for the random effects are based on standard errors of the BLUPs.

The fixed effects parameters are precisely estimated as they use the entire sample

of 30,483 quotes. The average number of quotes each day was 67, with the least busy

day having 8 quotes and hence prediction intervals of each day effect are relatively

narrow. Similarly, agents make an average of 209 quotes over the study period and

so the agent random effects are also well-identified. However for approximately one

quarter of customers in Subset 3, only one quote is requested during the study period

and the resulting estimates of customer random effects are less precise. Since the

customer random effect estimates are included as a fixed effect in the willingness to

pay function, this has a direct impact on the referral price parameters.

Table 5.2.1: Numbers of random effects and parameters in WTP model for Subset 3

Quote price model Referral price model

# Fixed effects Random effects # Fixed effects# Customers # Agents # Days
pq nc na nd pr + 2

43 9,834 146 455 51

Table 5.2.1 shows the number of fixed effects parameters and random effects in

the full model for Subset 3. The random effects are non-nested and so the quotes

associated with a particular customer may also be associated with one or two sales

agents. Hence in a Gibbs sampling scheme where updates of one random effect would

be conditional on the values of the other random effects, the chain would move very

slowly. For these reasons, rather than the full model, Bayesian estimation is performed
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on the customer random effect for price, bc, and referral price parameters, φr. The

estimates are conditional on the quote price parameters, θq and day and agent random

effects for price, bd and ba, which are fixed at their maximum likelihood estimates

and BLUPs (see Sections 4.4.1 and 4.4.2 ).

Ideally, predictions of profit would take into account the uncertainty in all pa-

rameters and random effects, by sampling from the posterior distribution of the full

model, but we must compromise in order to achieve this in the computational time

frame available.

5.2.2 Prior and posterior distributions

Since MCMC estimation is performed on the raw referral price parameters, φr, for the

remainder of this chapter, the willingness to pay function is parameterised as follows:

π(q; xr,φr) = Φ
(
x
′

rγ + λ q + ψ ε̂q

)
. (5.2.3)

The term ε̂q is used for the quote price residual rather than εq to indicate that the

function is conditional on the quote price parameters. To make explicit the inclusion

of the quote price customer effect, bc, as a piecewise linear fixed effect for referral

price, we can write:

π(q; ẋr, bc,φr) = Φ

(
ẋ
′

rγ1 +
[
k
(
z
′

cbc

)]′
γ2 + λ q + ψ ε̂q

)
. (5.2.4)

where γ = {γ1,γ2} and ẋr represents the referral price covariates not related to the

customer random effect for price. In order to produce a piecewise linear effect with a
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knot at zero, the function k(·) transforms the customer effect into a vector containing

an interaction term with a dummy variable:

k(x) =

 x

x · I[x > 0]

 .

The likelihood of the referral price parameters and customer price effect, condi-

tional on the quote price parameters and day and agent random effects for price, is

given by:

L (φr,bc|y,q,θq,ba,bd) =
n∑
i=1

π(qi; ẋr,i, bc,φr)
yi (1− π(qi; ẋr,i, bc,φr))

(1−yi) .

A natural prior for the customer random effects in (5.2.2) is the conditional distri-

bution of the customer effect, given maximum likelihood estimates of the quote price

model. That is, the distribution of the customer random effects after having observed

the prices q, conditional on the other random effects and quote price parameters. Let

Cj denote the set of indices corresponding to quotes from customer j, i.e. Cj denotes

the set of indicies of the non-zero entries in the jth column of Zc. Then the prior is

given by:

bc,j|q,θq ∼ N

 σ2
c

σ2
q + njσ2

c

∑
i∈Cj

(qi − µ̂i),
σ2
cσ

2
q

σ2
q + njσ2

c

 , (5.2.5)

where µ̂q,i = x′q,iβ̂q + z′a,ib̂a + z′d,ib̂d, and xq,i, za,i and zd,i are the ith rows of Xq, Za

and Zd respectively. A vague prior is specified for φr, so that we can draw objective

inferences about willingness to pay based primarily on the observed data:
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φr ∼ MVN
(
0, δ2Ipr+2,pr+2

)
. (5.2.6)

δ is set as
√

5, which is approximately 8 times the size of the largest standard error

estimate from maximum likelihood estimation of φr.

The joint posterior is given by the product of the priors for φr and each bc,j(j =

1, ..., nc), as well as the likelihood:

p(φr,bc|y,q,θq) ∝ L (φr,bc|y,q,θq,ba,bd) p(φr)
nc∏
j=1

p(bc,j|q,θq). (5.2.7)

The conditional posteriors are then:

p(φr|bc,y,q,θq) ∝ L (φr,bc|y,q,θq,ba,bd) p(φr), (5.2.8)

p(bc,j|φr,y,q,θq) ∝ L (φr,bc|y,q,θq,ba,bd) p(bc,j|q,θq). (5.2.9)

Since both of these distributions are analytically intractable, posterior samples

are obtained from a random walk Metropolis within Gibbs algorithm. The method is

outlined in the next section.

5.2.3 MCMC scheme

Gibbs sampling is performed in two stages. In the first stage, the referral price

parameters are updated, conditional on the current values of the customer random

effects. The customer random effects are then updated, conditional on the newly

updated values of the referral price parameters. The random effect for each customer
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is independent from the effects for other customers, and hence each random effect can

be updated separately. A random walk Metropolis (RWM) step is used to perform

updates of the customer random effects (e.g. Gilks et al. (1995)). For each iteration

of the chain, m = 1, ..,M , jumps are proposed as follows:

b
(m)
c,j

∗
∼ N

(
b
(m−1)
c,j , 2.42σ2

)
for j = 1, ..., nc.

These jumps are accepted with probability:

α
(
b
(m−1)
c,j , b

(m)
c,j

∗)
= min

1,
p
(
b
(m)
c,j

∗
|φ(m)

r ,y,q,θq

)
p
(
b
(m−1)
c,j |φ(m)

r ,y,q,θq

)
 .

Based on some trial runs of the chain, σ2 was set to 0.05 in order to achieve an

acceptance rate of 0.44, the optimal acceptance rate for a univariate Gaussian target

distribution with a Gaussian proposal (Roberts and Rosenthal, 2001).

For high-dimensional distributions, the tuning of the variance of the proposal

distribution is crucial to achieve efficient mixing. We therefore use the adaptive RWM

algorithm described in Sherlock et al. (2010) to update the referral price parameters.

Rather than having to use trial and error to tune the size of proposal jumps, adaptive

MCMC learns the shape of the target distribution and scales the proposal distribution

accordingly. Proposals are made from a mixture distribution:

φ(m)
r

∗ ∼


MVN

(
φ(m−1)
r , λ(0)

2
Σ(0)

)
w.p. ε

MVN
(
φ(m−1)
r , λ(m−1)

2
Σ(m−1)

)
w.p. 1− ε.

We use the same mixture weights as Sherlock et al. (2013) and set ε to be 0.1. The
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acceptance probability is given by:

α
(
φ(m−1)
r ,φ(m)

r

∗)
= min

1,
p
(
φ(m)
r

∗|b(m−1)
c ,y,q,θq

)
p
(
φ(m−1)
r |b(m−1)

c ,y,q,θq

)
 .

The first component of the mixture is a multivariate normal with a fixed scaling

factor and covariance matrix. λ(0) is set to 2.38/
√
pr + 2, the theoretically optimal

scaling factor for a target which is the product of identical normal densities (Roberts

and Rosenthal, 2001). Under any reasonable prior for φr and given a large amount

of data, MVN
(
φ̂r, Σ̂φr

)
provides a reasonable approximation to the posterior, where

Σ̂φr is the inverse of the Observed Fisher Information matrix from ML estimation.

Hence Σ̂φr is used for Σ(0). The second component is an adaptive proposal distribu-

tion, where the scaling factor and variance matrix are updated with each iteration of

the chain, based on the previously sampled values (Atchadé et al., 2009):

µ(m) =
m− 1

m
µ(m−1) +

1

m
φ(m)
r ,

Σ(m) =
m− 1

m
Σ(m−1) +

1

m

(
φ(m)
r − µ(m−1)

)(
φ(m)
r − µ(m−1)

)′
,

λ(m) =



λ(m−1) + 2.3
λ(0)

100m0.85
if φ(m)

r

∗
is accepted,

λ(m−1) − λ(0)

100m0.85
if φ(m)

r

∗
is rejected.
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Proposals from the adaptive component of the mixture are only allowed after

1000 accepted jumps from the standard RWM, in order to avoid obtaining a singular

variance matrix for Σ(m). Asm→∞, changes to the scaling factor between iterations

become smaller, leading to an equilbirium acceptance rate of 0.3. This is part of the

diminishing adapation condition, which requires vanishingly small changes to the

transition kernel in order to preserve stationarity (Sherlock et al., 2010).

5.2.4 Chain diagnostics

The algorithm was coded in R and updates of the customer random effects were

parallelised over four CPU cores. On a computer with an Intel Nehalem 1.60 GHz

CPU, 100,000 iterations of the chain took approximately one week to run. Three

independent Markov chains of length 100,000 were generated from different starting

positions, sampled from the prior distribution. Each chain was thinned by keeping

every 10th set of sampled values. Figure 5.2.2 shows six of the trace plots from the first

chain, which are representative of the other random effects and parameters sampled

by the chain. The adaptive proposal for the referral price parameters is quick to learn

the shape of the posterior and appears to provide good mixing.

The Gelman-Rubin statistic (Gelman and Rubin, 1992) compares within-chain

variance to between-chain variance across multiple MCMC chains to assess conver-

gence to the stationary distribution. The statistic was calculated from the three chains

for each of the 53 components of φr and 9,834 customer random effects for price. Fig-

ure 5.2.3 shows the median, maximum and maximum 97.5th quantile of the combined

statistics at each iteration of the chain. Within the first few thousand iterations, the
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Figure 5.2.2: Example traceplots for the first of the three runs of the Markov chain.
The top row shows three of the referral price parameters, φr, and the bottom row
shows three of the customer random effects, bc.
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Figure 5.2.3: Combined Gelman-Rubin statistics for all 53 referral price parameters,
φr (left) and all 9,834 customer random effects, bc. The ideal statistic of 1 ( ) and
the threshold of 1.2 ( ) are also shown.
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statistics of the customer random effects fall below the threshold of 1.2 suggested in

Gelman (1996). The plot for φr suggests a burn-in period of 10,000 iterations should

be sufficient. Inference is therefore performed using the final 90,000 iterations from

each of the runs combined, which gives a sample of 27,000 since the chains have been

thinned by a factor of 10.
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Figure 5.2.4: Example autocorrelation plots for the first of the three runs of the
Markov chain. The top row shows three of the referral price parameters, φr, and the
bottom row shows three of the customer random effects, bc.

Figure 5.2.4 plots the autocorrelation function up to a lag of 50 for six of the com-

ponents from the first MCMC run. The simulated values for each customer random

effect resemble an independent sample, whereas the dimension of φr leads to persis-

tent autocorrelation in the chain. Even at a lag of 10, which corresponds to values

separated by 100 iterations, autocorrelation is above 0.2. Table 5.2.2 shows a sum-
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mary of the effective sample sizes (ESS) obtained by combining the three chains. The

effective sample sizes for the referral price parameters are between 1,500 and 2,200,

while the customer random effects all have an ESS above 20,000. For predictions

of profit in Section 5.3, the posterior sample is thinned further to 3,000 in order to

reduce the computational cost of marginalising over the parameters. The impact on

effective sample size is minor.

Table 5.2.2: Effective sample sizes

Sample size Effective sample size
Mininum Median Maximum

Full sample φr 27,000 1,559 1,811 2,116
bc 27,000 22,478 25,689 26,718

Reduced sample φr 3,000 1,423 1,695 1,909
bc 3,000 2,532 3,000 3,000

5.2.5 Parameter estimates

Bayesian estimates of the referral price parameters and customer random effects for

price are given by the sample posterior means:

E [φr|y,q,θq] =
1

27, 000

27,000∑
m=1

φ(m)
r ,

E [bc,j|y,q,θq] =
1

27, 000

27,000∑
m=1

b
(m)
c,j .

Figure 5.2.5 shows kernel density plots for posterior samples of three referral price

parameters and three customer random effects. The examples do not display any

notable asymmetry, however the posterior mean for the price coefficient, λ, differs

slightly from the MLE (provided in Section 4.4.4). This was true for several of the
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Figure 5.2.5: Example kernel density plots for the posterior samples of parameters.
The top row shows three of the referral price parameters, φr, and the bottom row
shows three of the customer random effects, bc. Corresponding MLEs and BLUPs
are shown by a vertical line ( )

parameters in the sample.

Figure 5.2.6 shows the best linear unbiased predictors for the customer random

effects and corresponding posterior means. The BLUPs are the prior means of the cus-

tomer effects, given by the probability distribution for bc, conditional on the observed

quote prices. The posterior is produced by updating the prior to include information

from customer responses, and the plot shows little change in the estimates of the

random effects. However, whilst the prediction intervals for the BLUPs have a mean

width of 0.93, the mean width of the highest posterior density (HPD) interval is 1.13.

Of the customer effects with a relatively wider HPD interval, the majority are those

with a large absolute estimate, |b̂c,j| > 0.8. This suggests that the piecewise linear
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Figure 5.2.6: Best linear unbiased predictors of the customer random effects for price,
b̂c, plotted against corresponding posterior means, with a (0,1) line for reference ( ).

transformation in the referral price model is pulling the customer random effects in a

different direction to that of the quote price model.

Maxmium likelihood estimates and sample posterior means of the raw referral

price parameters are plotted in Figure 5.2.7. The estimates are mostly in agreement,

with an average difference of 0.008, and all of the 95% credible intervals include the

maximum likelihood estimate of the parameter. The largest differences between the

MLEs and Bayesian estimates occur for quoteHist, the quote price history coeffi-

cients, with a maximum difference of 0.073. Given that the smallest categories for

this factor concerns just 122 quotes, we can expect larger discrepancies here. The con-

fidence intervals and HPD intervals are similar in size, and parameters with confidence

intervals containing zero also have HPD intervals containing zero.
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Figure 5.2.7: Posterior means and 95% HPD intervals for the raw referral price pa-
rameters, φr. ML estimates are shown for comparison.
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5.3 Counterfactual analysis

Using the posterior sample of parameters, we now investigate how changes to the

price of previous quotes would impact profit. It is important to note here that we

restrict our focus to the most recent quote recorded for each customer in Subset 3.

The reason for this is that the customer’s previous responses to quotes are included

as a categorical covariate in the model, quoteHist. Hence a change in the price

quoted to a customer in an earlier quote may shift their response, and thus change

the customer’s quote history for later quotes, which would in turn affect predictions of

willingness to pay. It is possible to sequentially modify the quotes for each customer,

by simulating a response to their first quote and then updating their quote history,

before modifying and simulating responses to subsequent quotes. However, since the

referral price coefficients have been estimated from customer responses to the observed

prices, it was thought to be more prudent to avoid modifying covariates and focus on

each customer’s last quote. This leaves a sample of Ñ = 9, 834 quotes for analysis.

5.3.1 Expected profit as a model check

Section 5.1.2 defined profit improvement, ∆W (q̃,q), as the difference between profit

under a new set of prices,W (q̃) and actual profit at original prices,W (q). As a model

check we can also compare expected profit at original prices, EY|q [W (q)], with actual

profit.

EY|q [W (q)] =
Ñ∑
i=1

h(qi) · π(qi; ẋr,i, bc,φr).
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The expectation is taken with respect to Y, the customer responses to q. Comparison

to actual profit then indicates whether predictions of willingness to pay are in line

with observed customer responses. Expected profit is estimated as follows:

ÊY|q [W (q)] =
Ñ∑
i=1

h(qi) · π̂ (qi; ẋr,i) .

where,

π̂ (qi; ẋr,i) = Êbc,φr|y,q [π (qi; ẋr,i, bc,φr)]

=
1

M

M∑
m=1

π
(
qi; ẋr,i, b

(m)
c ,φ(m)

r

)
. (5.3.1)

The term (5.3.1) provides a prediction of willingness to pay for each quote, which

marginalises over the parameters. Willingness to pay is calculated for each set of

sampled values for the referral price parameters and random effects from the reduced

Markov chain, and then averaged. The variance of the profit under original prices is

estimated in a similar fashion,

V̂arY|q [W (q)] =
Ñ∑
i=1

h(qi)
2 · V̂ar (π (qi; ẋr,i)) ,

where

V̂ar (π (qi; ẋr,i)) =
1

M

M∑
m=1

π
(
qi; ẋr,i, b

(m)
c ,φ(m)

r

)(
1− π

(
qi; ẋr,i, b

(m)
c ,φ(m)

r

))
.

The estimates in Table 5.3.1 show that observed profit is well within two standard
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deviations of expected profit.

Table 5.3.1: Expected profit under original prices

W (q) ÊY|q [W (q)]
√

V̂arY|q [W (q)] 95% CI for EY|q [W (q)]

£ 147,387 £ 150,769 £ 2,711 (£145, 456,£156, 082)

5.3.2 Predicting profit improvement

We now outline a procedure for predicting profit under a new set of prices, W (q̃).

Willingness to pay under an alternative price (5.1.10) was defined in Section 5.1.1

and for current purposes, it is helpful to reparameterise the function in terms of the

untransformed referral price parameters, φr:

π̃(q̃; y, q, ẋr,bc,φr) =



P (R > q̃|xr)
P (R > q|xr)

if q̃ > q, y = 1,

0 if q̃ > q, y = 0,

1 if q̃ < q, y = 1,

P (R ≤ q|xr)− P (R ≤ q̃|xr)
P (R ≤ q|xr)

if q̃ < q, y = 0,

(5.3.2)

where,

P (R > q̃| q,xr) = Φ (x′rγ − λq̃ + ψε̂q) ,

P (R > q̃| q,xr) = Φ (− [x′rγ − λq̃ + ψε̂q]) .
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Here x′rγ can be written as ẋ
′
rγ1 +

[
k
(
z
′
cbc
)]′
γ2 in the same way as (5.2.4). In order

to simplify the expresssions below, π̃
(
q̃i; yi, qi, ẋr,i,b

(m)
c ,φ(m)

r

)
is denoted by π̃

(m)
i .

This represents willingness to pay at the new price for quote i, conditional on a set

of parameter values,
{

b
(m)
c ,φ(m)

r

}
. The posterior sample of referral price parameters

and customer price effects is used to perform inference on the posterior predictive

distribution for customer responses and profit, as described below.

Predicting profit

For each set of sampled parameter values from the posterior, m = 1, ...,M ,

For each quote, i = 1, ..., Ñ ,

Calculate willingness to pay at q̃i, π̃
(m)
i .

Sample Ỹi from the posterior predictive distribution:

ỹ
(m)
i | q̃i, yi, qi ∼ Bernoulli

(
π̃
(m)
i

)
.

Sum over quotes,

W (m)(q̃) =
Ñ∑
i=1

h(q̃i) · ỹ(m)
i .

Average over the posterior sample to estimate total profit at new prices:

Ê [W (q̃)| y,q] =
1

M

M∑
m=1

W (m)(q̃). (5.3.3)
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Here,
{
W (m)(q̃)

}M
m=1

is a sample from the posterior predictive distribution for

profit under new prices, and (5.3.3) is a Monte Carlo estimator of the expected profit

with respect to this posterior predictive. Then profit improvement, or the impact on

profit as a result of changing prices from q to q̃, is estimated by:

Ê [∆W (q̃,q)] = Ê [W (q̃)| y,q]−W (q). (5.3.4)

Our uncertainty in the improvement to profit is also of interest, since a high

posterior probability of negative profit improvement is indicative of a poor pricing

policy. A Monte Carlo estimate of the variance in profit improvement is given by the

variance of the posterior predictive sample for profit:

V̂ar [∆W (q̃,q)] = V̂ar [W (q̃)| y,q] ,

=
1

M

M∑
m=1

(
W (m)(q̃)− Ê [W (q̃)| y,q]

)2
(5.3.5)

A credible interval is used to assess whether there is a significant probability that a

price change will negatively impact profit, ∆W (q̃,q) < 0. Actual profit is subtracted

from
{
W (m)(q̃)

}M
m=1

and the quantiles of this sample are used to calculate credible

intervals for profit improvement under new prices.

By the law of total variance (e.g. Weiss et al. (2005)), the variance of profit under

new prices can be decomposed as follows:

Var (W (q̃)| y,q) = E [Var (W (q̃)| y,q,φr,bc)] + Var (E [W (q̃)| y,q,φr,bc]) (5.3.6)
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The first term on the right gives the expected variance of profit and captures variabil-

ity from the customer responses, after averaging over parameters. The second term

arises from variability in the expected values of each customer response, and hence

represents parameter uncertainty. Expected profit under new prices, conditional on

the parameters, is given by:

E [W (q̃)| y,q,φr,bc] =
Ñ∑
i=1

h(q̃i) π̃ (q̃i; yi, qi, ẋr,i,bc,φr) .

And the variance of profit under new prices, conditional on the parameters, is given

by:

Var (W (q̃)| y,q,φr,bc) =
Ñ∑
i=1

h(q̃i)
2 π̃ (q̃i; yi, qi, ẋr,i,bc,φr) (1− π̃ (q̃i; yi, qi, ẋr,i,bc,φr)) .

Both of these terms are estimated by Monte Carlo estimation, using the posterior

sample of parameters:

Ê [Var (W (q̃)| y,q,φr,bc)] =
1

M

M∑
m=1

Ñ∑
i=1

h(q̃i)
2π̃

(m)
i

(
1− π̃(m)

i

)
(5.3.7)

V̂ar (E [W (q̃)| y,q,φr,bc]) =
1

M

M∑
m=1

 Ñ∑
i=1

h(q̃i)π̃
(m)
i −

 1

M

M∑
m=1

Ñ∑
i=1

h(q̃i)π̃
(m)
i

2

(5.3.8)

The relative sizes of these two terms indicate which of the unknowns - customer

responses or parameters - has a larger impact on variability in profit. The sum of

(5.3.7) and (5.3.8) gives an estimate of the total variance in profit improvement,
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V̂ar
tot

(W (q̃)| y,q), and should equate to the variance calculated directly from the

posterior sample for profit, (5.3.5).

The next section describes a set of price changes and for each of these, profit

improvement is predicted in the manner outlined here. The results are presented in

Section 5.3.4 and discussed in the following section.

5.3.3 Alternative pricing policies

We apply a number of price changes to the quotes in the sample, based on inferred

purchase behaviour from the fitted model. The retail prices of either the full set or

a subset of quotes are adjusted by a relative amount, (1 + δ), and then transformed

according to (5.1.11) to give a new set of prices, q̃. Only small price changes, δ =

± 0.01, are considered, in order to ensure that predictions are valid. The details of

each price change are described in Table 5.3.2. As well as universal price changes, we

test depot-specific price changes, where the quotes for each of the depots in Subset 3

are modified in isolation.

Customer-related covariates were used to specify price changes and in particular,

we consider covariate effects which were found to be significant in the referral price

model (5.2.2), but not in the quote price model (5.2.1). The reason for this, is that

such covariates were shown to affect willingness to pay and may have been overlooked

by sales agents in their pricing decisions. One example of this is the quote history of

each customer, quoteHist. In Section 4.4.1 it was noted that the timing of previous

acceptances has a strong effect on referral price compared to quote price. For instance,
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in the 100E and 001E categories, both customers have three previous quotes, of which

one was accepted. However in the first category, customers accepted their most recent

quote and are more likely to accept their next quote, whereas customers in the second

category accepted their oldest quote and are less likely to accept their quote. There

may be an opportunity for sales agents to vary prices to match this behaviour and

improve profit.

The number of days since the customer’s previous quote, quoteInt, was also found

to affect referral price but not quote price. And hence prices are modified according to

the estimated relationship between quoteInt and willingness to pay. Quotes requested

by customers with a more recent previous quote are given higher prices, whilst less

active customers are offered lower prices. Similarly, the relationship between the

customer’s random effect for price and willingness to pay is used to determine suitable

price changes. Customers with a large negative random effect, bC << 0, are generally

offered prices below average, however Figure 4.4.3 shows that the same customers

are more likely to accept their quotes. The same is true for customers with a large

positive price effect, bc >> 0. Hence prices for these customers are increased, whilst

prices for customers with average-priced quotes are decreased.

The final policy is designed to compare differential price increases against a uniform

price increase. Under a differential price increase, prices for some fraction of the

quotes, f1, are increased by δ1% and prices for another fraction of quotes, f2, are

increased by δ2%. This is compared to a uniform price increase for both sets of quotes

by κ%, where κ is a weighted average of the individual increases:
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Table 5.3.2: Details of pricing policies

Universal
A 1% increase and decrease in the prices of all quotes.

Depot
A 1% increase and decrease in the prices of quotes for each depot, in turn.

Quote history
Price changes according to quoteHist, the customer’s previous 4 responses to quotes

a Customers with 2 previous quotes and one acceptance: decrease quotes for
‘01EE’ by 1% and increase quotes for ‘10EE’ by 1%.

b Customers with 3 previous quotes and one acceptance: decrease quotes for
‘001E’ by 1% and increase quotes for ‘100E’ by 1%.

c Customers with 3 previous quotes and 2 acceptances: decrease quotes for ‘011E’
by 1% and increase quotes for ‘110E’ by 1%.

d Customers with 4 previous quotes and one acceptance: decrease quotes for
‘0001’ by 1% and increase quotes for ‘1000’ by 1%.

e Customers with 4 previous quotes and 2 acceptances: decrease quotes for ‘0011’
by 1% and increase quotes for ‘1100’ by 1%.

f Customers with 4 previous quotes and 3 acceptances: decrease quotes for ‘0111’
by 1% and increase quotes for ‘1110’ by 1%.

Quote interval
Price changes according to quoteInt, the no. of days since the customer’s last quote

a Customers who request quotes relatively frequently: increase quotes where
quoteInt ≤ 60 by 1%.

b Customers who request quotes relatively infrequently: decrease quotes where
quoteInt > 270 by 1%.

Customer random effect for price
Price changes according to bc

a Customers with below-average prices: increase quotes where bc ≤ −0.4 by 1%.

b Customers with above-average prices: increase quotes where bc > 0.2 by 1%.

c Customers with average prices: decrease quotes where −0.4 < bc ≤ 0.2 by 1%.

Differential versus uniform price increases
Individual prices increases and averaged price increases for Depots 240 and 260

a Increase quotes for Depot 240 by 2% and quotes for Depot 260 by 1%.

b Increase quotes for either Depot 240 or 260 by κ% where κ is a weighted average
of the individual differences applied in a.
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κ =
f1δ1 + f2δ2
f1 + f2

.

These price changes are applied to the quotes from the two largest depots, 240

and 260. Prices for the largest depot, 260, are increased by 1% whilst prices for depot

240 are increased by 2%, and then prices for both depots are increased by a weighted

average, 1.2%.

5.3.4 Results

The tables below give estimates of the posterior mean and median, and 95% HPD

intervals for profit improvement under each price change scenario. For the universal

price changes, the variance of profit under the new prices was decomposed according

to (5.3.6) and the associated estimates are given in Table 5.3.4, alongside the esti-

mated posterior variance. Kernel density plots of the posterior sample for ∆W (q,q)

under two of the alternative pricing policies are shown in Figures 5.3.1 and 5.3.2.

Table 5.3.3: Posterior estimates of profit improvement (£) after universal price
changes

∆W (q̃,q) 1% price increase 1% price decrease
Mean 7,860 -9,133
Med. 7,884 -9,133

HPD Int. (6,270, 9,362) (-10,449, -7,838)
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Table 5.3.4: Variance decompostion for profit improvement (£) after universal price
changes

1% price increase 1% price decrease

Ê [Var (W (q̃)| y,q,φr,bc)] 555,465 442,463

V̂ar (E [W (q̃)| y,q,φr,bc]) 53,546 28,093

V̂ar
tot

(W (q̃)| y,q) 609,010 471,556

ŜD
tot

(W (q̃)| y,q) 780 687

V̂ar (W (q̃)| y,q) 629,979 457,084
ŜD (W (q̃)| y,q) 794 676
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Figure 5.3.1: Kernel density plots for posterior samples of profit improvement after a
1% increase in retail prices (left) and a 1% decrease in prices (right).
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Table 5.3.5: Posterior estimates of profit improvement (£) after price changes for each
depot

Depot ∆W (q̃,q) 1% price increase 1% price decrease

2
Mean 496 -634
Med. 516 -650

HPD Int. (67, 901) (-917, -291)

240
Mean 2,267 -2,582
Med. 2,290 -2,590

HPD Int. (1,443, 3,066) (-3,251, -1,847)

260
Mean 5,070 -5,878
Med. 5,097 -5,896

HPD Int. (3,869, 6,150) (-6,961, -4,806)

Table 5.3.6: Posterior estimates of profit improvement (£) after differentiated and
uniform price changes for Depots 240 and 260

∆W (q̃,q) Differential price increase Uniform price increase
Mean 9,117 8,468
Med. 9,122 8,495

HPD Int. (7,414, 10,848) (6,820, 10,044)
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Figure 5.3.2: Kernel density plots for posterior samples of profit improvement after
applying differentiated (left) and uniform (right) price changes to Depots 240 and
260.
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Table 5.3.7: Posterior estimates of profit improvement (£) after price changes based
on quoteInt

∆W (q̃,q)
1% price increase
for qint ≤ 60

1% price decrease
for qint > 270

Mean 1,326 -1,323
Med. 1,352 -1,334

HPD Int. (678, 1,918) (-1,736, -898)

Table 5.3.8: Posterior estimates of profit improvement (£) after price changes based
on quoteHist

∆W (q̃,q)
a. 2 previous quotes,

1 acceptance
b. 3 previous quotes,

1 acceptance
c. 3 previous quotes,

2 acceptances
Mean -111 -23 -221
Med. -113 -32 -226

HPD Int. (-414, -182) (-119, 99) (-337, -24)

∆W (q̃,q)
d. 4 previous quotes,

1 acceptance
e. 4 previous quotes,

2 acceptances
f. 4 previous quotes,

3 acceptances
Mean -221 -178 -840
Med. -226 -177 -853

HPD Int. (-336, -24) (-356, 6) (-1,136, -523)

Table 5.3.9: Posterior estimates of profit improvement (£) after price changes based
on bc

∆W (q̃,q)
1% price increase
for bc ≤ −0.4

1% price increase
for bc > 0.2

1% price decrease
for −0.4 < bc ≤ 0.2

Mean 269 -1,187 6,782
Med. 281 -1,166 6,771

HPD Int. (-169, 639) (-1,990, -393) (5,773, 7,767)

5.3.5 Discussion of results

Table 5.3.3 presents the posterior mean and median, as well as the 95% HPD interval

for profit improvement after a universal price increase and decrease. Figure 5.3.1 shows

kernel density plots of the posterior samples for profit improvement in each case. The
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plots display some asymmetry, which suggests that prediction intervals based on a

normal approximation would be unsuitable here. A universal price increase of 1% is

estimated to increase profit by around £7,800, an average of £0.80 per quote, with

an minimum predicted increase of £6,270. In contrast, a price decrease leads to an

estimated loss of £9,100. This supports the empirical evidence of sales agents offering

prices below their profit-maximising levels (Garrow et al., 2006).

For the universal price changes, variance in predicted profit was decomposed into

variability arising from parameter uncertainty, E (Var (W (q̃)|y,q,φr,bc)], and vari-

ability caused by randomness in customer responses, Var (E [W (q̃)|y,q,φr,bc]). The

results are given in Table 5.3.4, and show that in both cases, variance is dominated

by the latter term. The contribution from randomness in customer responses exceeds

the contribution from parameter uncertainty by a factor of 10 under a price increase,

and by a factor of 15 under a price decrease. This implies that the parameters are rel-

atively well-identified, and expected profit, h(q) π(q; x), can be estimated with high

precision. The sum of the two variance components gives an estimate of the total

variance in predicted profit, V̂ ar
tot
. This is compared to the variance in the poste-

rior sample for profit, generated by simulating customer responses from the posterior

predictive distribution. The posterior variance estimate is shown in the last row of

Table 5.3.4 and is close to V̂ ar
tot
, as we would expect.

Variability in the volume of the order, V , also contributes to variance in predicted

profit. For quotes which were accepted at original prices, the standard deviation of

the volume requested is 569 litres, compared to a standard deviation of 488 litres for

rejected quotes. Under a price increase, previously rejected quotes are rejected with



CHAPTER 5. PROFIT SIMULATION 156

certainty, whereas responses to previously accepted quotes are simulated with a new

willingness to pay. These quotes generally have a more variable order size and so the

profit from these quotes is also more variable. As a result, we observe a relatively

higher variance in predicted profit under a price incease, compared to a price decrease.

In Table 5.3.5, price changes have been applied to each depot in turn, leaving

quotes from other depots unchanged. The estimated impact on profit follows the

same direction as estimates for universal price changes, although the size of the impact

differs between the depots. Over 75% of quotes in the sample are offered by Depot

260, however after prices are raised the average increase in profit per quote is £0.68,

the lowest of the three depots. The medium-sized Depot 240 produces an increase of

£1.30 per quote, whilst the smallest, Depot 2 produces an increase of £0.99.

Since the average increase in profit per quote differs by depot, this suggests that

price rises should be tailored to each depot in order to maximise profit. The results

in Table 5.3.6 confirm this idea. Here, differential price increases and uniform price

increases were applied to the two largest depots, 240 and 260. In the first case,

prices for Depot 260 were increased by 1% and prices for Depot 240 were increased by

2%. In the second case, prices for both depots were increased by a weighted average,

1.2%, where the weights were based on the fraction of quotes belonging to each depot.

Figure 5.3.2 shows kernel density plots of the posterior sample for profit improvement

in each case. The differential increase is estimated to have a larger impact on profit,

however there is a large overlap between the prediction intervals.

Profit results for price changes based on the time interval between quotes are

given in Table 5.3.7. The estimates suggest that a price increase for customers who
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request quotes relatively frequently (quoteInt ≤ 60) would improve profit by £1,300.

Whereas a price decrease for customers who request quotes relatively infrequently

would decrease profit by the same amount. The price changes based on purchase

history are all estimated to produce a negative impact on profit (Table 5.3.8) and

with the exception of changes (b.) and (e.), the HPD intervals exclude zero. This

is because each price change involves a mixture of price increases for some subset of

quotes and price decreases for another subset of quotes. As we have established earlier,

agents generally under-price quotes and so decreasing prices tends to negatively impact

profit. The results suggest that agents are right in not lowering prices for customers

who have recently rejected a quote, compared to customers who rejected older quotes.

Finally, Table 5.3.9 shows the estimated change in profit when prices are modified

according to the customer random effect for price. Raising prices for customers who

are generally offered prices below average (bc ≤ −0.4) produces a minor improvement

in profit. Since the prediction interval contains zero, this implies that customers in

this group are price-sensitive and the seller may lose business from these customers if

prices are raised. When prices are increased for customers who generally pay higher

prices (bc > 0.2), profit is estimated to fall by £1,200. Hence we can conclude that

price-insensitive customers are already being offered near-optimal prices. On the

other hand, a price decrease for customers who are typically offered average prices

(−0.4 < bc ≤ 0.2) produces a substantial improvement in profit. This suggests that

agents should lower prices for newer customers, who tend to fall in this group.
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5.4 Summary

The model developed in Chapter 4 for the sale of heating oil was used to here to inves-

tigate the impacts of price changes on profit. Given the original price and customer

response for each quote, we can define willingness to pay at an alternative price and

simulate the customer’s response to this new price. Since the parameters of the WTP

function are not known with certainty, Bayesian estimation of the willingness to pay

model was performed by adaptive MCMC in order to obtain a posterior sample of

parameters. This sample was then used to simulate customer responses under a new

price, and in doing so, average over any parameter uncertainty. From these customer

responses we can predict profit at the new set of prices, and compare this to profit at

the original prices in order to measure profit improvement.

In general, the results showed that agents tend to offer prices below their profit-

maximising levels, since a 1% increase in price led to an estimated increase in profit

of almost £8,000. Furthermore, there was evidence that differential price increases,

whereby price increases are varied over different groups of quotes, leads to greater

profit improvement than a uniform price increase. This indicates that the seller could

benefit from targeted price increases, for example based on the number of days since

the customer’s previous quote or the depot offering the quote.

The analysis here treated the quote price model as fixed, and estimates of profit

and willingness to pay were made conditionally on MLEs of the quote price parameters

and BLUPs of the agent and day random effects, which are relatively well-identified.

While the customer price effects and referral price parameters are known with less
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precision, it was shown that relative to variability in customer responses, uncertainty

in these parameters provides a smaller contribution to the variance of predictions.

Nonetheless, a natural extension would be to perform MCMC estimation of the full

model before simulating customer responses. The primary advantage of this approach

would be that the quote price residuals, which enter into the WTP function to control

for endogeneity, are estimated alongside the model parameters. Likewise, estimation

of the customer price effect would use information from both the price offered and the

customer response.



Chapter 6

Conclusions

In the concluding chapter, the main results of this work are summarised followed by

a discussion of possible extensions.

6.1 Final remarks and contributions

In this thesis we have developed a method for estimating price sensitivity in situations

where dependence between price and willingness to pay can be expected. A bivariate

model was proposed to represent the customer’s buying process and seller’s pricing

process, as well as the dependence between the two. The inclusion of instrumental

variables allows the model to be identified, and the resulting estimates provide an

accurate measure of the responsiveness of willingness to pay to changes in demand.

Whilst instrumental variable estimation has been used for endogeneity correction

in pricing, this is typically performed in an ad hoc manner and without a formal

model of the pricing process. By modelling price and willingness to pay jointly, the

160
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relationship between them is decomposed into three components: (1) joint dependence

on observed covariates, (2) dependence from unobserved covariates or endogeneity,

and finally (3) the direct effect of price on willingness to pay. The extent to which

dependence arises from unobserved covariates is measured by a correlation parameter,

and positive price elasticity will be observed if this parameter exceeds the ratio of

quote price and referral price standard deviation. As a diagnostic for positive price

elasticity, we can check for positive correlation between the quote price residuals and

willingness to pay.

Endogeneity in customised pricing can be viewed as an omitted variables problem;

bias is caused by differences in expected willingness to pay across customers and sales

agents’ ability to identify these differences, based on information not available to the

statistical modeller. A customer random effect for price is introduced to capture this

information, and the customer effect is then entered into the probit regression as a

predictor of willingness to pay. This goes some way towards alleviating any omitted

variable bias.

Bayesian estimation of willingness to pay was performed, and formed the basis

of a counterfactual analysis, in which the prices of previous quotes were modified to

examine the impact on profit. This provides a means for the seller to improve their

existing pricing policy, and it was found that agents are generally offering prices below

their profit-maximising levels. Our analysis was limited to price changes of ±1%, in

order to avoid predicting outside the range of validity of the model, however it is also

possible to maximise prices with the same approach.



CHAPTER 6. CONCLUSIONS 162

6.2 Directions for future work

A limitation of the work carried out here is that estimation was performed in two

stages, and willingness to pay is estimated conditionally on the estimated model for

price. Holistic estimation of the model would incorporate information from both

prices and customer responses. This is particularly pertinent to the customer random

effect for price, which captures the agent’s estimate of a customer’s willingness to

pay. Since the model includes non-nested random effects, estimation of the full model

would require careful design of an MCMC scheme.

The extent of endogeneity bias provides a measure of the effectiveness of agents’

pricing process, since a higher residual correlation between price and willingness to

pay indicates that agents are able to more accurately identify the price sensitivity of

customers. Using a hierarchical model, we could specify a unique residual correlation

parameter for the quotes provided by each sales agent ρj(j = 1, . . . , na), and in doing

so, quantify how well each agent performs price discrimination. On this basis, the

seller can determine which sales agents should be granted pricing discretion.

Zhang et al. (2014) note that in a market with volatile costs, reference price ef-

fects, or a customer’s expectation of price play an important role in their decision to

purchase. We have assumed here that a customer is aware of the spot price, or ‘going

price’, at the time of the quote. A more realistic proposal may be to assume that

customers’ price expectations are formed based on previous price offers. Then for

sales data in which customers make frequent purchases, referral price can be defined

with respect to the change in price from the customer’s previous price offer.



Appendix A

Parameter estimates

Table A.0.1: Quote price parameter estimates

Subset 1 Subset 2 Subset 3
Predictor β̂q β̂q β̂q

Intercept 2.87 *** 2.716 *** 2.201 ***
(0.054) (0.056) (0.093)

Volume I(1000 ≤ vol < 1500) -0.352 *** -0.242 *** -0.173 ***
(0.004) (0.004) (0.009)

I(1500 ≤ vol < 2000) -0.41 *** -0.279 *** -0.406 ***
(0.007) (0.007) (0.016)

I(2000 ≤ vol < 2500) -0.484 *** -0.306 *** -0.484 ***
(0.006) (0.007) (0.015)

I(2500 ≤ vol < 3000) -0.533 *** -0.327 *** -0.531 ***
(0.014) (0.014) (0.034)

I(3000 ≤ vol < 4000) -0.582 *** -0.35 *** -0.523 ***
(0.016) (0.016) (0.035)

I(4000 ≤ vol) -0.558 *** -0.375 *** -0.628 ***
(0.021) (0.02) (0.053)

Purchase 0EEE -0.086 *** -0.097 *** 0.019 ***
History (0.007) (0.008) (0.016)

1EEE 0.144 *** 0.169 *** 0.082 *
(0.005) (0.005) (0.013)

00EE -0.163 *** -0.175 *** -0.039
(0.01) (0.01) (0.021)

01EE -0.008 *** 0.02 *** 0.054 *
(0.011) (0.011) (0.022)

10EE 0.056 ** 0.069 0.026
(0.012) (0.013) (0.026)

11EE 0.237 *** 0.277 *** 0.131 ***
(0.006) (0.006) (0.014)

000E -0.235 *** -0.214 *** -0.07
(0.014) (0.015) (0.028)

001E -0.134 *** -0.098 *** -0.016
(0.019) (0.019) (0.034)

010E -0.034 *** -0.031 *** -0.058
(0.023) (0.023) (0.039)

100E -0.05 *** -0.087 *** 0.018
(0.025) (0.024) (0.043)

011E 0.087 *** 0.132 0.031
(0.015) (0.016) (0.03)

101E 0.095 ** 0.119 * 0.088
(0.019) (0.019) (0.039)

110E 0.157 0.16 0.086
(0.017) (0.018) (0.038)

111E 0.302 *** 0.364 *** 0.209 ***
(0.007) (0.007) (0.016)

0000 -0.301 *** -0.257 *** -0.098
(0.015) (0.015) (0.026)

0001 -0.215 *** -0.168 *** -0.055
(0.02) (0.02) (0.033)

0010 -0.146 *** -0.099 *** -0.131 ***
(0.024) (0.024) (0.036)

0100 -0.125 *** -0.146 *** -0.179 ***
Significance of associated p-values:

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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Table A.0.1 – continued from previous page
Subset 1 Subset 2 Subset 3

Predictor β̂q β̂q β̂q
(0.027) (0.025) (0.037)

1000 -0.139 *** -0.216 *** -0.032 .
(0.026) (0.023) (0.042)

0011 -0.053 *** 0.053 *** -0.011
(0.021) (0.021) (0.032)

0101 0.015 *** 0.018 *** -0.042 *
(0.027) (0.027) (0.04)

1001 -0.03 *** 0.066 *** -0.006
(0.027) (0.026) (0.046)

0110 0.022 *** 0.076 *** -0.05
(0.027) (0.027) (0.046)

1010 -0.009 *** -0.041 *** -0.066 ***
(0.029) (0.027) (0.047)

1100 0.044 *** -0.006 *** -0.091 ***
(0.027) (0.026) (0.053)

0111 0.189 ** 0.318 *** 0.095 ***
(0.014) (0.014) (0.023)

1011 0.202 ** 0.32 *** 0.1 .
(0.016) (0.016) (0.031)

1101 0.203 * 0.304 *** 0.026 *
(0.017) (0.016) (0.036)

1110 0.229 0.299 *** 0.087
(0.016) (0.016) (0.035)

1111 0.388 *** 0.52 *** 0.211 ***
(0.007) (0.008) (0.016)

Quoted 1.103 *** 0.597 *** 0.49 ***
(0.004) (0.004) (0.012)

Total log(volCount) ≤ 9.2 0.006 *** -0.035 *** -0.031 *
Volume (0.004) (0.004) (0.009)

log(volCount) > 9.2 -0.072 * -0.057 *** 0.075 **
(0.006) (0.006) (0.016)

Depot 1 -0.099
(0.041)

6 0.003 **
(0.035)

7 -0.202 ***
(0.033)

9 -0.027
(0.038)

220 -0.015 ***
(0.015)

230 -0.01 ***
(0.016)

300 0.018 ***
(0.023)

320 0.025 ***
(0.031)

350 -0.199 ***
(0.039)

470 -0.158 ***
(0.035)

480 0.253 ***
(0.034)

520 0.046 ***
(0.022)

550 -0.616 ***
(0.082)

620 -0.101 ***
(0.037)

640 -0.176 ***
(0.036)

670 0.014 ***
(0.035)

690 0.25 ***
(0.026)

720 -0.24 ***
(0.021)

740 -0.255 ***
(0.052)

820 0.116 ***
(0.06)

840 -0.31 ***
(0.037)

102 -0.354 ***
(0.069)

170 -0.311 ***
(0.044)

200 -0.234 ***
(0.048)

280 -0.166 ***
(0.026)

430 -0.097 ***
(0.055)

450 -0.138 ***
(0.031)

500 -0.208 ***
(0.061)

580 -0.209 ***
Significance of associated p-values:

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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Table A.0.1 – continued from previous page
Subset 1 Subset 2 Subset 3

Predictor β̂q β̂q β̂q
(0.048)

590 -0.248 ***
(0.037)

750 -0.157 ***
(0.049)

770 -0.175 ***
(0.05)

780 -0.075 ***
(0.051)

790 -0.287 ***
(0.049)

2 0.167 **
(0.059)

240 0.326 ***
(0.044)

Cost 0.252 *** 0.181 *** 0.111 ***
(0.004) (0.004) (0.009)

Month Feb -0.067 *** -0.053 ***
(0.043) (0.036)

Mar -0.077 -0.081
(0.042) (0.035)

Apr -0.306 *** -0.223 ***
(0.044) (0.037)

May -0.424 *** -0.361 ***
(0.043) (0.036)

Jun -0.539 *** -0.424 ***
(0.043) (0.037)

Jul -0.639 *** -0.473 ***
(0.043) (0.037)

Aug -0.581 *** -0.423 ***
(0.043) (0.036)

Sep -0.506 *** -0.391 ***
(0.043) (0.036)

Oct -0.398 *** -0.26 ***
(0.045) (0.038)

Nov -0.249 *** -0.163 ***
(0.052) (0.043)

Dec -0.128 *** -0.042 ***
(0.054) (0.046)

Significance of associated p-values:
*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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Table A.0.2: Referral price parameter estimates

Subset 1 Subset 2 Subset 3
Predictor γ̂ β̂r γ̂ β̂r γ̂ β̂r

Intercept -2.985 *** -0.383 *** -3.173 *** -0.722 *** 0.308 0.405 .
(0.889) (0.116) (0.914) (0.068) (0.305) (0.264)

Volume I(1000 ≤ vol < 1500) -0.258 *** -0.033 *** -0.329 *** -0.075 *** -0.641 *** -0.844 ***
(0.08) (0.008) (0.096) (0.005) (0.198) (0.252)

I(1500 ≤ vol < 2000) -0.24 *** -0.031 *** -0.262 *** -0.06 *** -0.691 *** -0.91 ***
(0.076) (0.009) (0.078) (0.005) (0.211) (0.267)

I(2000 ≤ vol < 2500) -0.416 *** -0.053 *** -0.4 *** -0.091 *** -0.92 *** -1.21 ***
(0.127) (0.013) (0.116) (0.006) (0.28) (0.355)

I(2500 ≤ vol < 3000) -0.46 *** -0.059 *** -0.506 *** -0.115 *** -1.021 *** -1.344 ***
(0.142) (0.018) (0.15) (0.011) (0.321) (0.402)

I(3000 ≤ vol < 4000) -0.57 *** -0.073 *** -0.563 *** -0.128 *** -0.982 *** -1.292 ***
(0.174) (0.021) (0.164) (0.012) (0.305) (0.381)

I(4000 ≤ vol) -0.574 *** -0.074 ** -0.634 *** -0.144 *** -1.265 *** -1.664 ***
(0.176) (0.025) (0.189) (0.015) (0.403) (0.499)

Purchase 0EEE -0.416 ** -0.053 * -0.495 *** -0.113 *** 0.175 0.23 *
History (0.135) (0.029) (0.154) (0.018) (0.138) (0.129)

1EEE 0.918 *** 0.118 ** 0.747 ** 0.17 *** 1.366 ** 1.797 ***
(0.293) (0.038) (0.243) (0.02) (0.449) (0.561)

00EE -0.749 *** -0.096 ** -0.718 *** -0.163 *** -0.144 -0.19 *
(0.227) (0.035) (0.215) (0.02) (0.132) (0.115)

01EE -0.102 . -0.013 -0.138 . -0.031 * 0.447 * 0.588 **
(0.073) (0.026) (0.085) (0.017) (0.194) (0.215)

10EE 0.363 ** 0.047 . 0.18 * 0.041 * 0.72 ** 0.947 **
(0.14) (0.029) (0.107) (0.018) (0.269) (0.319)

11EE 1.16 *** 0.149 *** 1 *** 0.228 *** 1.677 *** 2.206 ***
(0.365) (0.044) (0.315) (0.022) (0.542) (0.683)

000E -0.897 *** -0.115 ** -0.887 *** -0.202 *** -0.365 * -0.481 **
(0.27) (0.039) (0.263) (0.022) (0.174) (0.177)

001E -0.496 *** -0.064 * -0.497 ** -0.113 *** 0.005 0.007
(0.159) (0.033) (0.161) (0.02) (0.144) (0.12)

010E -0.21 * -0.027 * -0.291 ** -0.066 *** 0.158 0.208 .
(0.098) (0.013) (0.121) (0.021) (0.161) (0.147)

100E 0.044 0.006 -0.095 -0.022 0.336 * 0.442 *
(0.09) (0.013) (0.101) (0.021) (0.199) (0.2)

011E 0.231 * 0.03 0.151 . 0.034 * 0.824 ** 1.083 **
(0.109) (0.028) (0.103) (0.018) (0.299) (0.359)

101E 0.615 ** 0.079 * 0.467 ** 0.106 *** 0.74 ** 0.973 **
(0.212) (0.036) (0.178) (0.021) (0.282) (0.329)

110E 0.589 ** 0.076 * 0.529 ** 0.12 *** 0.97 ** 1.276 **
(0.205) (0.034) (0.194) (0.021) (0.347) (0.42)

111E 1.291 *** 0.166 *** 1.119 *** 0.255 *** 1.69 *** 2.223 ***
(0.405) (0.048) (0.35) (0.024) (0.546) (0.687)

0000 -1.001 *** -0.129 *** -0.96 *** -0.219 *** -0.395 ** -0.52 **
(0.298) (0.041) (0.279) (0.022) (0.17) (0.179)

0001 -0.491 *** -0.063 * -0.527 *** -0.12 *** -0.015 -0.019
(0.157) (0.033) (0.17) (0.021) (0.141) (0.117)

0010 -0.546 *** -0.07 * -0.501 ** -0.114 *** 0.062 0.082
(0.174) (0.036) (0.167) (0.022) (0.145) (0.124)

0100 -0.37 ** -0.048 . -0.355 ** -0.081 *** -0.139 -0.182 .
(0.134) (0.035) (0.135) (0.022) (0.152) (0.13)

1000 -0.265 ** -0.034 ** -0.218 * -0.05 ** -0.18 -0.236 .
(0.112) (0.014) (0.112) (0.021) (0.174) (0.151)

0011 -0.267 ** -0.034 -0.157 . -0.036 * 0.376 * 0.495 **
(0.104) (0.031) (0.099) (0.02) (0.189) (0.203)

0101 0.088 0.011 0.001 0 0.435 * 0.572 **
(0.097) (0.013) (0.105) (0.022) (0.208) (0.224)

Significance of associated p-values:
*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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Table A.0.2 – continued from previous page
Subset 1 Subset 2 Subset 3

Predictor γ̂ β̂r γ̂ β̂r γ̂ β̂r
1001 0.291 * 0.037 ** 0.186 . 0.042 * 0.521 * 0.685 **

(0.137) (0.014) (0.127) (0.022) (0.243) (0.265)
0110 0.175 . 0.022 * 0.023 0.005 0.569 ** 0.749 **

(0.109) (0.013) (0.107) (0.022) (0.244) (0.271)
1010 0.214 * 0.027 * 0.133 0.03 . 0.293 . 0.386 *

(0.121) (0.014) (0.119) (0.023) (0.194) (0.189)
1100 0.36 ** 0.046 0.295 * 0.067 ** 0.572 * 0.752 **

(0.152) (0.036) (0.147) (0.023) (0.259) (0.284)
0111 0.634 ** 0.081 ** 0.378 ** 0.086 *** 1.127 ** 1.482 ***

(0.216) (0.033) (0.153) (0.018) (0.382) (0.473)
1011 0.849 ** 0.109 ** 0.714 ** 0.162 *** 1.191 ** 1.567 ***

(0.282) (0.04) (0.243) (0.022) (0.406) (0.501)
1101 0.974 ** 0.125 ** 0.729 ** 0.166 *** 1.228 ** 1.616 ***

(0.316) (0.043) (0.249) (0.022) (0.42) (0.517)
1110 0.897 ** 0.115 ** 0.728 ** 0.166 *** 1.247 ** 1.641 ***

(0.295) (0.041) (0.247) (0.022) (0.425) (0.524)
1111 1.471 *** 0.189 *** 1.25 *** 0.285 *** 1.916 *** 2.52 ***

(0.461) (0.053) (0.388) (0.025) (0.615) (0.777)
Quoted 0.975 *** 0.125 *** 0.854 *** 0.194 *** 1.399 *** 1.84 ***

(0.29) (0.028) (0.245) (0.012) (0.426) (0.543)
Total log(volCount) ≤ 9.2 0.314 *** 0.04 *** 0.369 *** 0.084 *** 0.261 ** 0.343 ***
Volume (0.094) (0.011) (0.108) (0.007) (0.087) (0.107)

log(volCount) > 9.2 -0.129 *** -0.017 ** -0.144 ** -0.033 *** 0.165 ** 0.218 **
(0.025) (0.007) (0.047) (0.005) (0.062) (0.071)

Depot 1 0.277 *** 0.036 *
(0.087) (0.016)

6 0.471 *** 0.06 ***
(0.141) (0.018)

7 0.43 *** 0.055 ***
(0.13) (0.016)

9 0.48 *** 0.062 ***
(0.147) (0.019)

220 0.186 *** 0.024 **
(0.06) (0.009)

230 0.346 *** 0.044 ***
(0.106) (0.014)

300 0.284 *** 0.036 **
(0.086) (0.012)

320 0.14 ** 0.018 *
(0.046) (0.008)

350 0.533 *** 0.068 ***
(0.16) (0.02)

470 0.315 *** 0.04 **
(0.096) (0.014)

480 1.943 *** 0.249 **
(0.618) (0.084)

520 0.522 *** 0.067 ***
(0.158) (0.019)

550 0.825 *** 0.106 **
(0.258) (0.045)

620 0.428 *** 0.055 ***
(0.128) (0.017)

640 0.149 *** 0.019 **
(0.047) (0.008)

670 0.294 *** 0.038 **
(0.089) (0.013)

690 0.25 *** 0.032 ***
(0.077) (0.009)

720 0.093 ** 0.012 .
Significance of associated p-values:

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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Table A.0.2 – continued from previous page
Subset 1 Subset 2 Subset 3

Predictor γ̂ β̂r γ̂ β̂r γ̂ β̂r
(0.035) (0.009)

740 0.363 *** 0.047 **
(0.11) (0.016)

820 2.408 *** 0.309 ***
(0.74) (0.092)

840 0.301 *** 0.039 **
(0.091) (0.013)

102 0.784 *** 0.178 ***
(0.226) (0.016)

170 2.147 *** 0.489 ***
(0.686) (0.055)

200 0.711 *** 0.162 ***
(0.206) (0.013)

280 0.115 *** 0.026 ***
(0.035) (0.005)

430 0.703 *** 0.16 ***
(0.205) (0.013)

450 0.199 *** 0.045 ***
(0.056) (0.006)

500 0.172 *** 0.039 ***
(0.053) (0.007)

580 0.079 ** 0.018 ***
(0.028) (0.005)

590 0.235 *** 0.053 ***
(0.066) (0.008)

750 0.205 *** 0.047 ***
(0.06) (0.007)

770 0.396 *** 0.09 ***
(0.114) (0.01)

780 0.517 *** 0.118 ***
(0.153) (0.011)

790 -0.02 -0.005
(0.024) (0.004)

2 1.242 *** 1.633 ***
(0.388) (0.491)

240 1.087 *** 1.43 ***
(0.328) (0.418)

Distance I(dist < 10) 0.424 *** 0.054 *** 0.365 *** 0.083 *** 0.064 * 0.084 *
(0.129) (0.015) (0.109) (0.007) (0.038) (0.037)

2.3 ≤ log(dist) < 3.7 -0.125 *** -0.016 *** -0.092 *** -0.021 *** -0.025 ** -0.033 **
(0.038) (0.004) (0.027) (0.002) (0.01) (0.011)

Quote Int. log(quoteInt) -0.094 *** -0.012 * -0.039 * -0.009 * -0.16 ** -0.21 **
(0.027) (0.007) (0.021) (0.004) (0.06) (0.071)

4 ≤ log(quoteInt) < 5.6 -0.084 *** -0.011 ** -0.091 ** -0.021 *** -0.109 * -0.144 **
(0.024) (0.004) (0.031) (0.006) (0.051) (0.047)

5.6 ≤ log(quoteInt) -0.568 *** -0.073 ** -0.663 *** -0.151 *** -0.766 ** -1.008 ***
(0.179) (0.026) (0.203) (0.015) (0.259) (0.313)

Customer custEff -0.37 *** -0.048 ** -0.416 *** -0.095 *** -0.719 ** -0.946 **
Price (0.047) (0.02) (0.05) (0.013) (0.285) (0.356)
Effect 0 ≤ custEff < 0.3 1.399 *** 0.18 *** 1.923 *** 0.438 *** 1.157 *** 1.522 ***

(0.25) (0.052) (0.356) (0.036) (0.13) (0.118)
0.3 ≤ custEff -0.687 *** -0.088 * -0.992 *** -0.226 ***

(0.163) (0.041) (0.216) (0.028)
Significance of associated p-values:

*** p < 0.001, ** p < 0.01, * p < 0.05, . p < 0.1
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