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1. NOTATIONS AND SET-UP

First some limit notations and conventions are given. For two sets A and B, the sum of inte-
grals

´
A f(x) dx+

´
B f(x) dx is written as (

´
A +
´
B)f(x) dx. For a constant d× pmatrixA, let

the minimum and maximum eigenvalues of ATA be λ2
min(A) and λ2

max(A) where λmin(A) and
λmax(A) are non-negative. Obviously, for any p-dimension vector x, λmin(A)‖x‖ ≤ ‖Ax‖ ≤
λmax(A)‖x‖. For two matrices A and B, we say A is bounded by B or A ≤ B if λmax(A) ≤
λmin(B). For a set of matrices {Ai : i ∈ I} for some index set I , we say it is bounded if
λmax(Ai) are uniformly bounded in i. Denote the identity matrix with dimension d by Id. Nota-
tions from the main text will also be used.

The following basic asymptotic results (Serfling, 2009) will be used throughout.

LEMMA 6. (i) For a series of random variables Zn, if Zn → Z in distribution as n→∞,
Zn = Op(1). (ii) (Continuous mapping) For a series of continuous function gn(x), if gn(x) =
O(1) almost everywhere, then gn(Zn) = Op(1), and this also holds if O(1) and Op(1) are re-
placed by Θ(1) and Θp(1).

Some notations regarding the posterior distribution of approximate Bayesian computation are
given. For A ⊂ Rp and a scalar function h(θ, s), let

πA(h) =

ˆ
A

ˆ
Rd
h(θ, s)π(θ)fn(s | θ)K{ε−1

n (s− sobs)}ε−dn dsdθ,

and

π̃A(h) =

ˆ
A

ˆ
Rd
h(θ, s)πδ(θ)f̃n(s | θ)K{ε−1

n (s− sobs)}ε−dn dsdθ.

Then Πε(θ ∈ A | sobs) = πA(1)/πP(1) and its normal counterpart Π̃ε(θ ∈ A | sobs) =
π̃A(1)/π̃P(1).

The following results from Li & Fearnhead (2015) will be used throughout.

LEMMA 7. Assume Conditions 1–4. Then as n→∞,
(i) if Condition 5 also holds then, for any δ < δ0, πBc

δ
(1) and π̃Bc

δ
(1) are op(1), and

Op(e
−aαδn,εcδ) for some positive constants cδ and αδ depending on δ;
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2

(ii) πBδ(1) = π̃Bδ(1){1 +Op(α
−1
n )} and supA⊂Bδ |πA(1)− π̃A(1)| /π̃Bδ(1) = Op(α

−1
n );

(iii) if εn = o(a
−1/2
n ), π̃Bδ(1) and πBδ(1) are Θp(a

d−p
n,ε ), and thus π̃P(1) and πP(1) are

Θp(a
d−p
n,ε );

(iv) if εn = o(a
−1/2
n ) and Condition 5 holds, θε = θ̃ε + op(a

−1
n,ε). If εn = o(a

−3/5
n ), θε = θ̃ε +

op(a
−1
n ).

Proof. (i) is from Li & Fearnhead (2015, Lemma 3) and a trivial modification of its proof
when Condition 5 does no hold; (ii) is from Li & Fearnhead (2015, equation 13 of supplements);
(iii) is from Li & Fearnhead (2015, Lemma 5 and equation 13 of supplements); and (iv) is from
Li & Fearnhead (2015, Lemma 3 and Lemma 6). �

2. PROOF FOR RESULTS IN SECTION 3·1
Proof of Lemma 1. For any fixed v ∈ Rd, recall that Π̃(θ ∈ A | sobs + εnv) is the posterior

distribution given sobs + εnv with prior πδ(θ) and the misspecified model f̃n(· | θ). By Kleijn &
van der Vaart (2012), if there exist ∆n,θ0 and Vθ0 such that,

(KV1) for any compact set K ⊂ t(Bδ),

sup
t∈K

∣∣∣∣∣log
f̃n(sobs + εnv | θ0 + a−1

n t)

f̃n(sobs + εnv | θ0)
− tTVθ0∆n,θ0 +

1

2
tTVθ0t

∣∣∣∣∣→ 0,

in probability as n→∞, and
(KV2) E{Π̃(an‖θ − θ0‖ > Mn | sobs + εnv)} → 0 as n→∞ for any sequence of constants

Mn →∞,

then

sup
A∈Bp

∣∣∣∣Π̃{an(θ − θ0) ∈ A | sobs + εnv} −
ˆ
A
N(t; ∆n,θ0 , V

−1
θ0

) dt

∣∣∣∣→ 0,

in probability as n→∞.
For (KV1), by the definition of f̃n(s | θ),

log
f̃n(sobs + εnv | θ0 + a−1

n t)

f̃n(sobs + εnv | θ0)
= log

N{sobs + εnv; s(θ0 + a−1
n t), a−2

n A(θ0 + a−1
n t)}

N{sobs + εnv; s(θ0), a−2
n A(θ0)}

.

As xTAx− yTBy = xT (A−B)x+ (x− y)TB(x+ y), for vectors x and y and matrices A
and B, by applying a Taylor expansion on s(θ0 + xt) and A(θ0 + xt) around x = 0, the right
hand side of above equation equals

{Ds(θ0 + e(1)
n t)t}TA(θ0)−1ζn(v, t)− a−1

n

2
ζn(v, t)T

{
p∑
i=1

DθiA
−1(θ0 + e(2)

n t)ti

}
ζn(v, t)

+
a−1
n

2

{
D log

∣∣∣A(θ0 + e(3)
n t)

∣∣∣}T t,
where ζn(v, t) = A(θ0)1/2Wobs + anεnv − 1

2Ds(θ0 + e
(1)
n t)t and for j = 1, 2, 3, e(j)

n is a func-

tion of t satisfying |e(j)
n | ≤ a−1

n which is from the remainder of the Taylor expansions. Since
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Ds(θ), DA−1(θ) and D log |A(θ)| are bounded in Bδ when δ is small enough,

sup
t∈K

∣∣∣∣∣log
f̃n(sobs + εnv | θ0 + a−1

n t)

f̃n(sobs + εnv | θ0)
− tT I(θ0)β0{A(θ0)1/2Wobs + cεv}+

1

2
tT I(θ0)t

∣∣∣∣∣→ 0,

in probability as n→∞, for any compact set K. Therefore (KV1) holds with ∆n,θ0 =

β0{A(θ0)1/2Wobs + cεv} and Vθ0 = I(θ0).
For (KV2), let rn(s | θ0) = αn{fn(s | θ0)− f̃n(s | θ0)}. Since rn(s | θ0) is bounded by a

function integrable in Rd by Condition 4,

E{Π̃(an‖θ − θ0‖ > Mn | sobs + εnv)} −
ˆ
Rd

Π̃(an‖θ − θ0‖ > Mn | s+ εnv)f̃n(s | θ0) ds

≤α−1
n

ˆ
Rd
|rn(s | θ0)| ds = o(1).

Then it is sufficient for the expectation under f̃n(s | θ0) to be o(1). For any constant M > 0,
with the transformation v̄ = an{s− s(θ0)},ˆ

Rd
Π̃(an‖θ − θ0‖ > Mn | s+ εnv)f̃n(s | θ0) ds

≤
ˆ
‖v̄‖≤M

´
‖t‖>Mn

π̃(t, v̄ | v) dt´
t(Bδ)

π̃(t, v̄ | v) dt
N{v̄; 0, A(θ0)} dv̄ +

ˆ
‖v̄‖>M

N{v̄; 0, A(θ0)} dv̄,

where π̃(t, v̄ | v) = πδ(θ0 + a−1
n t)f̃n{s(θ0) + a−1

n v̄ + εnv | θ0 + a−1
n t}. For the first term in the

above upper bound, it is bounded by a series which does not depend on M and is o(1) as Mn →
∞, as shown below. Obviously

´
t(Bδ)

π̃(t, v̄ | v) dt can be lower bounded for some constant

mδ > 0. Choose δ small enough such that Ds(θ) and A(θ)1/2 are bounded for θ ∈ Bδ. Let λmin

and λmax be their common bounds. When ‖v̄‖ < M and Mn is large enough,

{t : ‖t‖ > Mn} ⊂
{
t :

supθ∈Bδ ‖Ds(θ)t‖
2

≥ ‖anεnv + v̄‖
}
. (1)

Then since for any v̄ satisfying ‖v̄‖ < M , by a Taylor expansion,

f̃n{s(θ0) + a−1
n v̄ + εnv | θ0 + a−1

n t} = adnN{Ds(θ0 + e(1)
n t)t; v̄ + anεnv,A(θ0 + a−1

n t)},

π̃(t, v̄ | v) ≤ cN(λ−1
maxλmin‖t‖/2; 0, 1), where c is some positive constant, for t in the right hand

side of (1). Then
ˆ
‖v̄‖≤M

´
‖t‖>Mn

π̃(t, v̄ | v) dt´
t(Bδ)

π̃(t, v̄ | v) dt
N{v̄; 0, A(θ0)} dv̄ ≤ m−1

δ c

ˆ
‖t‖>Mn

N(λ−1
maxλmin‖t‖/2; 0, 1) dt,

the right hand side of which is o(1) when Mn →∞. Meanwhile by letting M →∞, it can be
seen that the expectation under f̃n(s | θ0) is o(1). Therefore (KV2) holds and the lemma holds.�

The following lemma is used for equations
´
Rp gn(t, v) dt = |A(θ0)|−1/2Gn(v) and´

Rp g(t, v) dt = |A(θ0)|−1/2G(v).

LEMMA 8. For a rank-p d× p matrix A, a rank-d d× d matrix B and a d-dimension vector
c,

N(At;Bv + c, Id) = N
{
t; (ATA)−1AT (c+Bv), (ATA)−1

}
g(v;A,B, c), (2)
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where P = ATA, and

g(v;A,B, c) =
1

(2π)(d−p)/2 exp

{
−1

2
(c+Bv)T (I −A(ATA)−1AT )(c+Bv)

}
.

Proof. This can be verified easily by matrix algebra. �

The following lemma regarding the continuity of a certain form of integral will be helpful
when applying the continuous mapping theorem.

LEMMA 9. Let l1, l′1, l2, l′2 and l3 be positive integers satisfying l′1 ≤ l1 and l′2 ≤ l2. LetA and
B be l1 × l′1 and l2 × l′2 matrices, respectively, satisfying that ATA and BTB are positive defi-
nite. Let g1(·), g2(·) and g3(·) be functions in Rl1 , Rl2 and Rl3 , respectively, that are integrable
and continuous almost everywhere. Assume:

(i) gj(·) is bounded in Rlj for j = 1, 2;
(ii) gj(w) depends on w only through ‖w‖ and is a decreasing function of ‖w‖, for j = 1, 2;

and
(iii) there exists a non-negative integer l such that

´
Rl3
∏l′1+l′2+l
k=1 wikg3(w) dw <∞ for any

coordinates (wi1 , . . . , wil′
1
+l′

2
+l

) of w.
Then the function,
ˆ ˆ ˆ

Pl(w1, w2, w3) |g1(Aw1 + x1w2 + x2w3 + x3)− g1(Aw1)| g2(Bw2 + x4w3 + x5)g3(w3) dw3dw2dw1,

where x1 ∈ Rl1×l′2 , x2 ∈ Rl1×l3 , x4 ∈ Rl2×l3 , x3 ∈ Rl1 and x5 ∈ Rl2 , is continuous almost ev-
erywhere.

Proof. Let mA and mB be the lower bound of A and B respectively. For any
(x01, . . . , x05) ∈ Rl1×l′2 × Rl1×l3 × Rl2×l3 × Rl1 × Rl2 such that the integrand in the target
integral is continuous, consider any sequence (xn1, . . . , xn5) converging to (x01, . . . , x05).
It is sufficient to show the convergence of the target function at (xn1, . . . , xn5). Let
VA = {w1 : ‖Aw1‖/2 ≥ sup(xn1,xn2,xn3) ‖xn1w2 + xn2w3 + xn3‖}, VB = {w2 : ‖Bw2‖/2 ≥
sup(xn4,xn5) ‖xn4w3 + xn5‖}, UA = {w1 : ‖w1‖ ≤ 4m−1

A (‖x01w2‖+ ‖x02w3‖+ ‖x03‖)} and
UB = {w2 : ‖w2‖ ≤ 4m−1

B (‖x04w3‖+ ‖x05‖)}. We have V c
A ⊂ UA and V c

B ⊂ UB . Then ac-
cording to the following upper bounds and condition (iii),

|g1(Aw1 + xn1w2 + xn2w3 + xn3)− g1(Aw1)| ≤ g1(Aw1 + xn1w2 + xn2w3 + xn3) + g1(Aw1),

g1(Aw1 + xn1w2 + xn2w3 + xn3) ≤ ḡ1(mA‖w1‖/2)1{w1∈VA} + sup
w∈Rl1

g1(w)1{w1∈UA},

g2(Bw2 + x4w3 + x5) ≤ ḡ2(mB‖w2‖/2)1{w2∈VB} + sup
w∈Rl2

g2(w)1{w2∈UB},

where g1(w) = ḡ1(‖w‖) and g2(w) = ḡ2(‖w‖), by applying the dominated convergence theo-
rem, the target function at (xn1, . . . , xn5) converges to its value at (x01, . . . , x05). �

Proof of Lemma 2. The first part holds according to Lemma 5 of Li & Fearnhead (2015). For
the second part, when cε =∞, by the transformation v′ = v′(v, t),
ˆ
Rd

ˆ
t(Bδ)

Pl(v)gn(t, v) dtdv =

ˆ
Rd

ˆ
t(Bδ)

Pl

{
Ds(θ0)t+

1

anεn
v′ − 1

anεn
A(θ0)1/2Wobs

}
g′n(t, v′) dtdv′.
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By applying Lemma 9 and the continuous mapping theorem in Lemma 6 to the right hand
side of the above when cε =∞, and to

´
Rd
´
t(Bδ)

Pl(v)gn(t, v) dtdv when cε <∞, and using´
Rp g(t, v) dt = |A(θ0)|−1/2G(v), the lemma holds. �

Proof of Lemma 3. (a), (b) and the first part of (c) hold immediately by Lemma 7. The second
part of (c) is stated in the proof of Theorem 1 of Li & Fearnhead (2015). �

LEMMA 10. Assume conditions 1–5.
(i) If cε ∈ (0,∞) then Πε{an(θ − θε) ∈ A | sobs} and Π̃ε{an(θ − θ̃ε) ∈ A | sobs} have the

same limit in distribution.
(ii) If cε = 0 or cε = 0∞ then

supA∈Bp

∣∣∣Πε{an,ε(θ − θε) ∈ A | sobs} − Π̃ε{an,ε(θ − θ̃ε) ∈ A | sobs}
∣∣∣ = op(1).

(iii) If Condition 6 holds then

supA∈Bp

∣∣∣Πε{an(θ∗ − θ∗ε) ∈ A | sobs} − Π̃ε{an(θ∗ − θ̃∗ε) ∈ A | sobs}
∣∣∣ = op(1).

Proof. Let λn = an,ε(θε − θ̃ε), and by Lemma 3(c), λn = op(1). When cε ∈ (0,∞), for any
A ∈ Bp, decompose Πε{an(θ − θε) ∈ A | sobs} into the following three terms,[

Πε{an(θ − θε) ∈ A | sobs} − Π̃ε{an(θ − θε) ∈ A | sobs}
]

+
[
Π̃ε{an(θ − θ̃ε) ∈ A+ λn | sobs} − Π̃ε{an(θ − θ̃ε) ∈ A | sobs}

]
+Π̃ε{an(θ − θ̃ε) ∈ A | sobs}.

For (i) to hold, it is sufficient that the first two terms in the above are op(1). The first term is
op(1) by Lemma 3. For the second term to be op(1), given the leading term of Π̃ε{an(θ − θ̃ε) ∈
A | sobs} stated in the proof of Proposition 1 in the main text, it is sufficient that

sup
v∈Rd

∣∣∣∣(ˆ
A+λn

−
ˆ
A

)
N{t;µn(v), I(θ0)−1} dt

∣∣∣∣ = op(1).

This holds by noting that the left hand side of the above is bounded by (
´
A+λn

−
´
A)c dt for

some constant c and this upper bound is op(1) since λn = op(1). Therefore (i) holds.

When cε = 0 or ∞, supA∈Bp

∣∣∣Πε{an,ε(θ − θε) ∈ A | sobs} − Π̃ε{an,ε(θ − θ̃ε) ∈ A | sobs}
∣∣∣

is bounded by

supA∈Bp

∣∣∣Πε{an,ε(θ − θε) ∈ A | sobs} − Π̃ε{an,ε(θ − θε) ∈ A | sobs}
∣∣∣

+supA∈Bp

∣∣∣∣Π̃ε{an,ε(θ − θ̃ε) ∈ A+ λn | sobs} −
ˆ
A+λn

ψ(t) dt

∣∣∣∣
+supA∈Bp

∣∣∣∣Π̃ε{an,ε(θ − θ̃ε) ∈ A | sobs} −
ˆ
A
ψ(t) dt

∣∣∣∣
+supA∈Bp

∣∣∣∣ˆ
A+λn

ψ(t) dt−
ˆ
A
ψ(t) dt

∣∣∣∣ . (3)

With similar arguments as before, the first three terms are op(1). For the fourth term, by trans-
forming t to t+ λn, it is upper bounded by

´
Rp |ψ(t− λn)− ψ(t)| dt which is op(1) by the

continuous mapping theorem. Therefore (ii) holds.
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For (iii), the left hand side of the equation has the decomposed upper bound similar to (3),
with θ, θε, θ̃ε and ψ(t) replaced by θ∗, θ∗ε , θ̃∗ε and N{t; 0, I(θ0)−1}. Then by Lemma 5, using
the leading term of Πε{an(θ∗ − θ∗ε) ∈ A | sobs} stated in the proof of Theorem 1, and similar
arguments to those used for the fourth term of (3), it can be seen that this upper bound is op(1).
Therefore (iii) holds. �

3. PROOF FOR RESULTS IN SECTION 3·2
To prove Lemmas 4 and 5, some notation regarding the regression adjusted approximate

Bayesian computation posterior, similar to those defined previously, are needed. Consider trans-
formations t = t(θ) and v = v(s). For A ⊂ Rp and the scalar function h(t, v) in Rp × Rd, let
π̃A,tv(h) =

´
t(A)

´
Rd h(t, v)π̃ε,tv(t, v) dvdt.

Proof of Lemma 4. Since βε = covε(θ, s)varε(s)−1, to evaluate the covariance matrices, we
need to evaluate πRp{(θ − θ0)k1(s− sobs)

k2}/πRp(1) for (k1, k2) = (0, 0), (1, 0), (1, 1), (0, 1)
and (0, 2).

First of all, we show that πBc
δ
{(θ − θ0)k1(s− sobs)

k2} is ignorable for any δ < δ0 by showing

that it is Op(e−a
αδ
n,εcδ) for some positive constants cδ and αδ. By dividing Rd into {v : ‖εnv‖ ≤

δ′/3} and its complement,

sup
θ∈Bc

δ

ˆ
Rd

(s− sobs)
k2fn(s | θ)K

(
s− sobs

εn

)
ε−dn ds

≤ sup
θ∈Bc

δ

{
sup

‖s−sobs‖≤δ′/3
fn(s | θ)

ˆ
Rd

(s− sobs)
k2K

(
s− sobs

εn

)
ε−dn ds

}

+K{λmin(Λ)ε−1
n δ′/3}ε−dn

ˆ
Rd

(s− sobs)
k2fn(s | θ) ds. (4)

By Condition 2(ii), Condition 6 and following the arguments in the proof of Lemma 3 of Li &
Fearnhead (2015), the right hand side of (4) is Op(e−a

αδ
n,εcδ), which is sufficient for πBc

δ
{(θ −

θ0)k1(s− sobs)
k2} to be Op(e−a

αδ
n,εcδ).

For the integration over Bδ, by Lemma 7 (ii),

πBδ{(θ − θ0)k1(s− sobs)
k2}

πBδ(1)
= a−k1n,ε ε

k2
n

{
π̃Bδ,tv(t

k1vk2)

π̃Bδ,tv(1)
+

α−1
n

´
t(Bδ)

´
tk1vk2π(θ0 + a−1

n,εt)rn(sobs + εnv | θ0 + a−1
n,εt)K(v) dvdt

π̃Bδ,tv(1)

}
{1 +Op(α

−1
n )}

where rn(s | θ) is the scaled remainder αn{fn(s | θ)− f̃n(s | θ)}. In the above, the second term
in the first brackets is Op(α−1

n ) by the proof of Lemma 6 of Li & Fearnhead (2015). Then

πBδ{(θ − θ0)k1(s− sobs)
k2}

πBδ(1)
= a−k1n,ε ε

k2
n

{
π̃Bδ,tv(t

k1vk2)

π̃Bδ,tv(1)
+Op(α

−1
n )

}
,

and the moments π̃Bδ,tv(t
k1vk2)/π̃Bδ,tv(1) need to be evaluated. Theorem 1 of Li & Fearnhead

(2015) gives the value of π̃Bδ,tv(t)/π̃Bδ,tv(1), and this is obtained by substituting the leading
term of π̃ε,tv(t, v), that is π(θ0)gn(t, v) as stated in Lemma 2, into the integrands. The other
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moments can be evaluated similarly, and give

π̃Bδ,tv(t
k1vk2)

π̃Bδ,tv(1)
=


b−1
n β0{A(θ0)1/2Wobs + anεnEGn(v)}, (k1, k2) = (1, 0),

b−1
n β0{A(θ0)1/2WobsEGn(v] + anεnEGn(vvT )}, (k1, k2) = (1, 1),

EGn(v), (k1, k2) = (0, 1),

EGn(vvT ), (k1, k2) = (0, 2),

+Op(a
−1
n,ε) +Op(a

2
nε

4
n), (5)

where bn = 1 when cε <∞, and anεn when cε =∞. By Lemma 2, EGn(vvT ) = Θp(1). Since
α−1
n = o(a

−2/5
n ), covε(θ, s) =ε2

nβ0varGn(v) + op(a
−2/5
n ε2

n) and varε(s) = ε2
nvarGn(v){1 +

op(a
−2/5
n )}. Thus

βε = β0 + op(a
−2/5
n ), (6)

and the lemma holds. �

ForA ⊂ Rp andB ⊂ Rd, let π(A,B) =
´
A

´
B π(θ)fn(s | θ)K{ε−1

n (s− sobs)}ε−dn dsdθ and
π̃(A,B) =

´
A

´
B π(θ)f̃n(s | θ)K{ε−1

n (s− sobs)}ε−dn dsdθ. Denote the marginal mean values
of s for πε(θ, s | sobs) and π̃ε(θ, s | sobs) by sε and s̃ε respectively.

Proof of Lemma 5. For (a), write Πε(θ
∗ ∈ Bc

δ | sobs) as π[Rp, {s : θ∗(θ, s) ∈
Bc
δ}]/π(Rp,Rd). By Lemma 7, π(Rp,Rd) = πP(1) = Θp(a

d−p
n,ε ). By the triangle inequal-

ity,

π[Rp, {s : θ∗(θ, s) ∈ Bc
δ}] ≤ π(Bc

δ/2,R
d) + π[Bδ/2, {s : ‖βε(s− sobs)‖ ≥ δ/2}], (7)

and it is sufficient that the right hand side of the above inequality is op(1). Since its first term is
πBc

δ/2
(1), by Lemma 7 the first term is op(1).

When εn = Ω(a
−7/5
n ) or Θ(a

−7/5
n ), by (6), βε − β0 = op(1) and so βε is bounded in proba-

bility. For any constant βsup > 0 and β ∈ Rp×d satisfying β ≤ βsup,

π[Bδ/2, {s : ‖β(s− sobs)‖ ≥ δ/2}] ≤ K
(
ε−1 δ

2βsup

)
ε−dn ,

and by Condition 2(iv), the second term in (7) is op(1).
When εn = o(a

−7/5
n ), βε is unbounded and the above argument does not apply. Let δ1 be a

constant less than δ0 such that infθ∈Bδ1/2 λmin{A(θ)−1/2} ≥ m and infθ∈Bδ1/2 λmin{Ds(θ)} ≥
m for some positive constant m. In this case, it is sufficient to consider δ < δ1. By Condition 4,

rn(s | θ) ≤ adn|A(θ)|1/2rmax[anA(θ)−1/2{s− s(θ)}].

Using the transformation t = t(θ) and v = v(s), fn(s | θ) = f̃n(s | θ) + α−1
n rn(s | θ) and ap-

plying the Taylor expansion of s(θ0 + xt) around x = 0,

π[Bδ/2, {s : ‖βε(s− sobs)‖ ≥ δ/2}] ≤

c

ˆ
t(Bδ/2)

ˆ
‖βεεnv‖≥δ/2

N [A(θ0 + a−1
n t)−1/2{Ds(θ0 + e(1)

n t)t−A(θ0)1/2Wobs − anεnv}; 0, Id]K(v) dvdt

+ c

ˆ
t(Bδ/2)

ˆ
‖βεεnv‖≥δ/2

rmax[A(θ0 + a−1
n t)−1/2{Ds(θ0 + e(1)

n t)t−A(θ0)1/2Wobs − anεnv}]K(v) dvdt,
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for some positive constant c. To show that the right hand side of the above inequality is op(1),
consider a function g4(·) in Rd satisfying that g4(v) can be written as g4(‖v‖) and g4(·) is
decreasing. Let An(t) = A(θ0 + a−1

n t)−1/2, Cn(t) = Ds(θ0 + ξ1) and c = A(θ0)1/2Wobs. For
each n divide Rp into Vn = {t : ‖Cn(t)t‖/2 ≥ ‖c+ anεnv‖} and V c

n . In Vn, ‖An(t){Cn(t)t−
c− anεnv}‖ ≥ m2‖t‖/2 and in V c, ‖t‖ ≤ 2m−1‖c+ anεnv‖. Then

ˆ
t(Bδ/2)

ˆ
‖βεεnv‖≥δ/2

g4[An(t){Cn(t)t− c− anεnv}]K(v) dvdt

≤
ˆ
‖βεεnv‖≥δ/2

{ˆ
Rp
g4(m2‖t‖/2) dt+ sup

v∈Rp
g4(v)

ˆ
V cn

1 dt

}
K(v) dv,

where
´
V cn

1 dt is the volume of V c
n in Rp. Then since βεεn = op(1), anεn = op(1) and

´
V cn

1 dt

is proportional to ‖c+ anεnv‖p, the right hand side of the above inequality is op(1). This implies
π(Bδ/2, {s : ‖βε(s− sobs)‖ ≥ δ/2}) = op(1).

Therefore in both cases Πε(θ
∗ ∈ Bc

δ | sobs) = op(1). For Π̃ε(θ
∗ ∈ Bc

δ | sobs), since the sup-
port of its prior is Bδ, there is no probability mass outside Bδ , i.e. Π̃ε(θ

∗ ∈ Bc
δ | sobs) = 0.

Therefore (a) holds.
For (b),

supA∈Bp

∣∣∣Πε(θ
∗ ∈ Aθ ∩Bδ | sobs)− Π̃ε(θ

∗ ∈ Aθ ∩Bδ | sobs)
∣∣∣

=
supA∈Bp |π(Rp, {s : θ∗(θ, s) ∈ Aθ ∩Bδ})− π̃(Rp, {s : θ∗(θ, s) ∈ Aθ ∩Bδ})|

π̃Bδ(1)
+ op(1)

≤α−1
n

´
Bδ

´
Rd π(θ)|rn(s | θ)|K{ε−1

n (s− sobs)}ε−dn dsdθ

π̃Bδ(1)
+ op(1).

Then by the proof of Lemma 6 of Li & Fearnhead (2015), (b) holds.
For (c), to begin with, an(θ∗ε − θ̃∗ε) = an(θε − θ̃ε)− anβε(sε − s̃ε). By Lemma 7, an(θε −

θ̃ε) = op(1). For anβε(sε − s̃ε), similar to the arguments of the proof of Lemma 4,

sε − sobs = εn

{
π̃Bδ,tv(v)

π̃Bδ,tv(1)
+Op(α

−1
n )

}
{1 +Op(α

−1
n )}, s̃ε − sobs = εn

π̃Bδ,tv(v)

π̃Bδ,tv(1)
{1 +Op(α

−1
n )}.

Then anβε(sε − s̃ε) = Op(α
−1
n anεn) which is op(1) if εn = o(a

−3/5
n ). Therefore the first part

of (c) holds. Since θ̃∗ε = θ̃ε − βε(s̃ε − sobs), by the expansion of θ̃ε in Lemma 3(c), the above
expansion of s̃ε − sobs and (5), the second part of (c) holds. �

4. PROOF FOR RESULTS IN SECTION 3·3
Proof of Theorem 2. The integrand of pacc,q is similar to that of πRp(1). The expansion of

πRp(1) is given in Lemma 7(ii), and following the same reasoning, pacc,q can be expanded as
εdn
´
Bδ

´
Rd qn(θ)f̃(sobs + εnv | θ)K(v) dvdθ{1 + op(1)}. With transformation t = t(θ), plug-

ging the expression of qn(θ) and π̃ε,tv(t, v) gives that

pacc,q = (an,εεn)d
ˆ
t(Bδ)

(rn,ε)
−pq(r−1

n,εt− cµ)
π̃ε,tv(t, v)

πδ(θ0 + a−1
n,εt)

dvdt{1 + op(1)},
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where rn,ε = σn/a
−1
n,ε and cµ,n = σn(µn − θ0). By the assumption of µn, denote the limit of

cµ,n by cµ. Then by Lemma 2, pacc,q can be expanded as

pacc,q = (an,εεn)d
ˆ
t(Bδ)×Rd

(rn,ε)
−pq(r−1

n,εt− cµ,n)gn(t, v) dvdt{1 + op(1)}. (8)

Denote the leading term of the above by Qn,ε.
For (1), when cε = 0, since supt∈Rp gn(t, v) ≤ c1K(v) for some positive constant c1, Qn,ε

is upper bounded by (anεn)dc1 almost surely. Therefore pacc,q → 0 almost surely as n→∞.
When rn,ε →∞, since q(·) is bounded in Rp by some positive constant c2, Qn,ε is upper
bounded by (rn,ε)

−pc2(an,εεn)d
´
Rp×Rd gn(t, v) dvdt. Therefore pacc,q → 0 in probability as

n→∞ since
´
Rp×Rd gn(t, v) dvdt = Θp(1) by Lemma 2.

For (2), let t̃(θ) = r−1
n,εt(θ)− cµ,n and t̃(A) be the set {φ : φ = t̃(θ) for some θ ∈ A}. Since

t̃ = σ−1
n (θ − θ0)− cµ,n and σ−1

n →∞, t̃(Bδ) converges to Rp in probability as n→∞. With
the transformation t̃ = t̃(θ),

Qn,ε =

{
(anεn)d

´
t̃(Bδ)×Rd q(t̃)gn{rn,ε(t̃+ cµ,n), v} dt̃dv, cε <∞,´

t̃(Bδ)×Rd q(t̃)g
′
n{rn,ε(t̃+ cµ,n), v′} dt̃dv′, cε =∞.

By Lemma 9 and the continuous mapping theorem,

Qn,ε →

{
cdε
´
Rp×Rd q(t̃)g{r1(t̃+ cµ), v} dt̃dv, cε <∞,´

Rp×Rd q(t̃)g{r1(t̃+ cµ), v} dt̃dv, cε =∞,

in distribution as n→∞. Since the limits above are Θp(1), pacc,q = Θp(1).
For (3), when cε =∞ and r1 = 0, in the above, the limit of Qn,ε in distribution is´

Rp×Rd q(t̃)g(0, v) dt̃dv = 1. Therefore pacc,q converges to 1 in probability as n→∞. �
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