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Abstract—Fifth Generation (5G) networks will compromise
of heterogeneous networks (HetNets) with macrocell overlaid
with lower power small cells to achieve higher throughput by
offloading users with low signal-to-noise-ratio from macrocell
to the small cells. In this paper, we proposed a multi-objective
optimization problem (MOP) to jointly investigate the tradeoff
between throughput and backhaul energy efficiency (BEE) using
ω-fair utility function for two different backhauling technologies
in downlink transmission scheme of a two-tier HetNets. We then
transform the proposed MOP into a single objective optimization
problem (SOP) employing the weighted sum method to obtain
the complete Pareto Frontier solution set with minimum QoS
requirements and rate fairness level ω. The transformed SOP is
solved in an iterative manner using Lagrangian Dual Decomposi-
tion (LDD) with a subgradient method providing a near-optimal
solution. Simulation results demonstrate the effectiveness of our
proposed approach in reducing the total area power consump-
tion irrespective of the backhauling technology by dynamically
adjusting weighting coefficient α and rate fairness level ω. Our
numerical results also demonstrate the fundamental tradeoff
between throughput and BEE for different parameters such as
weighting coefficient α and rate fairness level ω.

Index Terms—Backhaul Energy efficiency, Green Commu-
nication, HetNets, Next Generation Networks, Multi-objective
Optimisation Problem.

I. INTRODUCTION

O
NE of the emerging technologies towards enabling Fifth

Generation (5G) is heterogeneous networks (HetNets)

which include Green Small Cell Networks consisting of low-

power base station (BS), (e.g., microcells, picocells, and

femtocells), overlaid within the macrocell geographical area,

deployed by either users or network operators who share the

same spectrum with the macrocells [1] and [2]. The purpose

of HetNets is to allow user equipments (UEs) to access

small cells even though the UEs are within the coverage

of macrocell. The deployment of small cells has a great

potential to improve the spatial reuse of radio resources and

also to enhance the energy efficiency (EE) of the network [2]

and [3]. Although, some works [4] and [5] have been done

on fairness based energy efficient radio resource management

in traditional OFDMA systems mainly maximising either EE

or spectral efficiency (SE). In [6], authors proposed a MOP

approach to jointly maximise EE and SE along with fairness

for downlink transmission scheme of the traditional OFDMA

systems.

This work was partially supported by the UK EPSRC under Garnt number
EP/K011693/1 and the EU FP7 under Grant Number PIRSES-GA-2013-
610524.

Most of the work in the literature mainly focuses on

maximising EE or SE with respect to the transmission power

without considering the backhaul energy consumption [7]. The

authors in [8] proposed a mechanism to compute backhaul

energy efficiency (BEE) in a heterogeneous network deploy-

ment consisting of a macrocell with enabled device to device

(D2D) communication to reduce the overall network power

consumption in comparison to the small cell deployment.

In [9], the authors analysed the energy efficiency optimisation

with subject to SE constraint in the downlink of Green HetNets

using Coordinated Multi-Point (CoMP) transmission scheme

to reduce the total power consumption including the backhaul

power consumption for two backhauling technologies, i.e.,

microwave and fiber. The contribution of the backhaul energy

consumption to the total energy consumption is dependent

on the network deployment scenario and technology and the

topology of the backhaul itself [10].

According to the best of our knowledge, there is no previous

work on joint throughput and BEE tradeoff with fairness in

downlink transmission scheme of two-tier HetNets considering

multi-user multi-carrier systems. In this paper, we investigate

the two conflicting objectives such as jointly maximising

throughput and BEE subject to minimum QoS requirements,

maximum input power constraint and rate fairness level ω

as a multi-objective optimisation problem (MOP). The MOP

is transformed into a single-objective optimisation problem

(SOP) using weighted sum method obtaining a complete

Pareto-optimal set or Pareto Frontier providing a quantitative

insight into the throughput and BEE tradeoff with different

rate fairness level ω.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a downlink scenario of two-tier HetNets con-

sisting of a macrocell and K − 1 pico BS’s with the total

number of users M and N non-overlapping subcarriers. We

denote the index set of all subcarriers as n = {1, · · · , N}, the

set of all users as m = {1, · · · ,M} and the set of networks

as k = {1, · · · ,K}. Further, we consider an orthogonal

subcarrier selection scheme which assigns each subcarrier

exclusively to either pico BS (PB) or macrocell (Mc) at any

time. We assume that Nk indicates the set of all subcarriers

allocated to the network k and |Nk| is the cardinality of the

set Nk denoting the total number of subcarriers allocated to

the network k. The instantaneous rate of user m associated



with network k on subcarrier n is given as follow:

r(k)
m,n = θkBk log2

(

1 + γ(k)
m,n × p(k)m,n

)

, (1)

where θk is the proportion of bandwidth allocated to each

subcarrier by network k and is given by 1
|Nk|

. Bk indicates

the total bandwidth available to the network k and p(k)
m,n

indicates the power allocated to the subcarrier n for user m

in network k. The channel-to-noise-ratio (CNR) of user m

on subcarrier n associated with network k can be defined as

γ(k)
m,n =

g(k)
m,n

ρ
(k)
m,nN0θkBk

. The total data rate of user m is

Rm =
K
∑

k=1

N
∑

n=1

ρ(k)m,nr
(k)
m,n, (2)

where ρ
(k)
m,n is the subcarrier allocation indicator such that

ρ
(k)
m,n ∈ {0, 1}. To model fairness, we adopt ω-fair utility

function

uω (Rm) =

{

ln (Rm) , if ω = 1,
R1−ω

m

/

(1− ω), if ω 6= 1, ω ≥ 0,
(3)

where the value of ω represents different rate fairness levels.

For no fairness requirement, ω = 0, and uω (Rm) = Rm. By

increasing ω, the rate fairness among users also increases. For

the special case of ω → ∞, an absolute rate fairness among

users is achieved.

A. Power Consumption Model for two-tier HetNets

Hence, the overall consumed power in downlink of two-tier

HetNets can be modelled as below:

P = ǫ0

K
∑

k=1

N
∑

n=1

M
∑

m=1

ρ(k)m,np
(k)
m,n +K × PC + PBH , (4)

where PBH is the backhaul power consumption. In two-tier

HetNets, the backhaul power consumption consists of the

backhaul power consumed at aggregation switch (or switches)

P
(mb)
BH , to forward the traffic from all the macro BS’s to the

core network and the backhaul power consumed at sink switch

(or switches) P
(sc)
BH , located at the macro BS to receive the

traffic from the K − 1 small cells then aggregate it with the

macrocell BS traffic and forward it to the core network. Optical

fiber is most commonly used for backhaul links between all

macro BS’s to the aggregation switch. The backhaul power

consumption P
(mb)
BH can be expressed as follow [11]:

P
(mb)
BH =

[

Imb

maxdl

]

× Psw + Imb × Pdl + Lul × Pul, (5)

where Imb is the number of macro BS’s which is equal to

1 according to our system model, maxdl is the maximum

number of downlink interfaces at aggregation switch of macro

BS and Pdl is the power consumption of a downlink interface

at the macro BS aggregation switch. Lul =
(

Tagg

Cmax

)

and

Pul are the total number of uplink interfaces and power

consumption of an uplink interface, respectively. Tagg and

Cmax are the total traffic at the aggregation switches of the

macrocell BS and the maximum transmission rate of an uplink

interface, respectively. Psw represents the power consumption

of the aggregation switch at the macrocell BS and (5) can be

rewritten as:

P
(mb)
BH =

[

1

maxdl

]

(

β.Pmax
sw + (1− β)

Cagg

Cmax
sw

Pmax
sw

)

+Pdl +

(

Tagg

Cmax

)

Pul, (6)

where β ∈
[

0, 1
]

, Pmax
sw is the maximum power consumption

of the switch, Cagg is the total traffic at the macrocell

aggregation switch and Cmax
sw denotes the maximum traffic

switch can handle.

Similarly, either optical fiber or microwave can be used for

backhaul links between all the small cells and the sink switch

located at the macro BS. However, in this paper we assume

that optical fiber is used and P
(sc)
BH can be defined as [9]:

P
(sc)
BH−Fiber =

[

K − 1

maxdl

]

Psw +

(

Cs

Cmax

)

Pul, (7)

where Cs denotes the total traffic of the small cells. Hence,

P
(sc)
BH can also be defined for the case where all the traffic from

the small cells goes to the core network via internet without

using aggregation node at macrocell as [8]:

P
(sc)
BH =

[

(K − 1)Cs

4Gbps

][

Prouter

40
+ POLT

]

+ (K − 1)PONU, (8)

where Prouter represents the power consumption of the edge

router, POLT denotes the power consumption of the OLT and

PONU represents power consumption of ONU. The total power

consumption of two-tier HetNets can be written as:

Ptotal = ǫ0

K
∑

k=1

Pmax
k +K × PC + Pmax

BH , (9)

where Pmax
k is the maximum transmission power of network

k, P k
C is the circuit power of network k and Pmax

BH is the

maximum power consumed by the backhaul to forward the

collected traffic (i.e., when all networks are operating at their

maximum transmission power) to the core network. Now, we

can define the Backhaul Energy Efficiency (BEE) as follow:

BEE =

M
∑

m=1
Rm

ǫ0
K
∑

k=1

N
∑

n=1

M
∑

m=1
ρ
(k)
m,np

(k)
m,n +K × PC + PBH

(10)

Similalrly, we can also define Energy Efficiency (EE) as a

special case of (10) when no backhaul power consumption is

assumed, i.e., PBH = 0.

B. Problem Formulation

Our goal is to simultaneously optimise throughput and BEE

with fairness and QoS guarantees while ensuring that the inter-

ference power does not exceed their specific thresholds. The

joint optimisation problem to maximise the throughput and

BEE is equivalent to maximising the sum rate and minimising

the total power consumption. In this section, we investigate the

Throughput-BEE tradeoff in downlink transmission scheme of

two-tier HetNets as a multi-objective optimization problem



(MOP) by normalising the two conflicting objective functions

to ensure a consistent comparison as below:

(P1) max
p,ρ

(

M
∑

m=1
uω (Rm)− umin

ω

)

(umax
ω − umin

ω )
and max

p,ρ

−P

Ptotal

,
(11)

s.t. C1 :
M
∑

m=1

N
∑

n=1
ρ
(k)
m,np

(k)
m,n ≤ Pmax

k , ∀k.

C2 : Rm ≥ Rmin
m , ∀m.

C3 : p
(k)
m,n ≥ 0, ∀m, ∀n, ∀k.

C4 :
Mk
∑

m=1
ρ
(k)
m,n ≤ 1, ∀n, k.

C5 : ρ
(k)
m,n ∈ [0, 1] , ∀m, ∀n, ∀k.

where umax
ω are the maximum achievable utility value of (3)

for a given value of ω under the constraints C1-C5. umin
ω is

the minimum achievable utility value computed by setting

Rm = δ in (3) for a given value of ω where δ > 0 is

a predefined sufficiently small value. Pmax
k is the maximum

transmission power of network k and Rmin
m is the minimum rate

requirement for each user m. C1 is the maximum transmission

power of each network k which should not exceed Pmax
k .

C2 is the minimum rate requirement for each user which is

applicable only if user m is admitted, i.e., ρ
(k)
m,n = 1. C3

ensures that the power p
(k)
m,n should be positive. C4 and C5

indicate that ρ
(k)
m,n is a binary variable such that each subcarrier

n can be exclusively assigned to one user within network k.

For better tractability, we relax the constraint C6 by allowing

time sharing.

The MOP defined in (11) can be transformed into a sin-

gle objective optimization problem (SOP) by applying the

weighted sum method [12] as follow:

(P2) max
p,ρ

α

M
∑

m=1
uω (Rm)− umin

ω

umax
ω − umin

ω

− (1− α)
P

Ptotal

, (12)

s.t. C1− C5

where α ∈ [0, 1] is the Throughput-BEE tradeoff biasing

factor.

III. PROPOSED DISTRIBUTED SOLUTION

In this section, we propose a distributed solution to the

problem (P2) for different values of w which can collectively

form the Pareto optimal set. In other words, by tuning α, we

investigate the Throughput-BEE tradeoff for a given value of

ω.

Firstly for the case of ω > 0, we define a vector x =
[x1, x2, ..., xm]T and rewrite (P2) as

(P3) max
x,p,ρ

α

M
∑

m=1
uω (xm)− umin

ω

umax
ω − umin

ω

− (1− α)
P

Ptotal

, (13)

s.t. C1− C5 ,

C6 : xm ≤ Rm, ∀m.

where p = {p(1), p(2), · · · , p(K)} and ρ =
{ρ(1), ρ(2), · · · , ρ(K)}. It is worthwhile to mention that

p(1), p(2) and p(K) are M × N power allocation indication

matrix. The size of ρ(1), ρ(2) and ρ(K) are also same as

p(1), p(2) and p(K). uω (·), is a strictly increasing function,

hence, for an optimal solution, xm must be equal to Rm.

We then utilize Hierarchical Decomposition method [13] to

find an optimal solution to (P3). To characterize the duality

gap between the primal and dual solutions, the time-sharing

condition is first defined in [14] and it is proved that if it

holds, the duality gap is zero even if the original optimization

problem is not convex. In practical multicarrier systems with

a large number of subcarriers, channel conditions in adjacent

subcarriers are often similar. In such case, the time-sharing

condition is approximately satisfied, and accordingly the du-

ality gap is nearly zero [14]. We define the partial Lagrangian

function of primal problem in (P3) formed by dualising the

constraint C6:

L (p,ρ,x, λ) = α

M∑

m=1

uω(xm)−umin

ω

umax
ω −umin

ω
− (1− α) P

Ptotal

+
M
∑

m=1
λm (Rm − xm)

=



α

M∑

m=1

uω(xm)−umin

ω

umax
ω −umin

ω
−

M
∑

m=1
λmxm





+

(

M
∑

m=1
λmRm − (1− α) P

Ptotal

)

,

(14)

where λ = [λ1, λ2, ..., λM ]T is the dual vector for constraint

C6 corresponding to each user. Then the dual function is

g (λ) =

{

max
x,p,ρ

L (p,ρ,x,λ) ,

s.t. C1− C5 .
(15)

Obviously, the dual function in (15) can be separated into

two maximisation subproblems as shown in (16) and (17)

respectively.

g1 (λ) = max
x

f (x) = α

M
∑

m=1
uω (xm)− umin

ω

umax
ω − umin

ω

−
M
∑

m=1

λmxm,

(16)

g2 (λ) =







max
p,ρ

M
∑

m=1
λmRm − (1− α) P

Ptotal
,

s.t. C1− C5 .

(17)

A. Solution to subproblem g1 (λ):

In (16), as uω (xm) is a concave function of xm and

hence, f (x) is also a concave function of xm. Therefore, the

optimality of (16) can be solved by taking the derivative of

f (x) with respect to xm and setting it equal to zero as given

by

x∗
m =

[

ω

√

α

λm (umax
ω − umin

ω )

]+

, ∀m, (18)

where (y)
+ ∆

= max (0, y) and x∗
m is the value of xm which

maximises (16).

The corresponding dual problem is

min
λ≥0

g (λ) . (19)



The dual problem (19) can be solved using subgradient

method [14]. The dual vector λ can be updated as follow:

λm(i+ 1) = [λm(i)− s0 (Rm − xm)]
+
, ∀m, (20)

where s0 is the positive step size.

B. Solution to subproblem g2 (λ):

The subproblem (17) can be solved using Lagrangian dual

decomposition method [13]. By relaxing the constraints C1-

C2, the Lagrangian function becomes

T (p,ρ, µ, η) =
M
∑

m=1
λmRm − (1− α) P

Ptotal
+

K
∑

k=1

µk

(

Pmax
k −

N
∑

n=1

M
∑

m=1
ρ
(k)
m,np

(k)
m,n

)

+
M
∑

m=1
ηm

(

Rm −Rmin
m

)

=
N
∑

n=1

[

∑K
k=1

∑M
m=1

(

(

λm + ηm
)

r
(k)
m,n −

(

(1−α)ε0
Ptotal

)

× p
(k)
m,n

)

ρ
(k)
m,n

]

+
K
∑

k=1

µkP
max
k − (1−α)(PC+PBH)

Ptotal
−

M
∑

m=1
ηmRmin

m ,

where µ = [µ1, µ2, ..., µK ]T and η = [η1, η2, ..., ηM ]T are the

dual vectors corresponding to the constraints C1 and C2. We

further observe that the dual function

h (µ, η) =

{

max
p,ρ

T (p,ρ, µ, η) ,

s.t. C3, C4 and C5
(21)

can be decoupled into N subproblems, which can be in-

dependently solved for each subcarrier n. The subproblem

corresponding to subcarrier n at given (µ, η) is

Tn (µ, η) = max
p(:,n),ρ(:,n)

[

K
∑

k=1

M
∑

m=1

(

(

λm + ηm
)

r(k)m,n

−
( (1− α) ε0

Ptotal

+ µk

)

p(k)m,n

)

ρ(k)m,n

]

,

subject to C3− C5 , (22)

where p(:,n) and ρ(:, n) are the matrix of p
(k)
m,n and ρ

(k)
m,n

at subcarrier n respectively. Due to the constraints C4 and

C5, the subcarrier allocation indicator ρ(:, n) is an all-zero

matrix except for one binary non-zero entry. Hence, for a

certain subcarrier n, we can calculate C
(k)
m,n for each user m

associated with network k as

C(k)
m,n =







max
p(:,n)

(

(λm + ηm)r
(k)
m,n −Xp

(k)
m,n

)

,

s.t. p
(k)
m,n ≥ 0, ∀m, ∀k.

(23)

where X =
(

(1−α)ε0
Ptotal

+ µk

)

. Therefore, we calculate the

optimal value of (23) at given λ, µ and η to determine the

subcarrier assignment indicator for subcarrier n as

ρ(k)m,n =

{

1, if (m∗, k∗) = argmax
m,k

C
(k)
m,n, ∀n.

0, otherwise.
(24)

Then, by using the KKT conditions for a fixed set of Lagrange

multipliers, an optimal power allocation to user m associated

with network k on subcarrier n is obtained as

p(k)m,n =





(λm + ηm) θkBk
(

(1−α)ε0
Ptotal

+ µk

)

ln 2
−

1

γ
(k)
m,n





+

. (25)

Once all N subproblems in (19) are solved, h (µ, η) is derived

by (17) and (19) at given (µ, η). The subproblem in (13) can

be solved via the dual problem as given below

min
µ≥0,η≥0

h (µ, η) . (26)

In order to solve the dual problem (26), the subgradient method

can be used to update the dual vectors µ and η in each iteration.

The subgradient of h (µ, η) at the i+ 1th iteration are given

by

µk(i+ 1) =

[

µk(i)− s1

(

Pmax
k −

N
∑

n=1

M
∑

m=1

p(k)m,n

)]+

, ∀k,

(27)

ηm(i+ 1) =
[

ηm(i)− s2

(

Rm −Rmin
m

)]+

, ∀m, (28)

where sj , j ∈ {1, 2} are the positive step sizes.

Finally for the case of ω = 0, i.e., uω (Rm) = Rm, (P2) can

be solved directly using dual decomposition method (similar

to the solution to subproblem g2(λ)). The optimal power

allocation to user m associated with network k on subcarrier

n is given by

p(k)m,n =









(

α

umax
0 − umin

0

+ ηm

)

θkBk

(

(1−α)ε0
Ptotal

+ µk

)

ln 2
−

1

γ
(k)
m,n









+

, (29)

Similarly, for a certain subcarrier n, we can calculate D
(k)
m,n

for each user m associated with network k as

D(k)
m,n =











max
p(:,n)

(

(

α
umax

0
−umin

0

+ ηm

)

r
(k)
m,n −Xp

(k)
m,n

)

s.t. p
(k)
m,n ≥ 0, ∀m, ∀k.

(30)

The subcarrier assignment indicator for subcarrier n as

ρ(k)m,n =

{

1, if (m∗, k∗) = argmax
m,k

D
(k)
m,n,

0, otherwise.
(31)

IV. SIMULATION RESULTS

In the simulations, we consider a two-tier HetNets consist-

ing of a macrocell overlaid with K−1 small cells with M users

being randomly distributed and N subcarriers. More details

about the simulation parameters can be found in [8] [9] and

are mentioned in Table. I.

Fig. 1 investigates the impact of weighting coefficient α on

the achievable EE and throughput for various values of ω. At

α = 0, the proposed MOP is transformed into minimising the

total consumption power whereas at α = 1 it is transformed

into maximising throughput. As it can be seen from Fig. 1,

achievable EE and throughput can be varied by adjusting the



TABLE I: Simulation Parameters.

Parameter Value Parameter Value

N 256 K 5

M 8 B [MHz] 3

PC [W] 0.4 ǫ0 38%

Pmax
macro[W] 40 Pmax

small
[W] 0.2

N0[dBM/Hz] -174 Rmacro[m] 500

Rsmall[m] 100 Log-Normal Shadowing N(0, σ)

std dev σ [dB] 8 Rmin
m [Kbps] 500

maxdl 24 Pmax
sw [W] 300

Pdl [W] 1 Pul [W] 2

Cmax [Gbps] 10 β 0.9

Cmax
sw [Gbps] 24 Prouter [kW] 4

PONU [W] 4.69 POLT [W] 100
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Fig. 1: EE and SE versus α for different values of ω.
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value of ω. For example, at α = 0 and ω = 0, an achievable

throughput and EE are 1.358 b/s/Hz and 2.037 Mb/J, respec-

tively whereas at α = 0 and ω = 1, an achievable Throughput

and EE are 1.311 b/s/Hz and 1.967 Mb/J, respectively. We

further observe that an achievable EE gradually increases with

α to an optimal EE, and then afterwards starts decreasing with

an increase in α. Similarly, an achievable SE always increases
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Fig. 3: Area BEE versus α for various values of ω.

with an increase in α and on the other hand, an achievable

SE always decreases with an increase in ω. One of the main

observation is that an optimal EE decreases with an increase in

ω, due to the fact that the higher level of fairness is achieved at

the cost of degradation in achievable EE. It is also worthwhile

to mention that an optimal EE at smaller value of ω results

in higher achievable Throughput. Nevertheless, the proposed

MOP approach achieves the entire Pareto Frontier or complete

Pareto optimal set of the proposed problem with different rate

fairness levels ω and weighting coefficient α.

In order to evaluate the fairness of the users in two-tier

HetNets, we define the Jain’s fairness index (FI) similar to [15]

as below:

Fairness Index (FI) =

(

M
∑

m=1

(

Rm

Rmin
m

))2

K

(

M
∑

m=1

(

Rm

Rmin
m

)2
) .

Fig. 2 shows the fairness index among all the users in

a single macrocell overlaid with K − 1 small cells versus

weighting coefficient α for various values of ω. It is quite

obvious from the figure, highest fairness index is achieved at

ω = 1 whereas the lowest fairness index is achieved when no

fairness is considered, i.e., ω = 0. It can be easily observed

that the higher fairness index is achieved at the expense of

reduction in the throughput.

Fig. 3 shows the impact of the weighting coefficient α on

the normalised BEE over the total coverage area for various

values of rate fairness level ω. In Fig. 3, the BEE comparison

in two-tier HetNets is shown for the two different cases of

backhauling technologies. In case 1, an optical fiber is used

as a technology to backhaul traffic from a macrocell to the

aggregation switch (can be one or more) and all the traffic from

K − 1 small cells are backhauled via Internet without going

through the aggregation switch at the macrocell. In case 2, an

optical fiber is used as a technology to backhaul traffic from a

macrocell to the aggregation switch (one or more) and all the

traffic from K−1 small cells is collected at the sink node of the

macrocell and backhauled from macrocell to the core network

using an optical fiber link. One of the intuition from the figure
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Fig. 4: Total Area Power Consumption versus α for various

values of ω.

is that BEE first increases with weighting coefficient α until

an optimal value of α and afterwards it starts decreasing with

weighting coefficient α. At the lower values of ω, an optimal

BEE is achieved at lower values of α whereas an optimal BEE

is achieved at higher values of α for the case of the higher

values of ω.

Fig. 4 shows the impact of two backhauling technologies on

the total area power consumption of two-tier HetNets versus

weighting coefficient α for various values of rate fairness

level ω. The total area power consumption increases with an

increase in α whereas it decreases with an increase in ω. It

is quite obvious from the figure that at a given value of ω,

the total area power consumption in case 1 is always less

than case 2 at the expense of degradation in area BEE as

shown in Fig 3. At the values of ω = 0 and α = 1, the total

area power consumption in two-tier HetNets without backhaul

power consumption is 0.05 kW/km2 as compared to 0.092
kW/km2 and 0.125 kW/km2 for case 1 and case 2, respectively.

This affirms the observation that the impact of backhaul power

consumption in two-tier HetNets is larger than to the case

where no backhaul power consumption is assumed irrespective

of the used backhauling technology. By dynamically choosing

a higher value of ω, the total area power consumption can be

reduced for all values of α irrespective of the used backhauling

technology.

V. CONCLUSION

In this paper, we utilise the concept of MOP to jointly

optimise the throughput and BEE tradeoff in two-tier HetNets

with QoS and fairness guarantee constraints. The complete

Pareto optimal set is obtained by employing the weighted sum

method to transform our proposed MOP into an SOP which

can be solved using Lagrangian Dual Decomposition (LDD)

method. We further investigate the impact of rate fairness level

ω, interference threshold I th
n and weighting coefficient α on

achievable throughput and EE with or without backhaul power

consumption. The network operators can have more flexibility

to satisfy the user’s QoS requirements along with reducing

their total area power consumption by dynamically tuning the

weighting coefficient α and rate fairness level ω.
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