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Abstract

This paper proposes a joint energy efficiency (EE) and spectrum efficiency (SE) trade-off analysis as a multi-

objective optimisation problem (MOP) in the uplink of multi-user multi-carrier two-tier Orthogonal Frequency Di-

vision Multiplexing Access (OFDMA) Heterogeneous Networks subject to users’ maximum transmission power and

minimum-rate constraints. The proposed MOP is modelled such that the network providers can dynamically tune the

trade-off parameters to switch between different communication scenarios with diverse design requirements. In order

to find its Pareto optimal solution, the MOP is transformed, by using a weighted sum method, into a single-objective

optimisation problem (SOP), which itself can further be transformed from a fractional form, by exploiting fractional

programming, into a subtractive form. Since the formulated SOP is hard to solve due to the combinatorial channel

allocation indicators, we reformulate the SOP into a better tractable problem by relaxing the combinatorial indicators

using the idea of time sharing. We then prove that this reformulated SOP is strictly quasi-concave with respect to the

transmission power and subcarrier allocation indicator. We then propose an iterative two-layer distributed framework

to achieve an upper bound Pareto optimal solution of the original proposed MOP. Numerical simulations demonstrate

the effectiveness of our proposed two-layer framework achieving an upper bound Pareto-optimal solution, which is

very close to an optimal solution, with fast convergence, lower and acceptable polynomial complexity and balanced

EE-SE tradeoff.
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I. INTRODUCTION

The heterogeneous networks (HetNets) include low-power overlaid base stations ’BSs’(or small cells, e.g.,

microcells, picocells, and femtocells) within the macrocell geographical area, deployed by either users or

network operators who share the same spectrum with the macrocells [1]–[3]. The purpose of HetNets is

to allow the user equipments (UEs) to access small cells, even though the UEs are within the coverage

of macrocell [4]. HetNets aim at achieving high data rates with low powers while satisfying the users’

quality-of-service constraints (in terms of minimum-rate requirements) by offloading the users with low

signal-to-interference-plus-noise-ratios (SINR) from macrocells to the pico BSs. The deployment of small

cells has a great potential to improve the spatial reuse of radio resources and also to enhance the transmit

power efficiency [5], and in turn, the energy efficiency (EE) of the network. EE is, in fact, one of the

key performance indicators for the next generation wireless communications systems [6]. The motivation

behind considering EE as the performance metric arises due to the current energy cost payable by operators

for running their access networks as a significant factor of their operational expenditures (OPEX) [7]. It is

however, known that most of EE gains are achieved with sacrifices in spectrum efficiency (SE) [8].

In this trend, the energy-efficient resource allocation technique is proposed in the uplink transmission

scheme of traditional Orthogonal Frequency Division Multiple Access (OFDMA) systems [9]. This result

is later generalized to maximize the uplink EE in frequency selective channels in [10]. Similarly, a low

complexity energy-efficient resource allocation in an uplink transmission scheme considering frequency-

selective channels for multi-user networks, with and without fairness considerations, is studied in [11]. A

energy-efficient resource allocation scheme for OFDMA systems under a fairness guarantee factor among

users is proposed in [12], wherein, an optimisation problem is formulated as an integer fractional program-

ming problem which is further simplified into an integer linear programming (ILP) form using an iterative

fractional method. Further advances on green networking, which focus on the means to reduce the energy

consumption in traditional wireless networks, can be accessed in [13] and [14]. Few of the recent works in

the literature studying the characteristics of EE and SE analysis in traditional OFDMA systems is investigated

for single user case in [15], [16], and for multi user case in [17]–[19]. The impact of the number of deployed

femtocells in a macrocell area, the average number of users, and the number of open channels in a femtocell

using the Markov chain model on the EE and SE of two-tier femtocell networks is investigated in [20].

Most of the existing works in the literature for resource allocation in HetNets have focused on maximising

either EE (in terms of Utopia EE for each individual user in [21], [22], and in terms of the overall system EE

in [22]–[24]) or SE [25]. In this trend, the EE-maximisation problem in an uplink of HetNets is analytically

solved for a single user case under the minimum target rate and maximum transmission power constraints

in [26]. Further, a distributed joint bandwidth and power allocation scheme to optimise EE for a set of users

within the heterogeneous wireless networks is proposed in [27]. A joint BS association and power control



scheme which is intent to satisfy the user’s targeted SINR for the uplink of a large-scale HetNet is proposed

in [28]. In [29], a distributed non-cooperative game was proposed to improve the system EE in the downlink

transmission scheme of HetNets. The BSs autonomously choose their optimal transmission strategies while

balancing the load among themselves and satisfying the users’ quality-of-service (QoS) requirements [29].

A distributed novel cooperative game to establish cooperation among macrocell and femtocell to quantify

the user’s utility in terms of throughput and delay was formulated in [30]. Afterwards, a coalition formation

algorithm was proposed to solve the formulated cooperative game so that it achieves a stable partition with

the help of a recursive core [30].

We note that none of the previous works in the literature considered maximising overall system EE and SE

of HetNets simultaneously, while imposing a threshold on the cross-tier interference to protect the macrocell

user. Considering that simply maximising either EE or SE does not utilise the resources efficiently, there is

an increasing attention in fifth generation (5G) networks to jointly optimise the two conflicting objectives,

i.e., EE and SE. We note that the user lying within the coverage area of the heterogeneous environment can

efficiently utilise its transmission power for its allocated bandwidth in order to either improve its achievable

EE or SE. One of the key performance indicators in the 5G networks is to reduce the EE-SE tradeoff region

which can be enabled by HetNets.

According to the best of our knowledge, there is no work in the literature focusing on jointly optimising

EE and SE in an uplink of multi-user two-tier HetNets considering the cross-tier interference limitations and

providing users’ QoS in terms of minimum rate requirements and maximum transmission power constraints.

In this paper, we provide a formulation of an MOP framework for joint power allocation and subcarrier

assignment for EE-SE tradeoff under maximum transmission power constraints when satisfying a rate QoS

requirement in two-tier HetNets. The proposed multi-objective framework jointly performs power allocation

and subcarrier assignment while optimising the two conflicting objectives, namely, EE and SE. We transform

the formulated MOP into a single-objective optimisation problem (SOP) using a weighted sum method.

Proving that the formulated SOP is strictly quasi-concave with respect to the transmit power, we derive

a unique optimal solution. By exploiting the fractional programming concepts, the SOP problem can be

transformed into an equivalent subtractive form which is tractable in nature. Then, an iterative two-layer

solution combining Dinkelbach type method and Lagrangian dual decomposition approach is proposed to

solve the formulated SOP.

The main contributions of this paper can be listed as:

1) We aim to jointly maximise the overall system EE and SE in an uplink of HetNets as an MOP by

considering the cross-tier interference limitation, users’ minimum QoS requirements and maximum

transmission power constraint. Different from the existing works, which generally optimise the Utopia

EE for each individual user [21], [22], or the system EE [22]–[24], our objective is to jointly maximise



the overall system EE and SE considering the cross-tier interference threshold, users’ minimum rate

QoS requirements, and maximum transmission power constraints.

2) Different from the traditional EE or SE optimisation problems in HetNets, our aim is to formulate the

uplink joint user association, subcarrier allocation and radio resource management problem in two-tier

HetNets as a MOP jointly optimising conflicting objectives, maximising EE and SE. In order to find the

Pareto-optimal solution, the MOP is transformed into a better tractable problem by using the weighted

sum method exploiting the time sharing relaxation. We then prove that the transformed SOP is strictly

quasi-concave.

3) We propose a distributed two-layer iterative framework to solve the SOP in its equivalent subtractive

form by exploiting the fractional programming and Lagrangian Dual Decomposition (LDD) approach.

The developed two-layer iterative framework can achieve the Pareto-optimal solution. The outer layer

is solved using the Dinkelbach type method whereas the inner layer is solved by dual decomposition.

This process is repeated until both procedures converge to an optimal value.

4) The performance of our proposed distributed two-layer framework is evaluated by extensive simula-

tions, which show that the proposed MOP approach outperforms the existing traditional approaches,

such as maximising EE subject to an SE constraint or maximising SE subject to an EE constraint in

terms of flexibility and scalability to dynamically tune the tradeoff among different solutions depending

on the practical goals and requirements of the operators. The proposed framework with polynomial

complexity can achieve the performance very close to an optimal solution achieved by exhaustive

search with an exponential complexity.

The remainder of the paper is organised as follows. In Section II, we describe the system model and

define the concept of EE and SE. In Section III, we formulate the problem of jointly optimising EE and SE

in an uplink of two-tier HetNets as an MOP. In Section IV, a two-layer solution is proposed to obtain the

optimal allocation strategy to solve the formulated MOP. Numerical results are presented to demonstrate the

effectiveness of the proposed approach in Section V. Section VI concludes the paper.

II. SYSTEM MODEL

We consider an uplink two-tier HetNets consisting of M networks (i.e., one macrocell (m0), overlaid with

M −1 pico BSs (m1, · · · ,mM−1)), with a total number of users N and a total number of subacrriers K. We

assume that the M −1 pico BSs are deployed around the edge of the reference macrocell m0. Let define the

index set of all subcarriers as K = {1, · · · , K}, the set of all users as N = {1, · · · , N} and the set of all

networks as M = {m0,m1, · · · ,mM−1}. The total number of available networks in two-tier HetNets can

be calculated as follows [31]:

M = 1 + β

(
(Rm0 +Ri)

2 − (Rm0 −Ri)
2

R2
i

)
, (1)



where Rm0 and Ri represent the radius of macrocell and pico BS, respectively. When β = 0, it is the case

of macrocell only, and therefore, M = 1, whereas in the case of HetNets, 0 < β ≤ 1 which indicates the

number of pico BSs per macrocell.

Each network m ∈ M has its own bandwidth Bm equally divided among its subcarriers1 Km, where

Km = {1, · · · , Km} represent the set of subcarriers in network m. The pico BS is connected to the macrocell

via a high capacity wired backhaul. We further assume that the channel state information (CSI) corresponding

to each subcarrier is perfectly known to the UE transmitters.

To maintain the QoS requirements, each user has a minimum-rate requirement constraint. We assume that

the required minimum-rate level of all users are identical and is equal to Rmin. Assume σ
(m0)
k,n and σ

(mi)
k,n

denoting the subcarrier allocation indices for macrocell m0 and pico BS mi, respectively. Particularly, when

subcarrier k ∈ Kmi is allocated to user n, then σ(mi)
k,n = 1, and otherwise, σ(mi)

k,n = 0. Similarly, if the subcarrier

k ∈ Km0 is allocated to user n, σ(m0)
k,n = 1, and otherwise, σ(m0)

k,n = 0. The instantaneous data rate achieved

on each subcarrier k by user n for macrocell m0 and pico BS mi can be written as follows:

r
(m0)
k,n = σ

(m0)
k,n Bk log2

(
1 + γ

(m0)
k,n × p

(m0)
k,n

)
(2a)

r
(mi)
k,n = σ

(mi)
k,n Bk log2

(
1 + γ

(mi)
k,n × p

(mi)
k,n

)
,∀i ∈ {1, 2, · · · ,M − 1} (2b)

where Bk is the subcarrier bandwidth spacing assumed to be fixed in different networks. Here, p(mi)k,n and p(m0)
k,n

indicate the power allocated to the subcarrier k for user n in the pico BS mi and macrocell m0, respectively.

Similarly, the rate of user n using subcarrier k choosing macrocell or pico BS mi is represented by r
(m0)
k,n

and r(mi)k,n , respectively. γ(m0)
k,n and γ(mi)k,n represent the channel-to-noise-ratio (CNR) of user n on subcarrier k

in the macrocell m0 and pico BS mi, respectively, and are defined as follows:

γ
(m0)
k,n =

|h(m0)
k,n |2BkN0 +

∑
m∈M
m 6=m0

∑
n∈Nm

σ
(m)
k,n p

(m)
k,n g

mm0
k,n

PL(m0)
n

, (3a)

γ
(mi)
k,n =

|h(mi)k,n |2(
BkN0 +

∑
n∈Nm0

σ
(m0)
k,n p

(m0)
k,n gm0mi

k,n

)
PL(mi)

n

,∀i ∈ {1, 2, · · · ,M − 1} (3b)

where h(m0)
k,n and h(mi)k,n represent the channel amplitude gains for user n on subcarrier k from macrocell m0 and

pico BS mi, respectively. Nm and Nm0 represent the set of users associated with network m and macrocell

m0, respectively. The distance-based path loss in macrocell m0 and pico BS mi are denoted by PL(m0)
n and

PL(mi)
n , respectively. Note that in (3a) and (3b), the co-tier interference from other pico BSs or macrocells

1It is worth to mention that the partition of subcarriers into the sets Km0 and Kmi , i = 1, 2, · · · ,M − 1 is not predefined in the present

formulation. The optimisation problem in (13a)-(13f) include an optimisation over Km0 and Kmi , i = 1, 2, · · · ,M − 1 as well.



is assumed to be a part of thermal noise N0 due to the severe penetration loss and low transmission power

of pico BSs as mentioned in [25] and [32].

The focus of this work is to investigate the trend of EE-SE tradeoff in the two-tier HetNets consisting of

a macrocell m0 overlaid with a number of pico BSs mi, ∀i ∈ {1, 2, · · · ,M − 1}, the co-tier interference

caused from the neighbouring macrocells or pico BSs can be easily considered and will appear as a constant

term in (3a) and (3b).

In order to protect the macrocell users QoS, we implement the cross-tier interference protection by

imposing the maximum cross-tier interference threshold suffered by macro BS. Let I th
k denote the maximum

threshold interference level on subcarrier k for the macro BS, we have,∑
m∈M
m 6=m0

∑
n∈Nm

σ̃
(m)
k,n p

(m)
k,n∗m

g
(m)
k,n∗m
≤ I th

k ,∀k, (4)

where n∗m = argmaxn g
(m)
k,n ,∀n ∈ Nm using the concept of the reference user [33]. The aggregate rate for

the nth user in macrocell m0 and pico BS mi are shown as follows:

r(m0)
n =

∑
k∈Km0

r
(m0)
k,n ,∀n ∈ N (5a)

r(mi)n =
∑
k∈Kmi

r
(mi)
k,n ,∀n ∈ N ,∀i ∈ {1, 2, · · · ,M − 1} (5b)

The overall rate of HetNets, R is composed of two components; The first component is the sum rate of

the users choosing macrocell and the second one is the sum rate of the users choosing pico BS, formulated

as

R =
∑
n∈Nm0

r(m0)
n +

M−1∑
i=1

 ∑
n∈Nmi

r(mi)n

 , (6)

where Nm0 and Nmi denote the set of users associated with macrocell m0 and pico BS mi, respectively.

In order to avoid frequent vertical handoffs in HetNets, user association rules are defined for wireless

transmissions [2]. In traditional homogeneous cellular networks, the user association is based on the received

signal strength. Unique association of users with the macrocell or pico BS is assumed [2]. Therefore, a feasible

subcarrier assignment index matrix Cm is given by:

Cm ∈ Cm =

{(
σ
(m)
k,n

)K,Nm
k=1,n=1

∣∣∣∣∣∑
n∈N

σ
(m)
k,n ≤ 1,∀k ∈ Km;σ(m)

k,n ∈ {0, 1} , ∀n ∈ Nm,∀k ∈ Km

}
, (7)

For simplicity, we assume that a set of available networks in two-tier HetNets are known. In practice,

the transmission power available at user n is limited to a maximum threshold, i.e., Pmax
n , which can be

formulated as:

Pn ≤ Pmax
n ,∀n ∈ {1, 2, · · · , N} (8a)



Pn =
∑
k∈Km

p
(m)
k,n ,∀m ∈ {m0,m1,m2, · · · ,mM−1} (8b)

In an uplink transmission scenario, multiple users transmit data towards a BS so each communication link

between user and BS introduces an individual circuit power [9]. Since the circuit power is related to the UE

handsets, the circuit power in macrocell and pico BSs are denoted by P(m0)
C and P(mi)

C , respectively such that

P(m0)
C = P(mi)

C = PC. Hence, the overall power consumption in an uplink of HetNets is modelled as:

P = ε0PT + N × PC, (9a)

PT =
∑
m∈M

∑
k∈Km

∑
n∈N

σ
(m)
k,n p

(m)
k,n , (9b)

where ε0 is the inverse of power amplifier efficiency.

The EE (ηEE) is defined as the amount of data transferred per unit energy consumed by the system (usually

measured in (b/J) and is given by:

ηEE =
R

P
=

∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

ε0

( ∑
m∈M

∑
k∈Km

∑
n∈N

σ
(m)
k,n p

(m)
k,n

)
+N × PC

[
bits/Joule

]
, (10)

In (10), r(m)
k,n is concave with respect to the transmission power PT because PT is a non decreasing

linear function of p(m)
k,n . Since, the ηEE is strictly quasi-concave with respect to transmission power PT, there

exists one and only one optimal solution that maximises ηEE, denoted by P ∗ηEE
. ηEE strictly increases with

PT ∈ [0, P ∗ηEE
] while it strictly decreases with PT ∈ [P ∗ηEE

,∞). SE (ηSE), on the other hand, is a measure that

reflects the efficient utilization of the available spectrum in terms of throughput and is commonly defined

as the amount of throughput that the BS can transmit over a given bandwidth, expressed in b/s/Hz. ηSE is a

strictly increasing function of transmission power PT, and is concave with PT. The SE (ηSE) is defined as:

ηSE =

∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

B
=

∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n∑

k∈K
Bk

[
bits/s/Hz

]
, (11)

First of all, in order to give readers an intuitive insight into our problem to jointly optimise EE and

SE, Fig. 1 shows achievable EE and SE as a function of transmission power PT with N = 10, K = 10,

Bk = 30 kHz, PC = 0.1 W and Pmax = 0.5 W based on (10) and (11), respectively. From Fig. 1, it is quite

obvious that in most of the cases, it is not usually possible to optimise both EE and SE simultaneously. In

details, EE and SE both increase with transmission power PT until the energy-efficient transmission power

PT = P ∗ηEE
. However, when PT > P ∗ηEE

and afterwards, EE decreases with an increase in SE as shown

in Fig. 1. The corresponding optimal transmit power (highlighted by red circles in Fig. 1) to maximise EE

and SE individually without any QoS requirements are obtained by solving (10) and (11) using standard

convex optimisation methods. To visualise the effect of QoS requirements on the optimisation of EE and



SE, Fig. 1 depicts the corresponding optimal transmit power which maximises EE and SE individually

with the QoS requirement set at 15, 16, 18 and 20 b/s/Hz as indicated by series of blue circles. It is quite

obvious that a particular QoS requirement constraint can effect the existence of power region which allows

all the constraints to be met simultaneously. Secondly, due to the Shannon Hartley theorem, increasing the

transmit bandwidth reduces the transmit power for a same target rate requirement. For achieving a fixed

minimum rate, as the bandwidth increases, EE increases whereas SE decreases. Finally, the maximisation of

EE produces a different optimal point if the user can access subcarriers with better channel gains resulting

in improving its utility. This motivates us to dynamically tune the EE and SE trade-off curve dependent on

the available resources, in terms of bandwidth and the transmission power for next generation networks to

achieve two-fold benefits in the form of satisfactory SE and saving as much transmission power as possible.

It is also worthwhile to mention that in most of the power regions, the power allocation strategies to increase

these metrics are conflicting approaches. This motivates the work in the following section which is to jointly

optimise EE and SE using a multi-objective optimisation problem.
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Fig. 1: ηEE-ηSE tradeoff curve as a function of transmission power PT.

III. PROBLEM FORMULATION OF EE-SE TRADEOFF

Our goal is to optimise EE and SE simultaneously. We start by formulating the joint EE and SE trade-

off with the minimum throughput and maximum transmission power constraints in an uplink transmission

scheme of Two-Tier HetNets as a multi-objective optimisation approach. The MOP can be formulated as

follows:

max
σ
(m)
k,n ,p

(m)
k,n

ηEE and max
σ
(m)
k,n ,p

(m)
k,n

ηSE (12)



To solve this MOP, we utilise the concept of Pareto optimality [34]. The EE-SE tradeoff is usually

illustrated as a two dimensional curve consisting of set of all feasible (ηSE, ηEE) pairs.

Definition 1: A point p0 ∈ PS, where PS = {PT
∣∣Pmin ≤ PT ≤ Pmax

n } is Pareto efficient if and only if there

does not exist any other point p1 ∈ PS such that ηEE (p1) ≥ ηEE (p0), ηSE (p1) ≥ ηSE (p0) and at least one ηEE

or ηSE has been strictly improved. In simple terms, a point is Pareto efficient if there is no other point that can

improve both ηEE and ηSE simultaneously. The set of all Pareto efficient points is called the Pareto Frontier

or the complete Pareto optimal set. The Pareto Frontier illustrates an optimal tradeoff between ηSE and ηEE

such that it provides the maximum value of ηSE (ηEE) for a given ηEE (ηSE). In particular, the weighted sum

method can provide the complete Pareto optimal set of the considered problem by solving the MOP and

provide the necessary condition for Pareto optimality.

In MOP, the process of ordering the objectives can be done either as priori or posteriori of executing

the optimisation algorithm. We combine the maximisation of EE and SE by choosing appropriate weights

decided a priori. Since the bandwidth is larger than the transmission power so a simple summation of EE

and SE will tend to focus on the optimisation of EE. In order to maintain the balance between EE and SE,

we transform the optimisation problem using the normalised factors θEE and θSE such that EE and SE are in

the similar scale. Using the weighted sum method [35], we can convert the MOP in (12) into SOP defined

as:

max
σ
(m)
k,n ,p

(m)
k,n

ωθEEηEE + (1− ω)θSEηSE (13a)

s.t. ∑
m∈M

∑
k∈Km

r
(m)
k,n ≥ Rmin

n , ∀n. (13b)

∑
m∈M

∑
k∈Km

σ
(m)
k,n p

(m)
k,n ≤ Pmax

n , ∀n. (13c)

∑
m∈M
m 6=m0

∑
n∈Nm

σ̃
(m)
k,n p

(m)
k,n g

mm0
k,n ≤ I th

k ,∀k. (13d)

∑
n∈Nm

σ
(m)
k,n ≤ 1,∀k, ∀m. (13e)

p
(m)
k,n ≥ 0, σ

(m)
k,n ∈ {0, 1} , ∀n,∀k,∀m. (13f)

Here, (13a) represents the EE-SE tradeoff optimisation problem and ω is the tradeoff parameter such that

0 ≤ ω ≤ 1 which provides flexibility to achieve the EE-SE tradeoff. The QoS constraint (13b) guarantees

the minimum user rate requirement. Constraint (13c) limits the maximum transmission of each user to be

less than Pmax
n . The constraint in (13d) sets the maximum tolerable cross-tier interference on each subcarrier

k of the macrocell m0. The constraint (13e) and (13f) ensure that each subcarrier can be only assigned to



at most one user in each network m at a time. The constraint (13f) also confirms the feasibility of non-

negative transmission power on each subcarrier. It should be noted that when p
(m)
k,n

∗
≥ Pmax

n , the proposed

solution for (13a) contains a unique global optimal solution, i.e., Pmax
n . Therefore, we will analyse the case

of p(m)
k,n

∗
< Pmax

n for the rest of this paper. Hence, (13a) can be written as

η = max
σ
(m)
k,n ,p

(m)
k,n

θEEηEE +

(
1− ω
ω

)
θSEηSE

[
bits/s

]
(14)

In (14), we can replace
(
1− ω
ω

)
with α which can hold any real value from zero to ∞. After some

mathematical manipulations, (14) can be simplified to

η =
η

θEE
= max

σ
(m)
k,n ,p

(m)
k,n

ηEE + α

(
θSEηSE

θEE

) [
bits/Joule

]
, (15a)

s.t.

(13b)− (13e). (15b)
α ≥ 0, p

(m)
k,n ≥ 0, σ̃

(m)
k,n ∈ {0, 1}, ∀n,∀k,∀m. (15c)

where α ∈
[
0,∞

)
is the weighted coefficient. When α = 0, the problem in (15a) is transformed into an EE

maximisation problem whereas it is transformed into an SE maximisation problem when α→∞. In other

words, the importance of SE gradually increases as α increases from 0 to ∞.

Remark 1: The optimisation problem in (15a) has two important properties stated as follow:

Property 1: The optimal transmit power to achieve η∗ is non-decreasing with the weighted coefficient α.

When α = 0, the optimal transmit power is P ∗ηEE
; whereas when 0 < α < ∞, the optimal transmit power

strictly increases with α until it approaches the maximum transmit power. In other words, an increase of α

gives more importance to ηSE resulting in lesser importance to ηEE. Due to this, the optimal transmit power

shift from P ∗ηEE
towards the maximum transmit power.

Property 2: ηSE is non-decreasing with the weighted coefficient α, while ηEE is non-increasing with the

weighted coefficient α. Lets us assume that α1 and α2 are the weighted coefficients such that α2 > α1. From

property 1, the optimal transmit power P ∗η
∣∣∣
α2

> P ∗η

∣∣∣
α1

. As ηSE increases monotonically with transmit power

whereas ηEE decreases monotonically with transmit power beyond P ∗ηEE
. Hence, the Property 2 can be easily

verified.

The maximisation problem (15a) is an integer combinatorial fractional programming problem and is

generally NP-hard. For better tractability, we first relax the integer variables, σ(m)
k,n ∈ {0, 1} into continuous

variables, σ̃(m)
k,n ∈ [0, 1]. Then, the modified problem for (15a) can be written as

η = max
σ̃
(m)
k,n ,p

(m)
k,n

ηEE

(
1 + α

(
θSE × ηSE

θEE × ηEE

))
, (16a)

s.t.

(13b)− (13e). (16b)



α ≥ 0, p
(m)
k,n ≥ 0, σ̃

(m)
k,n ∈ [0, 1], ∀n,∀k,∀m. (16c)

Lemma 1: η is jointly quasi-concave with respect to p(m)
k,n and σ̃(m)

k,n .

Proof:- Please refer to the Appendix A.

η is quasi-concave with respect to the optimisation variables and a unique optimal solution can be ob-

tained using convex optimisation techniques such as bisection method and Lagrangian dual decomposition

method [36]. As mentioned in [37] and [38], any sum-of-ratios (or fractional form) optimisation problem

can be transformed into an equivalent optimisation problem in sum-of-ratios subtractive form. It has been

proven in [37, Theorem 1] that problems (16a) and (17) are equivalent to each other, i.e., the solution of

(17) corresponds to the optimal transmission power. As a result, we will focus on the equivalent subtractive

objective function in the rest of the paper. Hence, the non-linear fractional optimisation problem in (16a)

can be transformed into the parameterized function as

G (η) =


∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

(
1 + α

(
θSEP

θEEB

))
︸ ︷︷ ︸

First term

−η

(
N × PC + ε0

∑
m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n

)
︸ ︷︷ ︸

Second term

 . (17)

Remark 2: The concavity of transformed objective function in (17) with respect to the optimisation variables

σ̃
(m)
k,n and p(m)

k,n can be proved in two steps. Firstly, we prove the concavity of first term in (17) with respect

to the optimisation variables σ̃(m)
k,n and p(m)

k,n . For notational simplicity, we define a vector z(m)
k,n =

[
σ̃
(m)
k,n p

(m)
k,n

]
and a function f

(m)
k,n

(
z
(m)
k,n

)
= r

(m)
k,n

(
1 + α

(
θSEP
θEEB

))
which takes z

(m)
k,n as an input. The Hessian matrix

H
(
f
(m)
k,n

(
z
(m)
k,n

))
of f (m)

k,n

(
z
(m)
k,n

)
is a negative semi-definite matrix and its corresponding both eigenvalues

are also negative. Therefore, f (m)
k,n

(
z
(m)
k,n

)
is jointly concave with respect to the optimisation variables σ̃(m)

k,n

and p(m)
k,n .

Subsequently,
∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

(
1 + α

(
θSEP
θEEB

))
is also concave since it is the linear combination of

f
(m)
k,n

(
z
(m)
k,n

)
which preserves the concavity. Finally,

(
N × PC + ε0

∑
m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n

)
is an affine

function with respect to the optimisation variables σ̃(m)
k,n and p(m)

k,n . Therefore, it is proved that G (η) is jointly

concave with respect to the optimisation variables σ̃(m)
k,n and p(m)

k,n . As a result, strong duality holds and solving

the dual problem is equivalent to solving the primal problem of (17). It has been shown that the duality gap

approaches to zero for sufficiently large number of subcarriers and it is quite small for practical number of

subcarriers as mentioned in [39] [40]. In [40], it is shown that only 8 subcarriers are sufficient in some cases

to achieve zero duality gap .

It is worth to mention that G(η) monotonically decreases with an increase in η, i.e., G(η′) > G(η) if

η
′
> η. The optimal solution η = η∗ of (17) can be determined by finding the root to the G(η), i.e., the

transformed fractional form in substractive form of (16a), using various root finding methods [36].



Lemma 2: G (η) , max
σ̃
(m)
k,n ,p

(m)
k,n

G (η) under the constraints (16b)− (16c), satisfies

G (η) = 0 iff η = η∗.

From Lemma 2, G (η) is strictly monotonically decreasing with respect to η. The lemma also implies that

when η → −∞,G (η) > 0 and when η → ∞,G (η) < 0. (17) shows that G(η) > 0, when η ≤ 0, because

the first and second terms in (17) are definitely positive. Therefore, G(η) = 0 occurs at η > 0, and hence,

we will solve (17) for η > 0. Details of its proof can be found in Appendix B.

IV. EE AND SE TRADEOFF RESOURCE ALLOCATION SCHEME

In HetNets, there exists two different channel deployment schemes, co-channel and orthogonal channel

deployment schemes. In the former scheme, the macrocell and a set of pico BSs are permitted to use the

same resource for data transmission at any time, which will cause co-tier and cross-tier interference. In

orthogonal channel deployment scheme, the spectrum is divided into two orthogonal parts, one part for

macrocell use and the second part for the set of pico BSs such that each resource is exclusively assigned

to either macrocell m0 or a set of pico BSs mi,∀i ∈ {1, 2, · · · ,M − 1}, at any time causing no cross-tier

interference between macrocell and the set of pico BSs. The co-tier interference will still occur among those

pico BSs sharing the same resources. However, in this paper we consider co-channel deployment scheme

such that co-tier interference is assumed to be part of thermal noise N0 as discussed earlier in section II.

In this section, we proposed an iterative algorithm for solving (17) with an equivalent subtractive objective

function such that the obtained solution satisfies the conditions stated in Lemma II. The solution to the EE-

SE tradeoff problem is formulated as a two-layer solution. We have proposed an iterative Dinkelbach type

method2 (Algorithm-I) as an outer layer solution to find an optimal solution to (17) by determining a root

to G (η) = 0. Note that for any value of η, generated by Algorithm-I in each iteration, G (η) ≥ 0 is always

valid; negative utility value will not occur. In particular,
∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

(
1 + α

(
θSEP
θEEB

))
represents the

system utility due to the data transmission while η
(
N × PC + ε0

∑
m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n

)
represents the

associated cost due to the energy consumption. The optimal value of η indicates a scaling factor for balancing

the system utility and cost. At an iteration i − 1, the value of η is initialised and the G (η) is solved for a

given value of η, i.e., ηi−1, and the optimal power p∗i−1 is computed using the dual decomposition approach,

i.e., inner layer solution, explained in the next section. The optimal power computed in iteration i− 1 can

be used to update the value of η for iteration i. This process is repeated until it converges to an optimal

value η∗. The proof of convergence for the proposed method is guaranteed and its pseudo code is shown in

Algorithm-I. In particular, η increases in each iteration i such that ηi+1 > ηi. For a large number of iterations

2It is an application of Newton method to find the root of an objective function.



iter, η converges to an optimal value η∗ such that it satisfies the optimality condition in Lemma 2, i.e.,

G(η) = 0. The proof of the convergence can be achieved using a similar approach as mentioned in [37,

Appendix A] [38] and is not provided here due to the space limitations.

A. Dual Decomposition Formulation

In this subsection, we solve the tradeoff optimisation problem by solving its dual to the primal problem

for a given value of η. By using the dual decomposition approach [37] [39], an iterative procedure can

be obtained to solve G (η) = 0 in each iteration of the proposed Algorithm-I. It is shown that the dual

decomposition approach has lower computational complexity as compared to the exhaustive search or the

branch-and-bound schemes [41]. In order to apply dual decomposition method, the Lagrangian function

of (17) using standard convex optimisation methods as mentioned in [36] can be written as follow:

L(p, λ, µ, ν) =
∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

(
1 + α

τEE

τSE

)
− η

(
ε0
∑
m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n +N × PC

)

+
∑
n∈N

λn

(∑
m∈M

∑
k∈Km

r
(m)
k,n −R

min
n

)
+
∑
n∈N

µn

(
Pmax
n −

∑
m∈M

∑
k∈Km

σ̃
(m)
k,n p

(m)
k,n

)

+
∑
k∈Km

νk

(
I th
k −

∑
m∈M

∑
n∈Nm

σ̃
(m)
k,n p

(m)
k,n g

mm0
k,n

)
(18)

where τEE =
P

θEE
and τSE =

B

θSE
. λ = (λ1, λ2, · · · , λN) is the Lagrange multiplier vector associated with the

minimum data rate constraint (13b). µ = (µ1, µ2, · · · , µN) is the Lagrange multiplier vector associated with

the total transmit power constraint (13c). ν = (ν1, ν2, · · · , νK) is the Lagrange multiplier vector corresponding

to the cross-tier interference constraint (13d) and νk = 0 for k ∈ Km0 . The constraints in (13e) and (16c)

are later considered by dual decomposition method such that each subcarrier can be exclusively assigned

to a single user within a network m and the non-negative optimal powers are computed. The dual problem

corresponding to the primal problem of (17) can be given by [42]:

min
λ,µ,ν≥0

max
σ,p

L(p, λ, µ, ν) (19)

The Lagrange dual function corresponding to problem (17) is

g(λ, µ, ν) = max
σ,p

L(p, λ, µ, ν) (20)

Similarly, g(λ, µ, ν) is the dual function and can be shown as

g(λ, µ, ν) =
∑
k∈Km

gk(λ, µ, ν)− ηε0NPC −
∑
n∈N

λnR
min
n +

∑
n∈N

µnP
max
n +

∑
k∈K

νkI
th
k , (21)



where gk(λ, µ, ν) is defined by

gk(λ, µ, ν) = max
σ̃k,pk

( ∑
m∈M

∑
n∈N

r
(m)
k,n

(
1 + α

τEE

τSE

)
− ηε0

∑
m∈M

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n +

∑
m∈M

∑
n∈N

λnr
(m)
k,n

−
∑
m∈M

∑
n∈N

µnσ̃
(m)
k,n p

(m)
k,n −

∑
m∈M

∑
n∈Nm

νkσ̃
(m)
k,n p

(m)
k,n g

mm0
k,n

)
(22)

The corresponding dual problem to the primal problem of (17) is hence given by

min
λ,µ,ν

g(λ, µ, ν)

s.t. λ ≥ 0, µ ≥ 0, ν ≥ 0 (23)

B. Dual Decomposition Solution

To solve the dual problem in (19), we have decomposed it into a hierarchy of two problems. The slave

problem is an inner maximisation in (20) consisting of K subproblems solved in parallel to compute the

power and subcarrier allocation on each subcarrier k ∈ K for the given values of λ, µ, ν and η; whereas an

outer minimisation in (23) is the master problem in which the Lagrangian multipliers are updated using a

subgradient method. After a few mathematical manipulations, (22) can be written as

gk(λ, µ, ν) = max
σ̃k,pk

( ∑
m∈M

∑
n∈N

σ̃
(m)
k,n Bk log2

(
1 + γ

(m)
k,n p

(m)
k,n

)[(
1 + α

τEE

τSE

)
+ λn

]

−
∑
m∈M

∑
n∈N

(
µn + ηε0 + νkg

mm0
k,n

)
σ̃
(m)
k,n p

(m)
k,n

)
(24)

Now, by taking the first-order derivatives of (24) with respect to σ̃(m)
k,n , we get

∂gk(λ, µ, ν)

∂σ̃
(m)
k,n

= Bk log2

(
1 + γ

(m)
k,n p

(m)
k,n

)[(
1 + α

τEE

τSE

)
+ λn

]
−
(
µn + ηε0 + νkg

mm0
k,n

)
p
(m)
k,n (25)

The subcarrier assignment index σ̃(m)
k,n at given λ, µ, ν and η can be determined as:

σ̃
(m)
k,n =

1, if (k,m∗, n∗) = argmaxm,nBk log2

(
1 + γ

(m)
k,n p

(m)
k,n

) [(
1 + α τEE

τSE

)
+ λn

]
−
(
µn + ηε0 + νkg

mm0
k,n

)
p
(m)
k,n

0, otherwise.
(26)

Note that (26) also gives us an insight into the user association and the set of subcarriers assigned to the

network m, i.e., Km, which consists of all the subcarriers k ∈ K with σ̃(m)
k,n = 1. For a fixed set of Lagrange

multipliers and a given parameter η, the power for user n on subcarrier k can be computed by taking the

first-order derivative of (24) with respect to p(m)
k,n , yielding

∂gk(λ, µ, ν)

∂p
(m)
k,n

=
σ̃
(m)
k,n Bk

[(
1 + α τEE

τSE

)
+ λn

]
× γ(m)

k,n

ln(2)
(
1 + γ

(m)
k,n p

(m)
k,n

) −
(
µn + ηε0 + νkg

mm0
k,n

)
(27)



Applying the KKT conditions results in

∂gk(λ, µ, ν)

∂p
(m)
k,n

∣∣∣∣∣
p
(m)
k,n=p

(m)∗
k,n

= 0 =⇒

Hence,

p
(m)
k,n =


(

Bk

(
(1 + α τEE

τSE
) + λn

)
ln 2

(
µn + ηε0 + νkg

mm0
k,n

) − 1

γ
(m)
k,n

)+

, if σ̃(m)
k,n = 1.

0, otherwise.

(28)

The optimal solution of (17) can then be expressed as

p
(m)
k,n

∗
= max

(
min

(
p
(m)
k,n , P

max
n

)
, Pmin

n

)
, (29)

where Pmin
n =

(
2

(
σ
(m)
k,nR

min
n /Bk

)
− 1

)
/γ

(m)
k,n . Thus, the optimal power allocation for each user n on subcarrier

k has a semi-closed form expression in terms of dual variables λ, µ and ν. We also observe that the optimal

power allocation given by (28) is a modified water filling solution, where the channel gain is given by γ(m)
k,n

and the water levels are determined both by the Lagrangian multipliers λ, µ, ν and weighting coefficient

α as well by the EE-SE tradeoff metric η. The dual variables {λ, µ, ν} must satisfy the KKT conditions

in order to be optimal and σ̃
(m)
k,n = 1 indicates that the subcarrier k is assigned to user n associated with

network m.

It should be noted that the weighted coefficient α = 0 maximises the EE whereas at α = αSE the SE

is maximised. For a given subcarrier assignment, the SE is maximised when each user transmits at their

maximum transmission power. We assume that each user distribute its maximum transmission power equally

among its subcarriers such that p(m)
k,n = Pmax

n

|Kn| , where Kn is the set of subcarriers allocated to user n. In order to

compute the weighted coefficient α(n)
SE which can achieve the maximum SE for user n, (28) can be rewritten

as:

Pmax
n

|Kn|
=

(
Bk

(
(1 + α

(n)
SE

τEE
τSE

) + λn

)
ln 2

(
µn + ηε0 + νkg

mm0
k,n

) − 1

γminn

)
, (30)

where γminn is the minimum channel-to-noise-ratio (CNR) among all the subcarriers allocated to the user n.

From (30), α(n)
SE can be easily derived as:

α
(n)
SE =

τSE

τEE

[(
Pmax
n

|Kn|
+

1

γminn

)
ln 2

(
µn + ηε0 + νkg

mm0
k,n

)
Bk

− λn − 1

]
. (31)

Finally, αSE can be computed as

αSE = max{α(1)
SE , α

(2)
SE , · · · , α

(N)
SE }. (32)



C. Updating the Dual Variables

In order to minimise the dual function g(λ, µ, ν), since the dual function is differentiable the subgradient

method can be used to update the dual variables λ, µ and ν. The subgradient of λ, µ and ν are respectively

given by taking the derivative of L(p, λ, µ, ν) with respect to λ, µ and ν, yielding

4λ =
∑
m∈M

∑
k∈Km

r
(m)
k,n −R

min
n , (33a)

4µ = Pmax
n −

∑
m∈M

∑
k∈Km

p
(m)
k,n . (33b)

4ν = I
(k)
th −

∑
m∈M
m6=m0

∑
n∈Nm

σ̃
(m)
k,n p

(m)
k,n g

mm0
k,n . (33c)

Then, we can update the Lagrange multipliers (λ, µ) according to

λn(i+ 1) =

[
λn(i)−

s1√
i

(∑
m∈M

∑
k∈Km

r
(m)
k,n −R

min
n

)]+
,∀n (34a)

µn(i+ 1) =

[
µn(i)−

s2√
i

(
Pmax
n −

∑
m∈M

∑
k∈Km

p
(m)
k,n

)]+
,∀n (34b)

νk(i+ 1) =

νk(i)− s3√
i

I(k)th −
∑
m∈M
m6=m0

∑
n∈Nm

σ̃
(m)
k,n p

(m)
k,n g

mm0
k,n




+

,∀k (34c)

Here, i is the iteration number and sl = 0.1√
i
, l ∈ {1, 2, 3} are the positive step sizes assumed in this paper.

The process of computing the optimal power allocation and Lagrangian multipliers are updated accordingly

until the convergence is achieved, indicating that the dual optimal point is achieved. The subgradient update

is guaranteed to converge to optimal values of λ, µ and ν, as long as sl is chosen to be sufficiently small

[36]. A common practice is to choose square summable step sizes in contrast to absolute step sizes [39] [42].

D. Complexity Analysis

The computational complexity of the proposed approach depends on the complexity of both inner and outer

layer solutions. We observe that the computational complexity of Algorithm-I to solve all K independent

subproblems in (21), to solve g(λ, µ, ν) is O (KN). In addition, with the accuracy requirement, i.e., |U(η(i))−

U(η(i − 1))| < 4, set in Algorithm-II, the total computational complexity of our proposed approach is

approximately O
(
CηKN log2(

1
4)
)

, where Cη is the number of iterations required for updating η until

Algorithm-I converges. It is demonstrated in the simulation results that less than 5 iterations are needed for

Algorithm-I to converge. The proposed approach has polynomial complexity regarding the problem scale K



and N , which is attractive in the practical OFDMA implementation. Therefore, we can conclude that the

computational complexity of the proposed approach is low and acceptable.

Algorithm-I: Iterative EE and SE Tradeoff Algorithm:-

Initialize

iter = max number of iterations, 4=maximum acceptable tolerance,

Set i=1 and η(1) = 0,

While (|G (η) | < 4) || (i < iter)do

Solve (17) for a given value of η (i) using Algorithm-II.

Update η (i+ 1) =

( ∑
m∈M

∑
k∈Km

∑
n∈N

r
(m)
k,n

(
1+α

τEE
τSE

))
(

N×PC+ε0
∑

m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n

)
Update i = i+ 1

end While

Output: [η]

Algorithm-II: Joint User Association, Subcarrier and Power Allocation

Input: [η, α, ε0, γ
(m)
k,n ]

Step 1: Initialize

i = 0, p(m)
k,n = 0,λ

(i)
n = 0.001, µ

(i)
n = 0.01, ν

(i)
k = 0.001, for n = 1, · · · , N, k = 1, · · · , K,m = 1, 2, · · · ,M.

Step 2:

For n = 1 : N

For k = 1 : K

Calculate p(m)
k,n according to (28).

end For

Obtain the user association and subcarrier assignment according to (26).

end For

Step 3:

i=i+1

Update λ(i+1)
n , µ(i+1)

n and ν(i+1)
k according to (34).

Step 4:

Repeat steps (2)-(3) until λ(i+1)
n , µ(i+1)

n and ν(i+1)
k are converged.

Output:
[
p
(m)
k,n , σ̃

(m)
k,n

]



V. SIMULATION RESULTS

We consider a two-tier HetNets environment with a single macrocell with 500 m radius overlaid with M−1

pico BSs with a radius of 50 m. The bandwidth of each subcarrier is 30 kHz. The maximum transmission

power for all users are the same, hence, Pmax
n will be referred to as Pmax. Similarly, the minimum rate

requirement Rmin
n can be referred to as Rmin. The minimum-rate requirement for each user is considered to

be 4 b/s/Hz unless stated otherwise . The maximum transmission power of users considered in the simulation

vary from 200mW to 500mW , whereas the value of circuit power of users is set fixed to PC = 100mW and

the threshold interference level is assumed as I th
n = 1.1943× 10−14 W, unless stated otherwise. We assume

that the users are uniformly deployed within the simulated scenario. The path-loss model for macrocell and

pico BS mi are given as PL(m0)
n (dB) = 128.1 + 37.6 log10(dn) and PL(mi)

n (dB) = 140.7 + 36.7 log10(dn) [2],

where dn is the distance of user n from the serving BS in km, and therefore, PL(m0)
n = 10(PL(m0)

n (dB)/10) and

PL(mi)
n = 10(PL

(mi)
n (dB)/10). The noise spectral density is assumed to be N0 = −174 dBm/Hz. In this work,

the power amplifier efficiency is assumed as 38%, i.e., ε0 = 1
0.38

. Note that if the user is unable to meet the

minimum rate requirement Rmin, or the maximum transmission power constraint Pmax, we set the EE and

SE for that channel realisation to zero. All the simulation results presented in this section are averaged over

106 independent network realizations.

The initial selections of θEE and θSE are critical to the overall performance of the EE-SE tradeoff in

HetNets. Fig. 2 illustrates the impact of different notions of normalization factor θEE on the achievable

EE and achievable SE in Figs. 2(a) and 2(b), respectively. First, we fix the value of θSE, the proposed

notions of θEE is depicted with both minimum transmission power Pmin
(
θ(min)

EE = ε0P
min + PC

)
, maximum

transmission power Pmax
(
θ(max)

EE = ε0P
max + PC

)
, and with the energy-efficient transmission power P ∗ηEE(

θ
(EE)
EE = ε0P

∗
ηEE

+ PC

)
, as the benchmark case. For the θ(min)

EE case, Pmin is the minimum transmission power

required to achieve the minimum rate requirement Rmin which lies in the set of [0, Pmax]. For the benchmark

case, P ∗ηEE
is the energy-efficient transmission power at which the maximum EE is achieved and it lies in

the set of [Pmin, Pmax]. The optimal transmit power P ∗η monotonically increases with α regardless of θEE.

P ∗η achieves the maximum transmission power Pmax at α ≈ 3 and α ≈ 3.2 for the proposed θ(min)
EE and

benchmark cases, respectively. On the other hand, P ∗η achieves the maximum transmission power Pmax at

α ≈ 9 for the proposed θ(max)
EE case. For the weighted coefficient 0 ≤ α ≤ 0.6, the achieved EE for all three

cases are marginally close to each other whereas as the value of α increases beyond 0.6 the achieved EE

by the proposed θ(max)
EE is far higher as compared to the proposed θ(min)

EE and benchmark cases. The figure

shows that in θ(max)
EE case, the achieved EE decreases more gradually with α, when compared to the θ(min)

EE

and benchmark cases. After several implementations of our proposed normalization factor, we choose the

setting of θEE = θ
(max)
EE = ε0P

max + PC as the optimal θEE. One of the major observation is that optimal θEE

provides the complete range of ηEE and ηSE values as compared to the two baseline cases and gives more



flexibility to set preferences for either EE or SE.

Fig. 3 illustrates the impact of θSE on the achievable EE and achievable SE. First, we fix the value of

θEE = θ
(max)
EE . The proposed notions of θSE are defined as θ(tot)

SE , θ(1)
SE, θ(2)

SE and θ(3)
SE for B, 0.75B, 0.5B and

0.25B respectively. τSE decreases with θSE, which in turn, reduces α τEE
τSE

as defined in (18). Hence, for smaller

values of θSE, the achieved optimal tradeoff power level P ∗η is approximately close to the P ∗ηEE
at α = 0.

For the higher values of θSE, the achieved optimal tradeoff power level P ∗η monotonically increases with

α towards the maximum transmission power Pmax. We note that P ∗η converges to Pmax at different values

of α depending on the set value of θSE. The figure reveals that for the weighted coefficient 0 ≤ α ≤ 2,

the optimal transmission power and achieved EE for all four cases are approximately close to each other

whereas as α increases beyond 2, the achieved EE by the proposed θ(tot)
SE is far lower than the remaining three

proposed notions of θSE. As θSE is a normalization factor for the achieved SE in the optimisation problem

so the optimal θSE is chosen such that it achieves highest SE. After several implementations of our proposed

normalization factor, we choose the setting of θSE = θ(tot)
SE =

∑
k∈K

Bk as the optimal θSE. The optimal θSE can

achieve a higher SE as compared to the other cases, however, at the cost of reduction in EE. For clarity

purpose, from this point onwards θEE and θSE are assumed to be θEE = ε0P
max + PC and θSE =

∑
k∈K

Bk.

Fig. 4 depicts the average achieved η and the average transmission power versus the number of iterations

to study the convergence speed of the proposed Algorithms I and II, respectively. The achieved η is

corresponding to the objective function defined in (15a). Fig. 4(a) depicts the achieved η of the proposed

Algorithm I versus the number of iterations with the maximum uplink transmission power of Pmax = 0.2W ,

with the normalisation factors θEE = 0.63W, and θSE = 3× 104 Hz. The algorithm converges to an optimal

value within 4-5 iterations. Fig. 4(b), on the other hand, includes the plots for the average transmission

power of Algorithm II versus the number of iterations. The algorithm converges to an optimal value within

around 80 iterations. The polynomial complexity of the proposed Algorithm I and II depends on the problem

scale of the number of users N and subcarriers K, which is desirable for practical implementation and has

a fast convergence speed. This result demonstrates the fact that the proposed Algorithm I and II gaurantee

convergeance by using the subgradient method in uplink HetNets.

By fixing θSE to B, the maximum achievable η versus Pmax for different values of α are plotted in Fig. 5

which reveals that η increases with α; whereas η first increases with Pmax, and after a particular value of

Pmax, it starts decreasing. This is due to the fact that τEE is defined as P
θEE

, where θEE depends on Pmax as

defined in (18). For smaller values of Pmax, the achievable η increases with Pmax. Furthermore, for higher

values of Pmax, the achievable η decreases with Pmax. This is an important observation which can allow the

flexibility to save more power by choosing the sensible Pmax which results in improving the achieved EE

and SE.

Fig. 6 shows the EE-SE tradeoff of a macrocell overlaid with 4 pico BSs when Pmax = 0.2W, for the



threshold intereference level I th
n = 1.1943× 10−14 W, 3.7768× 10−15 W, 7.7357× 10−15 W, 1.1943× 10−16

W, 3.7768× 10−16 W and 7.7357× 10−16 W. The simulation results show that the maximum achievable EE

and SE decreases monotonically with I th
n . The figure further reveals that the lower values of I th

n results in

higher achievable EE and SE in comparison to the lower achieavble EE and SE at the higher values of I th
n .

We note that the maximum achievable EE is reduced from 126 b/J/Hz to 94 b/J/Hz when the I th
n is reduced

from 1.1943 × 10−14 W to 7.7357 × 10−16 W. Further, the figure shows that higher threshold interference

level I th
n achieves higher achievable EE and SE. For the remainder of the simulation results, we assume

I th
n = 1.1943× 10−14 W.

We present a baseline algorithm, namely, a rate-optimal algorithm which maximises the overall system

rate. Figs. 7(a) and 7(b), which respectively shows the performance in terms of the sum EE and the sum rate

versus Rmin. We assume four users are randomly located within the coverage area. The two figures show

that the proposed algorithm achieves a higher sum EE than the rate-optimal algorithm. The rate-optimal

algorithm can achieve a higher sum rate, however, at a cost of reduction in EE. Moreover, both EE and the

sum rate increases with Pmax. It should be also noted that the sum EE decreases with Rmin, whereas the sum

rate increases with it. We note that at Rmin = 600 Kbit/s, the achievable EE at Pmax = 0.2W is higher than

the achievable EE at Pmax = 0.5W. This is due to the fact that the normalisation factor θEE depends on the

maximum transmission power Pmax.

In order to measure the performance gains of two-tier HetNet configuration of M = 5 as compared to

a macrocell only M = 1 with minimum rate requirement of 4 b/s/Hz, Fig. 8(a) and 8(b) show the plots

for optimal average transmit power normalised by Pmax and achievable EE along with achievable SE versus

weighted coefficient α for varying number of users N resulting in user densities of 200 and 220 active UE’s

per km2 and K = 100. For the case of M = 1, all the users are served by macrocell Nmacro = N whereas

for M = 5, the number of users per macrocell are Nmacro = 0.2 ∗ N and number of users per pico BSs

are Nsmall = N/M . It can be seen that the optimal transmit power P ∗η irrespective of M = 1 and M = 5

configurations monotonically increases with α. It is worth to mention that power saving
(
Pmax − P ∗η

)
of

M = 5 (denoted by green line) in comparison to M = 1 (denoted by blue line) first monotonically increases

with α and afterwards it start decreasing as α approaches towards αEE. Fig. 8(b) shows the corresponding

achievable EE and SE in M = 1 and M = 5 at the optimal tradeoff transmit values (Pη∗ as previously

shown in Fig. 8(a)) versus α for varying user densities and K = 100. Another observation is that achievable

EE and SE also increases with an increase in number of user N . The figure reveals that for a given N ,

K and α, the two-tier HetNet configuration always outperforms in terms of both the power consumption

and the achievable EE along with corresponding achievable SE as compared to the traditional macrocell

only configuration: by averaging over all the values of α, the average achievable EE is 15.025 kb/J/Hz with

average achievable SE of 2.358 kb/s/Hz and power consumption of 78.27 mW in M = 5 for N = 100 and



K = 100 compared to the average achievable EE of 9.216 kb/J/Hz with average achievable SE of 1.7525

kb/s/Hz and power consumption of 1842.236 mW in M = 1 for N = 100 and K = 100.

Fig. 9 shows the impact of the varying number of users per pico BS denoted by Nsmall on the EE-SE

tradeoff in two-tier HetNets with 4 pico BSs lying on the cell edge of a macrocell. The total number of users

per pico BS denoted by Nsmall are set to vary at 20, 22, 24 and 26. It is observed that when Nsmall is increased

from 20 to 26, the EE-SE tradeoff curve expands which improves the achievable EE from 19.56 Kb/J/Hz to

25.44 Kb/J/Hz at α = 0 whereas the achievable SE improves from 2.102 Kb/s/Hz to 2.734 Kb/s/Hz due to

multi-user diversity. For the given Nsmall = 20 and α = 3, the figure reveals the significant improvements in

achievable EE (50% gain) and SE (39% gain) along with reduction in power consumption (47.5%) in case

of two-tier HetNets as compared to the macrocell only configuration.

Fig. 10 shows the achievable EE and SE versus β, as defined in (1), ranging from 0 (macrocell only) to 1

increasing the number of pico BSs deployed on the edge of a macrocell from 1 to 40 with user densities set at

200, 400 and 600 active UE’s per km2 randomly deployed within the area of 500×500 m2 and minimum rate

requirement set as 4 b/s/Hz. It is evident from this figure that deploying pico BSs on the edge of a macrocell

can achieve significant gains for all the performance metrics to satisfy the objectives and requirements of

5G systems. As it can be seen from the figure, the achievable EE and SE increase both with an increase in

network densification and user density. The HetNet configuration with β = 0.1 which results in 4 pico BSs

deployed on the cell edge of a macrocell with user density of 600 active UE’s per km2 achieves an area

energy efficiency of 64.617 kb/J/Hz/km2 as comapred to 51.745 kb/J/Hz/km2 for macrocell only, i.e., β = 0.

Similarly, an area spectrum efficiency at β = 0.1 increases from 2.702 kb/s/Hz/km2 to 5.325 kb/s/Hz/km2 as

user denisty is increased from 200 to 400 active UE’s per km2. It is important to mention that introducing too

many pico BSs can cause increase in the deployment and maintaineance costs, backhauling costs and system

complexity which are not considered in this analysis. However, it is evident from Fig. 10(a) and 10(b) that

the tradeoff exists between deployed number of pico BSs and the achieved values of performance metrics

subject to the given user density. For example, it is suitable to choose an optimal β as 0.2, 0.5 and 0.8 for

the given user densities of 200, 400 and 600 active UE’s per km2 and afterwards, an increase in β result in

a very minor improvement in performance metrics.

VI. CONCLUSIONS

In this paper, the problem of simultaneously maximising the overall system EE and SE in an uplink of a

two-tier OFDMA-based HetNet using adaptive channel and power allocation was addressed by considering

the maximum transmission power, cross-tier interference threshold and users’ minimum-QoS constraints.

The quasi-concavity of the proposed approach was proved, and due to this property, the Pareto optimal

solution was derived using LDD approach based on joint user association, subcarrier and power allocation.



An iterative two-layer framework was proposed in which the outer layer was solved by Dikelbach method as

shown in Algorithm-I; whereas the inner layer was solved using LDD approach as shown in Algorithm-II.

From simulation results, we can refer two main observations. Firstly, SE is maximised at different values

of weighted coefficient α depending on the maximum transmission power. Secondly, our proposed tradeoff

metric α can help us to save much power by lowering the maximum transmission power. The tradeoff

parameter η is an increasing function of transmission power for smaller values of Pmax, whereas it is a

decreasing function of transmission power for higher values of Pmax.

APPENDIX A

PROOF OF LEMMA I

In this Appendix, we prove that η is quasi-concave in σ̃(m)
k,n and p(m)

k,n .

η =
R

P

(
1 + α

θSE × ηSE

θEE × ηEE

)
=
R

P

(
1 + α

θSE × P
θEE ×B

)
=
R

P
(1 + αP )

=
R

P
+ αR = ηEE + αR (35)

where α = α
θSE

θEEB

First, we prove that r(m)
k,n is concave with respect to σ̃(m)

k,n and p(m)
k,n . By taking the first order derivative of

r
(m)
k,n with respect to p(m)

k,n we get

∂r
(m)
k,n

∂p
(m)
k,n

= max
k∈Km,n∈N

Bkγ
(m)
k,n

ln(2)
(
1 + γ

(m)
k,n p

(m)
k,n

) (36)

From (36), it is clear that
Bkγ

(m)
k,n

ln(2)
(
1+γ

(m)
k,n p

(m)
k,n

) is strictly monotonically decreasing with p(m)
k,n and thus

∂2r
(m)
k,n

∂p
(m)
k,n

2 < 0.

Since R is the linear combination or sum of r(m)
k,n , and therefore, R is also concave in p(m)

k,n . Using the same

principle, we can also show that R is concave in σ̃(m)
k,n .

Denote the superlevel sets of ηEE in order to prove the quasi-concavity as follow:

τα = {σ̃(m)
k,n ≥ 0, p

(m)
k,n ≥ Pmin

n , ∀k,m, n | ηEE ≥ α}

ηEE is quasi-concave in σ̃
(m)
k,n and p

(m)
k,n , if τy is convex for any real number y [36]. When y < 0, no points

exist on the contour ηEE = y. When y ≥ 0, τy is equivalent to y

(
N× PC +

∑
m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n

)
−∑

m∈M

∑
k∈Km

∑
n∈N

σ̃
(k)
m,nBk log2

(
1 +

γ
(m)
k,n p

(m)
k,n

ρ2
(m)

PL(m)
n

)
which is convex. Hence, ηEE is quasi-concave in σ̃(m)

k,n and p(m)
k,n .

Since R is strictly concave in σ̃(m)
k,n and p(m)

k,n . Therefore, η is also quasi-concave in σ̃(m)
k,n and p(m)

k,n . Since PT

is monotonically increasing linear function of p(m)
k,n , then η is also quasi-concave in PT.



APPENDIX B

PROOF OF LEMMA II

Let us assume η∗ = max
σ̃
(m)
k,n ,p

(m)
k,n

η is an optimal solution to the objective function (17). Similar to [37], G (η)

can be equivalently written as:

G (η) = max
σ̃
(m)
k,n ,p

(m)
k,n

(η̃ − η)

(
N × PC + ε0

∑
m∈M

∑
k∈Km

∑
n∈N

σ̃
(m)
k,n p

(m)
k,n

)

If η = η∗, then η̃ − η = η̃ − η∗ ≤ 0 which means G (η∗) ≤ 0. However, we can always find some σ̃(m)
k,n and

p
(m)
k,n that can make η̃ = η∗ which result in G (η∗) = 0. Hence, G (η) > 0 if η < η∗ and G (η) < 0 if η > η∗.

Hence, it is proven that G (η) = 0 iff η = η∗.
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Fig. 2: EE and SE versus α for various θEE with θSE = B, N = 10, K = 10, Pmax = 0.2W and PC = 0.1W.
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Fig. 3: EE and SE versus α for various θSE with θEE = (ε0P
max + PC), N = 10, K = 10, Pmax = 0.2W and

PC = 0.1W.
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Fig. 5: η versus Pmax for various values of α.
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Fig. 7: Sum EE and Sum Rate versus Rmin for various values of Pmax, N = 4, K = 4, PC = 0.1W and

I thn = 1.1943× 10−14 W.
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Fig. 8: Relative Optimal transmit power, ηEE and ηSE versus weighted coefficient α with Nmacro = 0.2 ∗N ,

N0 = −174 dbm/Hz and Rmin
n = 4 b/s/Hz
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Fig. 9: ηEE and ηSE of two-tier HetNet configuration for various values of Nsmall with K = 100, M = 5,

N0 = −174 dbm/Hz and Rmin
n = 4 b/s/Hz
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Fig. 10: ηEE and ηSE versus β for varying user densities, Pmax = 0.2W, PC = 0.1W and

I thn = 1.1943× 10−14 W.


