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We present a measurement of the electron charge asymmetry in pp̄ → W þ X → eνþ X events at a
center-of-mass energy of 1.96 TeV, using data corresponding to 9.7 fb−1 of integrated luminosity collected
with the D0 detector at the Fermilab Tevatron Collider. The asymmetry is measured as a function of the
electron pseudorapidity and is presented in five kinematic bins based on the electron transverse energy and
the missing transverse energy in the event. The measured asymmetry is compared with next-to-leading-
order predictions in perturbative quantum chromodynamics and provides accurate information for the
determination of parton distribution functions of the proton. This is the most precise lepton charge
asymmetry measurement to date.

DOI: 10.1103/PhysRevD.91.032007 PACS numbers: 12.15.Ji, 13.38.Be, 13.85.Qk, 14.60.Cd

I. INTRODUCTION

Parton distribution functions (PDFs) are essential ele-
ments for cross section calculations at a hadron collider,
and many precision measurements are dominated by the
systematic uncertainty from PDFs. However, PDFs are not
directly calculable within the standard model (SM) and
must be determined using experimental inputs, including a

wide range of scattering processes. At the Fermilab
Tevatron Collider, a proton-antiproton (pp̄) collider with
a center-of-mass energy of 1.96 TeV, the measurement of
the electron charge asymmetry in the pp̄ → W þ X process
provides important information for the determination of
PDFs, as it is sensitive to the valence u and d quark and
corresponding antiquark PDF distributions. In pp̄ colli-
sions, Wþ (W−) bosons are produced primarily by the
annihilation of valence quarks in the proton and antiproton.
Since u quarks on average carry more momentum than d
quarks [1–3], Wþ bosons tend to be boosted in the proton
direction, while W− bosons tend to be boosted in the
antiproton direction. This results in a nonzero W boson
production charge asymmetry, defined as

AðyWÞ ¼
dσWþ
dyW

− dσW−
dyW

dσWþ
dyW

þ dσW−
dyW

; ð1Þ

where dσW�=dyW is the differential cross section for W�
boson production and yW is the W boson rapidity [4].
The W boson can decay leptonically with a charged

lepton and a neutrino in the final state. The neutrino’s
presence can be inferred from an imbalance of transverse
energy in the calorimeter, referred to as missing transverse
energy (ET). Reconstruction of the neutrino longitudinal
momentum (pν

z) is not feasible due to the unknown
longitudinal momentum of the initial state interacting
partons. Without pν

z, it is impossible to perform a direct
measurement of the W boson charge asymmetry with
traditional methods. Instead we use the lepton
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pseudorapidity (η) [4] distribution which is a convolution of
the W boson production charge asymmetry and the V − A
structure of theW boson decay. With a good understanding
of the V − A structure, the lepton charge asymmetry as a
function of lepton pseudorapidity can be used to constrain
PDFs. The comparison between the W boson charge
asymmetry and the lepton charge asymmetry is shown in
Fig. 1, using the Monte Carlo (MC) event generator RESBOS
[5] with the CTEQ6.6 [6] central PDF set.
In the W → eν decay mode used in this analysis, the

experimentallymeasuredW → eν cross section times branch-
ing ratio as a function of electron pseudorapidity (ηe) is

σðηeÞ × BrðW → eνÞ ¼ NeðηeÞ
L ×A × ϵ

; ð2Þ

where NeðηeÞ is the number of events with electron in the ηe

bin,A is the acceptance,L is the integrated luminosity, and ϵ is
the selection efficiency. In the simplified case that the
acceptances and efficiencies are the same for Wþ and W−
bosons, the electron charge asymmetryA can bewritten using
the numbers of electrons (Ne−) and positrons (Neþ) in each ηe

bin as

AðηeÞ ¼ NeþðηeÞ − Ne−ðηeÞ
NeþðηeÞ þ Ne−ðηeÞ : ð3Þ

The lepton charge asymmetry in W boson decay has
been measured by both the CDF [7–9] and D0 [10–12]
Collaborations. The latest lepton charge asymmetry meas-
urement from the D0 Collaboration was performed in the
muon channel using 7.3 fb−1 of integrated luminosity [12].
The W boson asymmetry was extracted using missing
transverse energy to estimate the neutrino direction, using
1 fb−1 of integrated luminosity by the CDF Collaboration
[13] and 10 fb−1 by the D0 Collaboration [14]. The lepton
asymmetry has also been measured at the Large Hadron

Collider (LHC) in pp collisions by the ATLAS [15] and
CMS Collaborations [16] using integrated luminosities of
35 and 840 pb−1, respectively. At the LHC, W boson
production is dominated by gluons and sea quarks, provid-
ing different information than the lepton asymmetry mea-
sured at the Tevatron.
In this analysis, we present a new measurement of the

electron charge asymmetry based on data collected in the
Tevatron Run II between April 2002 and September 2011
with theD0detector at

ffiffiffi
s

p ¼ 1.96 TeV, corresponding to an
integrated luminosity of 9.7 fb−1 [17]. We measure the
electron charge asymmetry in five kinematic bins by
selecting on the electron transverse energy (Ee

T) and event
ET . Results from different kinematic bins probe different
ranges of yW and thus different ranges of the fraction
of proton momentum carried by the parton. There are
three symmetric bins, (Ee

T > 25 GeV, ET > 25 GeV),
(25<Ee

T <35GeV, 25<ET <35GeV), and (Ee
T >35GeV,

ET > 35 GeV), and two asymmetric bins, (25 < Ee
T <

35 GeV, ET >25GeV) and (Ee
T >35GeV, ET >25GeV).

With more data than in previous measurements and
more data in the high pseudorapidity region, we provide
information about the PDFs for a broader x range
(0.002 < x < 0.99 for jηej < 3.2) at high Q2 ≈M2

W , where
x is the fraction of the proton momentum carried by the
colliding parton, Q2 is the momentum scale squared, and
MW is theW boson mass. This analysis improves upon and
supersedes the previous D0 electron charge asymmetry
result [11]. That result did not include the improved detector
level calibrations discussed in Secs. IV E and IV F. In
addition, it did not include MC modeling of the difference
in efficiency for electrons and positrons for different
polarities of the solenoidal magnet surrounding the tracking
region. This article also provides details of the complemen-
tary analysis of Ref. [14] where the W boson charge
asymmetry is measured using the same data set.
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FIG. 1 (color online). (a) The W boson rapidity (yW) and electron pseudorapidity (ηe) distributions in pp̄ collisions. (b) The charge
asymmetry for the W boson and the decay electron. The electron asymmetry has a “turnover” due to the convolution of the W boson
asymmetry and the V − A structure of the W boson decay. These predictions were obtained using the MC event generator RESBOS [5]
with the CTEQ6.6 [6] central PDF set, using the kinematic cuts pe

T > 25 GeV and pν
T > 25 GeV.
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II. APPARATUS

The D0 detector [18,19] contains central tracking, calo-
rimeter, and muon systems. The central tracking system
includes a silicon microstrip tracker (SMT) and a central
scintillating fiber tracker (CFT), both located within a 1.9 T
superconducting solenoidal magnet, with designs optimized
for tracking and vertexing at pseudorapidity jηdetj < 3 and
jηdetj < 2.5 [4], respectively, as shown inFig. 2. Three liquid-
argon and uranium calorimeters provide coverage of jηdetj <
3.5 for electrons. The central calorimeter (CC) contains the
region jηdetj < 1.1, and two end calorimeters (ECs) extend
coverage to 1.5 < jηdetj < 3.5, as shown in Fig. 3. In the
region 1.0 < jηdetj < 1.5, particles cross multiple cryostat
walls resulting in deterioration of the electron response. Each
calorimeter consists of an inner electromagnetic (EM)
section followed by a hadronic section. The EM calorimeter
has four longitudinal layers with transverse segmentation of

Δη × Δϕ ¼ 0.1 × 0.1, except for the third layer, where it is
0.05 × 0.05. The outer muon system consists of a layer of
tracking detectors and scintillation trigger counters in front of
1.9 T iron toroids, followed by two similar layers after the
toroids,with a coverage of jηdetj < 2. The direction of the D0
solenoid and toroid magnetic fields were reversed periodi-
cally during data taking.
The D0 trigger is based on a three-level system. The first

level consists of hardware and firmware components, and
the second level combines information from specific
subdetectors to construct a trigger decision based on
physics quantities. The software-based third level processes
the full event information using simplified versions of the
offline reconstruction algorithms.

III. EVENT SELECTION

The W → eν events for this analysis are selected in
several steps.

A. Trigger selection

Candidate events must pass at least one of the calorimeter-
based single EM triggers. The trigger towers in the
calorimeter are 0.2 × 0.2 in ðη;ϕÞ space. At the third
trigger level, the EM trigger objects must satisfy
Ee
TðtriggerÞ > 25 GeV, or Ee

TðtriggerÞ > 27 GeV at higher
instantaneous luminosity.

B. Lepton transverse energy selection

We require one EM shower with transverse energy Ee
T >

25 GeV measured in the calorimeter, accompanied by
ET > 25 GeV. In W boson events, ET is calculated using
the electron and the vector sum of the transverse compo-
nents of the energy deposited in the calorimeter (uT) after

subtracting the electron deposit, i.e., ~ET ¼ −ð ~Ee
T þ ~uTÞ.

Solenoid

Preshower

Fiber Tracker

Silicon Tracker

η = 0 η = 1

η = 2

[m]

[m]

η = 3

—0.5 0.0—1.5 0.5 1.0 1.5—1.0

—0.5

0.0

0.5

FIG. 2 (color online). Cross sectional view of the D0 central tracking detector in the x-z plane.
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FIG. 3. Schematic view of a portion of the D0 calorimeters
showing the transverse and longitudinal segmentation patterns.
The rays indicate the pseudorapidity measured from the center of
the detector (ηdet).
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We also require that the electron has Ee
T < 100 GeV to

ensure good charge identification using the momentum of
the charged track, described below.

C. Electron selection

The EM cluster must be in the CC with jηdetj < 1.1 or in
the EC range 1.5 < jηdetj < 3.2 to allow a precise
measurement of its energy. Electron candidates must be
located within the fiducial region of each of the 32 EM
calorimeter modules, defined as 0.1 < ϕmod < 0.9, where
ϕmod is the fractional part of 32 · ϕtrk=2π. The electron
energy must be isolated in the calorimeter with ½Etotð0.4Þ−
EEMð0.2Þ�=EEMð0.2Þ < 0.15ð0.10Þ for CC (EC) electrons,
where EtotðRÞ and EEMðRÞ are the total energy and the
energy deposited in the EM section, respectively, within a
cone of radius R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔϕÞ2 þ ðΔηÞ2

p
around the electron

direction. Electron candidates are further required to have
at least 90% of their energy deposited in the EM section of
the calorimeter and to have a shower shape (H matrix)
[20,21] consistent with that expected for an electron.
Electron candidates are required to be spatially matched

to a reconstructed track by requiring jΔηj <0.05 and
jΔϕj < 0.05, where jΔηj and jΔϕj are the differences in
η and ϕ between the cluster centroid and the extrapolated
track. To reduce the electron charge misidentification
probability, the track is further required to be of good
quality: the track transverse momentum (ptrk

T ) must be
greater than 10 GeV, the track must pass the central track
fitting quality requirement, and the distance of closest
approach of the track to the beam spot in the plane
transverse to the beam direction should be less than
0.02 cm. Because the CFT detector does not cover the
entire ηdet region used in the analysis, electrons are split into
four categories: CC electrons with full CFT coverage, EC
electrons with full CFT coverage, EC electrons with partial
CFT coverage, and EC electrons without CFT coverage.
Optimized track quality requirements are employed for the
different track categories. For tracks with full CFT cover-
age, we require that the track must have at least two SMT
hits and nine CFT hits. For tracks with partial CFT
coverage, we require that the track must have at least
two SMT hits and three CFT hits. Finally, for tracks
without CFT coverage, we require that the track must
have at least eight SMT hits and pass a track significance

( 1=ptrk
T

σð1=ptrk
T Þ) selection requirement, where σð1=ptrk

T Þ is the

uncertainty on 1=ptrk
T due to uncertainties on the tracking

system hit positions.

D. W boson event selection

Events are required to have a reconstructed pp̄ inter-
action vertex within 40 cm of the detector center along the z
axis and a reconstructed W boson transverse mass of
50<MT < 130GeV, where MT ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Ee
TETð1 − cosΔϕÞp

andΔϕ is the azimuthal angle between the electron and ~ET .
We require uT < 60 GeV. The variable SET reflects the
total activity in the calorimeter and is defined as the scalar
sum of all of the transverse energy components measured
by the calorimeter except those associated with electron.
Events are required to have either SET < 250 GeV or
SET < 500 GeV, where the higher SET threshold is
employed for the higher luminosity data-taking periods.
After applying the selection criteria described above, we

retain 6 083 198 W boson candidates. Of these, 4 466 735
are events with an electron in the CC region, and 1 616 463
have an electron in the EC region. The electron charge
asymmetry is determined for each of the four electron
categories based on CFT coverage and the results are then
combined. Results from different data collection periods
are found to be consistent with each other and are also
combined. We assume charge parity (CP) invariance in the
W boson production and decay and thus report the folded
asymmetry AðjηejÞ ¼ 1

2
½Aðηe > 0Þ − Aðηe < 0Þ�. The elec-

tron charge asymmetries are measured in 13 pseudorapidity
bins in the range jηej < 3.2. The bin widths are chosen
considering the statistics of the sample and the geometry of
the detector. The selection criteria are identical to those
employed in the W boson charge asymmetry paper,
Ref. [14], which also used the entire Run II data set in
the electron channel.

IV. SIGNAL AND BACKGROUND SIMULATION

A. Signal

MC simulations for the W → eν process are generated
using the PYTHIA [22] event generator with CTEQ6.1L
PDFs [23], followed by a detailed GEANT-based simulation
[24] of the D0 detector response and overlay of zero-bias
events. Zero-bias events are selected from random beam
crossings matching the instantaneous luminosity profile in
the data. This simulation is then improved by correcting for
known deficiencies in the detector model and for higher-
order effects not included in PYTHIA.

PYTHIA is a leading-order (LO) generator in which the
modeling of the W boson pT is not adequate for electro-
weak (EW) precision measurements. In order to improve
the model of the W boson pT , we derive a next-to-leading-
order (NLO) correction from the ratio of RESBOS [5] with
PHOTOS [25] [to simulate final state radiation (FSR)] using
the CTEQ6.6 central PDF set to PYTHIA with the
CTEQ6.1L PDF set, as a function of the W boson pT
and rapidity.

B. MC electron identification efficiency correction

The MC does not adequately describe the electron
identification in the data, and the data and MC discrepan-
cies as a function of ηe in the forward region are larger than
they are in the central region.
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Z → ee boson events from data and MC are used to
calculate electron identification (EMID) corrections using a
tag-and-probe method [21]. In this method, an electron
candidate passing tight identification requirements is
chosen as the tag electron, and then the probe electron is
selected by requiring the invariant mass of the two electrons
(Mee) to satisfy 70 < Mee < 110 GeV. Probe electrons
from this high purity, minimally biased electron sample are
used to tune the MC selection efficiencies.
To remove the EMID differences between data and MC,

we apply bin-by-bin efficiency corrections to the MC.
There are multiple dependencies for the corrections, par-
ticularly for electrons in the forward region. In the
procedure, the corrections are applied as functions of
electron physical ηe (measured with the event vertex),
electron detector η (ηedet), electron Ee

T , electron ϕ, vertex
position in the z direction (zvtx), SET, and instantaneous
luminosity (L) for three selections: the preselection (pre-
selection, EM cluster isolation cut), calorimeter-based
selection (cal-ID), and track-based selection (track match).

As the number of selected Z → ee events is limited, we
perform a four-step iterative correction to reduce the
selection differences between data and MC. As shown in
Table I, we first derive a two-dimensional (2D) correction
to remove the two largest dependencies (ηedet and E

e
T). Then,

using this 2D correction, we examine the other parameter
dependences and develop a new 2D correction to remove
the largest two remaining dependencies. We iterate two
more times until all EMID selection data-MC differences
are greatly reduced. The electron ηedet distributions of
selected Z boson events before and after applying the
EMID correction are shown in Fig. 4. Reasonable agree-
ment is also observed for Ee

T, η
e, zvtx, ϕ, L, SET, and Mee

distributions for selected Z boson events after applying
EMID corrections.

C. Electron trigger efficiency correction

We apply the trigger efficiency measured from data to the
MC sample. To estimate the single EM trigger efficiency,
we use Z → ee data and apply the tag-and-probe method.
The trigger efficiency correction is applied to MC events, as
a function of Ee

T and ηedet, separately for both CC and EC
electrons.

D. Positron or electron efficiency correction

The efficiencies for eþ and e− identification in data and
MC differ, with some difference for the two solenoid
polarities also observed. The effect of different efficiencies
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FIG. 4 (color online). Comparisons of the electron ηedet distributions between data and the sum of signal and background predictions
for selected Z boson events, (a) event distribution and (c) value of χi for each bin between data and the MC predictions before applying
the EMID correction, (b) event distribution and (d) value of χi for each bin after applying the EMID correction. χi ¼ ΔNi=σNi

, ΔNi is
the difference between the number of data and that of the MC prediction, and σNi

is the statistical uncertainty in each η bin.

TABLE I. Dependencies on the four steps used to determine
EMID correction.

Step Preselection Cal-ID/track-match

1 ηe ηedet Ee
T

2 ηe zvtx
3 ϕ L
4 SET Ee

T
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for the two magnet polarities is ameliorated by the fact that
the negative and positive solenoid polarity samples are
nearly equal in size. For both data and MC, using a sample
of Z → eþe− events and a tag-and-probe method, we
measure the identification efficiencies for all four combi-
nations of particle charges (q) and solenoid signs (p) and
calculate the data and MC efficiency ratio corrections
(Kq;p

eff ) as a function of ηe and ET . For each of these
combinations, the MC events are reweighted to provide
agreement with data. Figure 5 shows the comparison of MC
and data after the correction for positrons with positive
solenoid polarity.

E. Electron energy tuning

The mismodeling of the passive material in front of the
calorimeter results in energy mismeasurement for electrons.
However, there are additional causes of electron energy
mismeasurement. The interaction rate of proton and anti-
proton bunch crossings depends on instantaneous lumi-
nosity. Events with higher instantaneous luminosity
may have more energy deposited in the calorimeter due
to pile-up contributions. In addition, the SETwill contribute

to the electron energy measurement by adding from a few
MeV to a few GeV to the electron energy. The electron
energy reconstruction, especially in the forward region, has
strong ηedet, instantaneous luminosity, and SET depend-
ences. The interplay of these three effects makes a precision
measurement of the energy challenging. To derive a
correction, we fit Z boson events in different ηedet bins
using a VOIGT function [26] combined with an exponential
background to obtain the Z boson mass peak position and
compare the mass peak position with the large electron-
positron collider (LEP) value (91.1876 GeV) [27]. In the
mass peak fitting, the multijet background and other SM
backgrounds are subtracted. As shown in Fig. 6, there are
deviations of more than 2 GeV in the value of the Z boson
mass peak in the very forward bins before calibration.
An iterative method using MINUIT [28] fitting is

employed to reduce the electron energy dependences on
instantaneous luminosity, SET and ηedet. The procedure
includes the following.

(i) Instantaneous luminosity tuning.—The dependence
of the peak position of the Z boson mass on
increasing luminosity includes several effects:
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(a) the addition of energy from pile-up and hadronic
recoil energy in the electron reconstruction window,
(b) the decrease of the energy response due to the
high voltage drop on the resistive coating [18,29] on
the calorimeter electrodes due to the increased
ionization at high luminosity, and (c) the decrease
of the response due to the oversubtraction of the
baseline of the signal shape in the calorimeter [29].
For MC, overlaid zero-bias events contribute to the
energy of the electron, with high instantaneous
luminosity causing a corresponding increase of
the value of the Z boson peak position. Thus,
different correction factors in sixteen luminosity
bins are applied to data and MC, according to the
instantaneous luminosity of the event.

(ii) SET tuning.—The SET affects the electron energy by
contributing additional energy to the electron
shower. The correction factors in 13 SET bins are
developed and applied to data and MC, according to
the SET of the event.

(iii) ηedet tuning.—For Z → ee events, there are two
electrons which will most likely be located at
different ηedet positions. When tuning the electron
energy modeling for a specific ηedet bin, the tuning is
affected by electron energy modeling in other ηedet
bins; thus there are strong correlations between bins.
The procedure employs 44 (CC) or 72 (EC) param-
eters [22 ηedet bins in the CC region, with scale (α)
and offset (o) parameters for each ηedet bin, as
Ee
cor ¼ oþ α × Ee, where Ee and Ee

cor are the
electron energy before and after energy tuning,
respectively. There are 24 ηedet bins in the EC region,
with scale (α), offset (o), and nonlinearity (γ)
parameters for each ηedet bin, as E

e
cor ¼ oþ α × Eeþ

γ × ðEeÞ2]. To take into account substantial
differences in statistics between different ηedet bins
and to speed up the procedure, we employ iterative
fitting instead of a global fit:

(1) Fit the events in the ηedet bin with the largest statistics
(i.e., 0 < ηedet < 0.1 for CC electrons and 1.5 <
ηedet < 1.6 for EC electrons).

(2) Fix the parameters for the ηedet bin fit in the previous
step and then fit the events in the next ηedet bin
(i.e., 0.1 < ηedet < 0.2 for CC electrons and
1.6 < ηedet < 1.7 for EC electrons).

(3) Repeat step 2 for each ηedet bin.
(4) Repeat steps 1–3 until the fitting results become

stable, with a minimum χ2 value between the fitted Z
boson mass peak values in each bin and that of the
LEP value.

The position of the Z boson peak in bins of electron ηedet
before and after the electron energy tuning is shown in
Fig. 6, demonstrating that good consistency is obtained
between the LEP measured value [27] and the fitted mass
value of the Z boson mass peak after tuning.

After applying the electron energy scale correction, an
additional energy smearing correction [21] is applied to the
MC to achieve data-MC agreement for the energy resolution.

F. Recoil system tuning

We also correct the energy response in MC for the
hadrons recoiling against a W or Z boson. The recoil
system model is needed to determine the ET in W boson
events and is a key component for the electron charge
asymmetry measurement. The response of the calorimeter
to the hadronic recoil differs from its response to objects
which shower electromagnetically. This difference occurs
because the hadronic calorimeter modules differ in con-
struction from the electromagnetic modules and because
the process by which hadrons interact in material is
different from that of electrons and photons. In principle,
if we knew the particle composition of the recoil, it would
be possible to simulate the overall recoil response.
However, there is no reliable model to estimate from first
principles the particle composition of the recoil system.
Furthermore, many of the recoil particles have low momen-
tum, and the energy scale corrections are difficult to
calculate for low energy particles.
In this analysis, the hadronic response is directly

determined from Z → ee data by comparing the Z boson
transverse momentum (pZ

T) measured from the electron pair
(pee

T ) to that measured from the recoil system (uT). The
particle composition in the W and Z boson recoil systems
should be very similar, and by averaging over the Z boson
sample, we expect to derive a hadronic response model that
closely approximates that of the W boson sample.
To perform this comparison, a pair of coordinate axes in

the transverse plane to the beam is used. As shown in
Fig. 7, the η axis is defined as the inner bisector of the two
electron transverse momentum directions, and the ξ axis is
perpendicular to the η axis in the transverse plane. The η
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FIG. 7 (color online). Definitions of the η and ξ axes in Z → ee
events, and the dielectron and the hadronic recoil system
projections in these axes. The η-ξ plane is transverse to the beam.
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direction is defined using electron angle information only;
therefore, the recoil projection in the η direction is
minimally sensitive to the electron energy resolution.
The projections onto the η and ξ axes are denoted pee

Tη,
pee
Tξ, uTη, and uTξ. The projection of any transverse

momentum ~pT onto these axes is

~pT ¼ pηη̂þ pξξ̂: ð4Þ

The η and ξ projections enable a good understanding
of the hadronic response by comparing pee

Tη with uTη.
The momentum vectors of the dielectron and hadron
systems should be equal and opposite due to momentum
conservation.
To improve the recoil modeling in the MC, we determine

the hadronic scaling, smearing, and offset factors (α, β,
and o) to MC samples using MINUIT fitting, as

Xnew
η ¼ α × ½Xgen

η þ ðXraw
η − Xgen

η Þ × β� þ o;

Xnew
ξ ¼ α × ½Xgen

ξ þ ðXraw
ξ − Xgen

ξ Þ × β� þ o: ð5Þ

In these equations, X represents the recoil momentum, Xnew
η

and Xnew
ξ are the new recoil system projections in the η and

ξ directions, respectively, after recoil tuning, Xraw
η and Xraw

ξ

are the recoil system projections in the η and ξ directions,
respectively, before recoil tuning, and Xgen

η and Xξgen are
the generator-level recoil system projections in the η and ξ
directions, respectively. By varying α, β, and o in the MC,
we achieve good agreement between the MC and data
recoil system projections in both the η and ξ directions for
each pZ

T bin.
We also perform recoil tuning to eliminate SET depend-

ences. An iterative method is used to remove correlations
between pZ

T and SET, which is done by doing the recoil
tuning in each SET bin, and then, based on the SET tuning,
performing the tuning for each pZ

T bin. We iterate these two
steps until stable and consistent results are obtained.
Additionally, there is a top-bottom asymmetry in the D0

calorimeter coming from variations in the lengths of
calorimeter signal cables. We use an additional correction
based on the azimuthal angle of the recoil system to
reproduce this asymmetry in the MC and achieve
agreement between data and MC.

G. Charge misidentification

Misidentification of the charge sign of the electron
would result in a dilution of the measured electron charge
asymmetry. We measure the charge misidentification prob-
ability (Qmis) with Z → ee events using the tag-and-probe
method. The CC and EC electron charge misidentification
probabilities are measured using CC-CC events (both
electrons in the CC) and CC-EC events separately. In
addition to the general electron selection criteria, we use a

tighter track significance cut to choose tag electrons. This
ensures that the track curvature is sufficiently well mea-
sured to enable a good measurement of the tag track charge.
We determine the charge misidentification probabilities in
the data and MC as functions of ηe and Ee

T . The charge
misidentification probability in data averaged over Ee

T
varies from 0.2% at jηej ¼ 0 to 8% at jηej ¼ 3.0, as shown
in Fig. 8.
The charge misidentification probability measured in

data is roughly a factor of 3 larger than it is in MC, which is
due to MC modeling of the tracking detector, including
material modeling deficiencies, and tracking detector align-
ment differences between MC and data. As a function of ηe

and Ee
T , we flip the charge of electrons satisfying analysis

criteria so that the charge misidentification probability of
MC matches that of the data. This extra electron charge
misidentification probability for each ηe and Ee

T bin is
applied to the MC used in this analysis.

H. Backgrounds

Background contributions, except multijet events, are
estimated using the PYTHIA MC. This includes W → τν
events in which the τ lepton decays to an electron and a
neutrino, Z → ee events in which one of the electrons is not
identified, and Z → ττ events with one tau decaying to an
electron and the other not identified. We normalize these
background contributions according to their cross sec-
tions [30] and the integrated luminosity. In the W → τν
MC sample, the tau decay phase space and momentum is
not modeled correctly in PYTHIA v6, and we use TAUOLA

[31], which applies the correct branching fraction for each
channel and correctly treats the tau polarization.
The largest background originates from multijet events

in which one jet is misreconstructed as an electron and there
is significant ET in the event. Even though the probability
for a jet to be misidentified as an electron is small due to the
track requirements, multijet events are the dominant source
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of background in this analysis due to the large jet
production cross section. The multijet background is
estimated using collider data by fitting the W boson MT
distribution in the region 50–130 GeV (with other SM
backgrounds subtracted) to the sum of the shape predicted
by the W → eν signal MC and the shape measured from a
multijet-enriched sample. The multijet-enriched sample is
selected by reversing the shower shape (H-matrix) require-
ment for the electron candidates [32].
The background contributions are determined as a

function of ηe, and the average contributions in the MT
range of 50–130 GeV are 4.0% from multijet, 2.6% from
Z → ee, 2.2% from W → τν, and 0.2% from Z → ττ
events. The W → τν boson background has the same
production process as the signal; it contributes to the
raw asymmetry measurement. For the Z boson background,
the contribution is small. The charge of the fake electron in
multijet events is random and thus there is no asymmetry in
this background.

I. Data and MC comparisons

Comparisons of the Ee
T , ET , ηedet, and W boson pT of

selected data events and the sum of the signal and back-
ground predictions are shown in Fig. 9. Reasonable agree-
ment between data and prediction is observed for all
distributions, but there are discrepancies between data
and prediction, i.e., in the tail region of the ET distribution,
so we assign systematic uncertainties to account for those
discrepancies.

V. UNFOLDING

The electron and positron ηe distributions after event
selection cannot be directly compared with generator-level
predictions due to detector resolution and acceptance
effects. To correct for the migration of events from one
bin to another due to these effects, an unfolding procedure
is performed before comparing the measured asymmetry
with predictions.

A. Migration unfolding

Bin purity is defined as the fraction of events in a bin i
for any variable x that comes from events that were
generated in that bin:

πðx; iÞ ¼ NGen
Recoðx; iÞ

NRecoðx; iÞ
; ð6Þ

whereNGen
Recoðx; iÞ is the number of events in bin i at both the

generator and reconstruction levels and NRecoðx; iÞ is the
number of events in bin i at the reconstruction level. Our
studies show that the migration between ηe bins is small but
that the migration between the five different kinematic bins
in (Ee

T , ET) is significant, with purities varying from 60%
to 90%.
The event migration correction uses an unfolding pro-

cedure based on migration matrices determined using the
W boson MC. The migration matrices are derived using an
inclusive W → eν sample generated using PYTHIA with the
CTEQ6.1L PDF set. For each reconstruction-level
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FIG. 9 (color online). Comparisons of electron (a) Ee
T , (b) ET , (c) ηedet, and (d) W boson pT between data and the sum of signal and

background predictions for selected W boson events. Systematic uncertainties are not shown.
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kinematic bin, we construct relevant detector migration
matrices for nonoverlapping kinematic bins. These matri-
ces are used to describe events migrating from a given
generator-level ηe and kinematic bin into a different
reconstruction-level ηe and kinematic bin, as

MAB
ij ¼ NGen;j;A

Reco;i;B

NReco;i;B
; ð7Þ

which is the number of events in both the generator-level ηe

bin j and kinematic bin A and in the reconstruction-level ηe

bin i and kinematic bin B (NGen;j;A
Reco;i;B), divided by the number

of events in the reconstruction-level ηe bin i and kinematic
bin B (NReco;i;B).
Using the selected W boson MC events in each kin-

ematic bin and the migration matrices, we build the
connection between the events selected after reconstruction
[NRecoðηe; iÞ] and the generator-level events (NA

GenðjÞ) and
use the migration matrices to remove the detector resolution
effects as

NA
GenðjÞ ¼

X

B

X

i

NRecoðηe; iÞ ×MAB
ij : ð8Þ

B. Acceptance × efficiency correction

After correcting the MC for charge misidentification
and migration, the electron-to-positron ratio at the
reconstruction level is still different from that at the
generator level. The remaining differences come from
acceptance times efficiency (A × ϵ) effects. An A × ϵ
correction is performed to account for acceptance and
selection criteria effects. This correction is obtained for
each ηe bin by accounting for the difference between the

generator-level and unfolded reconstruction-level asym-
metries (after charge misidentification and migration
corrections).

VI. CLOSURE TESTS

To verify the validity of the unfolding procedure, MC
closure tests are performed with W → eν events. At the
generator level, the electron asymmetries for the five
kinematic bins under consideration are obtained using
simple kinematic cuts [i.e., electron transverse momentum
pe
TðGenÞ > 25 GeV and neutrino transverse momentum

pν
TðGenÞ > 25 GeV]. At the reconstruction level with the

detector simulation included, the electron asymmetries are
extracted once again. Then, after applying the unfolding
procedure to the reconstruction-level asymmetries, we
expect that the unfolded asymmetries will match the
generator-level asymmetries. We perform two closure tests
to verify this is the case.

A. Closure test I

In this closure test, half of the MC events are used to
derive the migration matrices andA × ϵ correction, and the
other half are used as pseudodata. This method avoids the
bias of applying the corrections to the same sample used to
develop the corrections. Good consistency between the
unfolded asymmetry and the generator asymmetry is
obtained for each kinematic bin. An example is shown
in Fig. 10 which represents the test results for the
Ee
T > 25 GeV, ET > 25 GeV bin after CP folding.

B. Closure test II

In this closure test, half of the MC events are used to
study the migration matrices and A × ϵ correction, and the
other half are used as pseudodata, but with the asymmetry
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FIG. 10 (color online). (a) Closure test I of the unfolding method for the kinematic bin Ee
T > 25 GeV, ET > 25 GeV, using half of the

MC sample as input for the unfolding procedure and the other half as pseudodata. The solid red points are the PYTHIA generator-level
electron asymmetries and the open blue points are the unfolded asymmetries. The asymmetries are shown after CP folding. (b) χ
distribution between predicted asymmetry and unfolded asymmetry, where χi ¼ ΔAi=σi, ΔAi is the difference between the generator-
level asymmetry and the unfolded asymmetry and σi is the statistical uncertainty in bin i.
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distribution modified at the generator level (enhanced or
suppressed), as shown in Fig. 11. To modify the generator-
level asymmetry, a reweighting factor based on ηe

(f ¼ 1� 0.05 × ηe) is applied to the number of electrons
only, while leaving the number of positrons unchanged.
Good agreement between the unfolded asymmetry and

generator-modified asymmetry is obtained for each kin-
ematic bin. The plots shown in Fig. 11 correspond to the
test results for the Ee

T > 25 GeV, ET > 25 GeV bin with
CP folding. This test confirms that the migration matrix
and A × ϵ corrections derived from the predicted asym-
metry can be applied without bias for other asymmetries.

VII. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties of the electron charge
asymmetry measurement in the five kinematic bins are
summarized in Tables II–VI. Because this is an asymmetry
measurement, some of the uncertainties cancel in the

measured ratio; i.e., uncertainties from electron identifica-
tion, energy calibration, recoil tuning, and background
modeling are small compared with the uncertainties in the
individual eþ and e− distributions. The various sources of
uncertainties that are considered are described below.

A. Systematic uncertainty from the
generator-level prediction

The modeling of theW boson pT impacts the asymmetry
measurements, and different generators give different pre-
dictions, even those at the same order (either LO and NLO).
To estimate the uncertainty from the pW

T modeling, we
weight the pW

T spectrum from the PYTHIA sample to match
those distributions from the RESBOS [5] and POWHEG [33]
generators, separately. Then we take the difference resulting
from the two weightings as a systematic uncertainty.
At the generator level, any FSR electrons and photons

within a cone of ΔR < 0.3 around an electron are merged
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FIG. 11 (color online). (a) shows different input asymmetries used in the second closure test for the kinematic bin Ee
T > 25 GeV,

ET > 25 GeV. The solid black points represent the default asymmetry distribution generated using the PYTHIA generator with
CTEQ6.1 L PDFs, the open red points represent the enhanced input asymmetry, and the open blue squares point represent the
suppressed input asymmetry. (b),(c) show closure test II of the unfolding method using half of the MC sample as input for the unfolding
procedure and the other half of the MC as pseudodata, where the generator-level asymmetries are enhanced or suppressed. A
reweighting factor [f ¼ 1 − 0.05 × ηe for (b), and f ¼ 1þ 0.05 × ηe for (c)] has been applied to the number of electrons to ensure the
generator-level asymmetries are far from the default values. The solid red points are generator-level electron asymmetries; the open blue
points are the unfolded asymmetries. The asymmetries are shown after CP folding.
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TABLE II. Summary of absolute systematic uncertainties for the CP-folded electron charge asymmetry for kinematic bin
Ee
T > 25 GeV, ET > 25 GeV. The calorimeter has a gap in the range of 1.1 < ηedet < 1.5, so some systematic uncertainties in the

ηe bin 1.2–1.6 are large compared to those of the neighboring ηe bins. The uncertainties are multiplied by 1000.

ηe Gen EMID Kq;p
eff Energy Recoil Model Bkgs Qmis Unfolding Total

0.0–0.2 0.06 0.02 0.20 0.03 0.04 0.28 0.26 0.54 0.82 1.08
0.2–0.4 0.06 0.18 0.10 0.18 0.26 0.75 0.54 0.56 0.81 1.40
0.4–0.6 0.12 0.24 0.27 0.25 0.35 1.05 0.87 0.59 0.80 1.79
0.6–0.8 0.07 0.34 0.04 0.34 0.49 1.32 1.81 0.60 0.80 2.55
0.8–1.0 0.12 0.36 0.12 0.36 0.53 1.72 2.37 0.76 0.85 3.23
1.0–1.2 0.09 0.37 0.47 0.37 0.55 2.42 2.71 1.20 1.17 4.10
1.2–1.6 0.03 0.42 0.64 0.39 0.58 4.10 3.94 1.67 1.04 6.11
1.6–1.8 0.11 0.28 0.18 0.22 0.34 4.26 1.37 1.53 0.95 4.85
1.8–2.0 0.34 0.36 1.07 0.05 0.10 4.21 1.43 2.46 1.13 5.34
2.0–2.2 0.37 0.36 1.38 0.04 0.07 3.33 1.75 4.37 1.47 6.14
2.2–2.4 0.19 0.30 2.78 0.02 0.05 3.40 1.54 7.15 1.93 8.76
2.4–2.7 0.21 0.43 5.54 0.29 0.48 4.24 2.16 8.65 2.36 11.6
2.7–3.2 0.05 0.87 9.00 0.81 1.30 3.48 3.99 18.9 5.48 22.3

TABLE III. Summary of absolute systematic uncertainties for the CP-folded electron charge asymmetry for kinematic bin
25 < Ee

T < 35 GeV, ET > 25 GeV. The calorimeter has a gap in the range of 1.1 < ηedet < 1.5, so some systematic uncertainties
in the ηe bin 1.2–1.6 are large compared to those of the neighboring ηe bins. The uncertainties are multiplied by 1000.

ηe Gen EMID Kq;p
eff Energy Recoil Model Bkgs Qmis Unfolding Total

0.0–0.2 0.10 0.01 0.10 0.03 0.02 0.07 0.11 1.99 1.27 2.37
0.2–0.4 0.19 0.25 0.11 0.54 0.39 0.11 0.39 1.93 1.25 2.45
0.4–0.6 0.54 0.39 0.27 0.80 0.56 0.28 0.55 2.10 1.25 2.80
0.6–0.8 0.52 0.50 0.12 1.03 0.70 0.43 1.02 1.80 1.25 2.85
0.8–1.0 0.56 0.50 0.17 0.90 0.75 0.22 1.47 1.79 1.33 3.03
1.0–1.2 0.53 0.50 0.34 0.74 0.78 0.56 1.88 2.50 1.88 3.93
1.2–1.6 0.52 0.35 0.42 0.35 0.27 0.97 2.09 2.32 1.74 3.81
1.6–1.8 0.41 0.20 0.06 0.65 0.35 1.43 1.00 2.35 1.59 3.44
1.8–2.0 0.71 0.72 0.39 1.07 0.86 2.72 0.72 3.82 1.90 5.40
2.0–2.2 0.95 0.89 0.58 1.60 1.34 2.79 1.38 6.29 2.44 7.85
2.2–2.4 0.77 0.83 0.86 2.05 1.28 1.97 1.68 9.20 3.06 10.4
2.4–2.7 0.47 1.25 2.64 2.25 1.68 2.08 4.66 10.3 3.40 12.7
2.7–3.2 0.38 1.91 14.2 3.18 2.97 4.46 5.75 20.8 7.14 27.5

TABLE IV. Summary of absolute systematic uncertainties for the CP-folded electron charge asymmetry for kinematic bin
25 < Ee

T < 35 GeV, 25 < ET < 35 GeV. The calorimeter has a gap in the range of 1.1 < ηedet < 1.5, so some systematic uncertainties
in the ηe bin 1.2–1.6 are large compared to those of the neighboring ηe bins. The uncertainties are multiplied by 1000.

ηe Gen EMID Kq;p
eff Energy Recoil Model Bkgs Qmis Unfolding Total

0.0–0.2 0.06 0.08 0.10 0.13 0.17 0.34 0.08 1.99 1.77 2.70
0.2–0.4 0.37 0.27 0.10 0.39 0.53 0.66 0.34 1.93 1.74 2.82
0.4–0.6 0.52 0.47 0.33 0.61 0.76 0.86 0.38 2.10 1.73 3.14
0.6–0.8 0.39 0.51 0.13 0.68 0.91 1.23 0.60 1.80 1.74 3.14
0.8–1.0 0.44 0.48 0.25 0.62 0.95 1.10 1.03 1.79 1.87 3.28
1.0–1.2 0.31 0.37 0.27 0.47 0.89 1.60 1.38 2.50 2.70 4.40
1.2–1.6 0.11 0.32 0.37 0.36 0.59 1.95 1.97 2.32 2.52 4.48
1.6–1.8 0.68 0.84 0.10 0.87 1.14 1.28 1.07 2.35 2.24 4.07
1.8–2.0 0.97 1.68 0.54 1.78 2.38 2.59 1.33 3.82 2.69 6.57
2.0–2.2 1.23 1.88 0.61 2.04 3.34 3.77 2.34 6.29 3.42 9.58
2.2–2.4 0.39 1.35 0.92 1.96 2.84 3.36 2.83 9.20 4.16 11.7
2.4–2.7 0.27 1.63 1.99 2.39 3.43 6.38 6.13 10.3 4.43 15.1
2.7–3.2 0.35 2.19 13.7 3.34 4.81 9.76 5.37 20.8 8.98 29.4
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with the electron. To estimate the uncertainty from FSR, we
weight the events with jMGen −MPartj > 1 GeV by �10%,
where MGen and MPart are the W boson mass at the
generator and particle levels, respectively, and take the
deviation of the asymmetry as the FSR uncertainty.
The pW

T modeling and FSR uncertainties are combined in
quadrature to form the overall generator uncertainty.

B. Systematic uncertainty from EMID and trigger

To study the uncertainty from the EMID selection, we
vary the efficiency correction factors by �1 standard
deviation, extract the asymmetries with the varied EMID
corrections, and take the larger variation in each bin as a
symmetric systematic uncertainty in that bin. As expected,
the largest contribution is from the track-match efficiency
correction. Similarly, we obtain the systematic uncertainty

from the single EM trigger efficiency modeling and
combine these two uncertainties in quadrature.

C. Systematic uncertainty from Kq;p
eff

The uncertainty fromKq;p
eff correction is determined using

the same procedure as for the determination of the
uncertainty from EMID.

D. Systematic uncertainty from electron energy tuning

To obtain agreement between the data and MC Z boson
invariant mass distributions, we first perform the energy
calibration for both data andMC and then tune theMCwith
scale and smearing parameters. To study the uncertainty
from these corrections, we vary each of the energy tuning
parameters by �1 standard deviation, extract the asymme-
tries with the varied parameters, and take the larger

TABLE V. Summary of absolute systematic uncertainties for the CP-folded electron charge asymmetry for kinematic bin
Ee
T > 35 GeV, ET > 25 GeV. The calorimeter has a gap in the range of 1.1 < ηedet < 1.5, so some systematic uncertainties in the

ηe bin 1.2–1.6 are large compared to those of the neighboring ηe bins. The uncertainties are multiplied by 1000.

ηe Gen EMID Kq;p
eff Energy Recoil Model Bkgs Qmis Unfolding Total

0.0–0.2 0.04 0.03 0.26 0.04 0.06 0.37 0.31 0.48 1.06 1.29
0.2–0.4 0.04 0.16 0.12 0.24 0.23 1.14 0.53 0.54 1.04 1.77
0.4–0.6 0.20 0.18 0.25 0.30 0.26 1.89 0.95 0.58 1.03 2.48
0.6–0.8 0.28 0.29 0.31 0.46 0.42 2.27 2.20 0.63 1.02 3.47
0.8–1.0 0.26 0.35 0.39 0.52 0.51 2.72 2.82 0.82 1.07 4.25
1.0–1.2 0.56 0.39 0.77 0.52 0.56 3.76 3.11 1.34 1.47 5.42
1.2–1.6 0.47 0.60 1.34 0.69 0.80 6.22 5.47 2.16 1.28 8.86
1.6–1.8 0.46 0.58 0.84 0.72 0.79 6.31 3.22 1.93 1.16 7.60
1.8–2.0 0.65 0.86 1.64 0.70 0.76 6.29 1.65 3.15 1.36 7.68
2.0–2.2 0.70 0.73 1.88 0.61 0.51 5.54 3.19 5.92 1.77 9.18
2.2–2.4 0.68 0.38 3.20 0.69 0.35 5.28 4.31 10.6 2.37 13.3
2.4–2.7 0.46 0.71 5.23 0.90 0.72 5.32 2.47 14.6 3.05 16.9
2.7–3.2 1.43 0.31 14.8 0.87 0.32 8.99 3.48 35.0 7.94 40.0

TABLE VI. Summary of absolute systematic uncertainties for the CP-folded electron charge asymmetry for kinematic bin
Ee
T > 35 GeV, ET > 35 GeV. The calorimeter has a gap in the range of 1.1 < ηedet < 1.5, so some systematic uncertainties in the

ηe bin 1.2–1.6 are large compared to those of the neighboring ηe bins. The uncertainties are multiplied by 1000.

ηe Gen EMID Kq;p
eff Energy Recoil Model Bkgs Qmis Unfolding Total

0.0–0.2 0.06 0.00 0.25 0.03 0.08 0.18 0.10 0.48 1.30 1.42
0.2–0.4 0.05 0.04 0.12 0.07 0.16 0.59 0.17 0.54 1.27 1.53
0.4–0.6 0.06 0.06 0.23 0.09 0.19 1.09 0.26 0.58 1.26 1.81
0.6–0.8 0.03 0.14 0.32 0.22 0.33 1.52 0.50 0.63 1.25 2.19
0.8–1.0 0.10 0.20 0.41 0.29 0.45 2.11 0.70 0.82 1.32 2.81
1.0–1.2 0.08 0.27 0.77 0.34 0.73 2.30 0.92 1.34 1.83 3.55
1.2–1.6 0.24 0.40 1.32 0.44 0.73 3.88 1.98 2.16 1.59 5.37
1.6–1.8 0.57 0.44 0.89 0.44 0.85 3.97 0.94 1.93 1.40 4.95
1.8–2.0 0.65 0.65 1.66 0.48 0.93 3.00 0.75 3.15 1.64 5.18
2.0–2.2 1.01 0.61 1.87 0.30 0.85 2.76 1.22 5.92 2.13 7.37
2.2–2.4 1.71 0.35 3.27 0.47 1.00 2.99 2.07 10.6 2.83 12.2
2.4–2.7 2.70 0.76 5.01 0.48 1.09 1.27 3.21 14.6 3.67 16.5
2.7–3.2 3.18 0.41 16.8 0.62 0.71 3.17 3.12 35.0 9.90 40.4
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variation in each bin as a symmetric systematic uncertainty
in that bin. Finally, we combine the uncertainties of all
contributing parameters in quadrature to arrive at one total
electron energy tuning uncertainty. For this uncertainty
study, we consider contributions from the energy scale,
smearing, offset, and nonlinearity terms.

E. Systematic uncertainty from recoil modeling

The uncertainty due to the recoil modeling is determined
using the same procedure as the determination of the
uncertainty from the electron energy tuning. We consider
contributions from scale, smearing, and offset in recoil
tuning, as well as the recoil ϕ tuning parameters.

F. Systematic uncertainty from MC modeling

The electron charge asymmetry measurement is deter-
mined from the numbers of electrons and positrons in each
ηe bin. Thus, the differences in the distribution of kinematic
quantities between data and MC will affect the measured
asymmetry results. In order to minimize the effects from
differences between data and MC, the MC sample is tuned
to describe the data, but even after all of the corrections are
applied, there are discrepancies in the high rapidity region,
as shown in Fig. 12 for the Ee

T distribution with events in
the −2.7 to −2.4 ηedet range. The MC may not be well
modeled in some electron ηe bins, and we assign a
systematic uncertainty to account for this.
To estimate the uncertainties from MC sample mismod-

eling, we reweight the Wþ and W− events separately in
each electron ηe bin, with the data/MC ratio (obtained
separately forWþ andW− events) as a function ofMT , Ee

T ,
and ET . The larger deviation between the samples with and
without the reweighting factors in each bin is assigned as
the symmetric systematic uncertainty in that bin. The
uncertainties from MT , electron Ee

T , and ET , are combined
in quadrature to arrive at a single total MC modeling
uncertainty.

G. Systematic uncertainty from background modeling

The statistical uncertainties in the background MC
samples and the uncertainty in the integrated luminosity
measurement contribute to the overall asymmetry system-
atic uncertainty. For the Z → ee, Z → ττ, and W → τν
backgrounds using NLO cross sections, we vary the
integrated luminosity by �6.1% [17], extract the asymme-
tries with the varied integrated luminosity, and take
the larger variation as the systematic uncertainty due to
the luminosity. To study systematic uncertainties from the
multijetMT shape, we vary the reversed shower shape cuts,
extract the asymmetries with the different multijet MT
shapes, and take the larger variation as the systematic
uncertainty. Similarly for the systematic uncertainty in the
multijet fraction, we vary the multijet scale factors in
the template fitting by �1 standard deviation, extract the
asymmetries with the different multijet contributions, and
take the larger variation in each bin as a symmetric
systematic uncertainty in that bin. The uncertainties from
luminosity and multijet background are combined in
quadrature to arrive at a single total background modeling
uncertainty.

H. Systematic uncertainty from the electron
charge misidentification

We vary the charge misidentification probability (Qmis)
in data by �1 standard deviation, extract the asymmetries
with the varied charge misidentification, and take the larger
variation in each bin as a symmetric systematic uncertainty
in that bin.

I. Systematic uncertainty from the unfolding procedure

To determine the systematic uncertainty due to the
limited statistics used in the calculation of the migration
matrices, we divide the MC sample into ten subsamples and
perform ten pseudoexperiments. The root mean squared
spread of the ten unfolded asymmetry distributions is
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FIG. 12 (color online). Comparisons of the electron ET distribution between data and the sum of signal and background predictions for
selected (a) Wþ and (b) W− events in the range −2.7 < ηedet < −2.4. This bin is chosen as the one showing the poorest agreement. In
different rapidity regions, the values of x for u and d quarks are different; thus theWþ andW− distributions are different from each other.
The data uncertainty only represents the statistical uncertainty, and the bands represent the systematic uncertainty on the signal plus
backgrounds, without any uncertainty from MC modelings.
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divided by
ffiffiffiffiffi
10

p
for each bin, and this is taken as the

systematic uncertainty.
An uncertainty on the A × ϵ corrections arises from the

statistics of the W boson MC samples. This uncertainty is
determined when we study the A × ϵ corrections
(AGen − AReco) by varying the A × ϵ corrections by �1
standard deviation and using the larger variation of asym-
metry in each bin as a symmetric systematic uncertainty in
that bin.
The uncertainties from migration matrices andA × ϵ are

combined in quadrature to arrive at a single total unfolding
procedure uncertainty.

J. Correlations between systematic uncertainties

The electron charge asymmetries are measured in differ-
ent ηe bins. In the estimation of systematic uncertainties,
the migrations introduce correlations between different ηe

bins. To estimate the correlations of the systematic uncer-
tainties between different ηe bins, we study each systematic

uncertainty individually, and after determining the corre-
lations as explained next, we build the correlation matrix in
each ηe bin for the various systematic uncertainties.
The systematic uncertainties from the generator level,

which include W boson pT and FSR modeling, shift the
electron charge asymmetry in all of the ηe bins simulta-
neously. We therefore assume this correlation in the
asymmetry measurement is 100%. Similarly, for the elec-
tron energy tuning, recoil modeling, MC modeling, back-
ground modeling, and unfolding procedure, 100%
correlation between each ηe bin is assumed when producing
the correlation matrix. The other systematic uncertainties,
e.g., EMID and electron charge misidentification, are
obtained using Z → ee events with the same bin size as
the electron asymmetry measurement. We therefore assume
there is zero correlation between ηe bins. With the
assumptions described above and combined in quadrature,
we build the correlation matrices for each kinematic bin,
which are presented in Tables VII–XI.

TABLE VII. Correlation matrix of the systematic uncertainties between different jηej bins for events with Ee
T > 25 GeV,

ET > 25 GeV. The “jηej bin” represents the indexing of the ηe bins used in this analysis.

jηej bin 1 2 3 4 5 6 7 8 9 10 11 12 13

1 1.00 0.83 0.79 0.74 0.72 0.73 0.68 0.67 0.66 0.63 0.56 0.55 0.52
2 1.00 0.90 0.89 0.87 0.88 0.85 0.84 0.81 0.74 0.64 0.63 0.56
3 1.00 0.92 0.92 0.92 0.90 0.87 0.84 0.76 0.65 0.64 0.55
4 1.00 0.96 0.95 0.94 0.86 0.82 0.75 0.63 0.63 0.55
5 1.00 0.95 0.95 0.86 0.82 0.75 0.63 0.63 0.54
6 1.00 0.94 0.88 0.84 0.76 0.64 0.64 0.54
7 1.00 0.90 0.86 0.77 0.64 0.64 0.52
8 1.00 0.90 0.78 0.66 0.65 0.49
9 1.00 0.75 0.63 0.62 0.47
10 1.00 0.56 0.55 0.44
11 1.00 0.47 0.38
12 1.00 0.38
13 1.00

TABLE VIII. Correlation matrix of the systematic uncertainties between different jηej bins for events with 25 < Ee
T < 35 GeV,

ET > 25 GeV.

jηej bin 1 2 3 4 5 6 7 8 9 10 11 12 13

1 1.00 0.54 0.51 0.52 0.53 0.54 0.53 0.53 0.47 0.44 0.42 0.41 0.40
2 1.00 0.61 0.65 0.65 0.64 0.61 0.61 0.55 0.53 0.50 0.52 0.46
3 1.00 0.69 0.69 0.66 0.63 0.63 0.59 0.57 0.53 0.54 0.48
4 1.00 0.76 0.74 0.72 0.70 0.64 0.63 0.57 0.62 0.53
5 1.00 0.76 0.75 0.69 0.62 0.61 0.57 0.63 0.54
6 1.00 0.75 0.70 0.63 0.61 0.56 0.63 0.54
7 1.00 0.72 0.64 0.61 0.55 0.63 0.54
8 1.00 0.69 0.64 0.56 0.59 0.53
9 1.00 0.63 0.54 0.54 0.49
10 1.00 0.51 0.52 0.47
11 1.00 0.47 0.42
12 1.00 0.46
13 1.00
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TABLE IX. Correlation matrix of the systematic uncertainties between different jηej bins for events with 25 < Ee
T < 35 GeV,

25 < ET < 35 GeV.

jηej bin 1 2 3 4 5 6 7 8 9 10 11 12 13

1 1.00 0.68 0.65 0.67 0.68 0.69 0.67 0.66 0.60 0.57 0.55 0.53 0.51
2 1.00 0.72 0.75 0.75 0.75 0.73 0.74 0.70 0.67 0.62 0.63 0.58
3 1.00 0.75 0.76 0.75 0.73 0.75 0.72 0.69 0.63 0.64 0.59
4 1.00 0.81 0.80 0.79 0.79 0.78 0.75 0.68 0.71 0.64
5 1.00 0.81 0.81 0.80 0.78 0.76 0.70 0.73 0.64
6 1.00 0.82 0.79 0.76 0.74 0.69 0.73 0.64
7 1.00 0.79 0.75 0.74 0.69 0.75 0.65
8 1.00 0.77 0.74 0.68 0.71 0.63
9 1.00 0.74 0.67 0.70 0.62
10 1.00 0.65 0.70 0.61
11 1.00 0.64 0.56
12 1.00 0.60
13 1.00

TABLE X. Correlation matrix of the systematic uncertainties between different jηej bins for events with Ee
T > 35 GeV, ET > 25 GeV.

jηej bin 1 2 3 4 5 6 7 8 9 10 11 12 13

1 1.00 0.87 0.81 0.77 0.75 0.75 0.69 0.69 0.66 0.65 0.58 0.53 0.50
2 1.00 0.94 0.91 0.89 0.90 0.87 0.88 0.85 0.79 0.69 0.61 0.54
3 1.00 0.95 0.94 0.94 0.92 0.94 0.90 0.83 0.72 0.62 0.54
4 1.00 0.97 0.96 0.96 0.94 0.87 0.83 0.73 0.60 0.52
5 1.00 0.96 0.96 0.94 0.86 0.83 0.73 0.60 0.51
6 1.00 0.95 0.94 0.88 0.83 0.72 0.60 0.52
7 1.00 0.94 0.87 0.83 0.72 0.59 0.49
8 1.00 0.91 0.83 0.71 0.60 0.51
9 1.00 0.79 0.66 0.58 0.49
10 1.00 0.63 0.53 0.46
11 1.00 0.46 0.40
12 1.00 0.35
13 1.00

TABLE XI. Correlation matrix of the systematic uncertainties between different jηej bins for events with Ee
T > 35 GeV,

ET > 35 GeV.

jηej bin 1 2 3 4 5 6 7 8 9 10 11 12 13

1 1.00 0.91 0.85 0.80 0.74 0.76 0.63 0.62 0.62 0.58 0.51 0.49 0.49
2 1.00 0.92 0.89 0.86 0.86 0.76 0.77 0.73 0.65 0.57 0.50 0.50
3 1.00 0.93 0.92 0.90 0.84 0.86 0.79 0.68 0.59 0.49 0.48
4 1.00 0.94 0.92 0.88 0.89 0.81 0.70 0.60 0.49 0.47
5 1.00 0.92 0.90 0.91 0.81 0.70 0.60 0.48 0.45
6 1.00 0.87 0.87 0.79 0.68 0.59 0.48 0.45
7 1.00 0.88 0.78 0.66 0.57 0.46 0.41
8 1.00 0.80 0.67 0.57 0.44 0.40
9 1.00 0.61 0.52 0.42 0.39
10 1.00 0.47 0.40 0.36
11 1.00 0.36 0.32
12 1.00 0.30
13 1.00
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VIII. RESULTS

The asymmetry results for ηe > 0 are found to be
consistent with those for ηe < 0, so we assume CP invari-
ance with AðηeÞ being equivalent to −Að−ηeÞ. The data for
ηe < 0 are folded appropriately with those for ηe > 0 to
increase the statistics, and results are presented for jηej. We
perform the electron charge asymmetrymeasurement in five
kinematic bins. Results from the different kinematic bins
probe different ranges of yW and thus different ranges of the
fraction of proton momentum carried by the parton. The
measured electron asymmetries with symmetric kinematic

cuts on Ee
T and ET (Ee

T > 25 GeV, ET>25GeV;
25<Ee

T<35GeV, 25<ET<35GeV; and Ee
T>35GeV,

ET > 35 GeV) and the differences between measured
values and MC@NLO [34] with the NNPDF2.3 [35] PDF
set predictions are shown in Figs. 13–15. For the measured
electron asymmetries with asymmetric kinematic cuts
(25 < Ee

T < 35 GeV, ET > 25 GeV; Ee
T > 35 GeV,

ET > 25 GeV), the differences between measured values
andpredictions are shown in Figs. 16 and17. ThePDFbands
are obtained fromMC@NLO using theNNPDF2.3NLOPDF
uncertainty sets. The central value of predictions from
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FIG. 13 (color online). The lepton charge asymmetry distribution after CP folding with symmetric kinematic cuts Ee
T > 25 GeV,

ET > 25 GeV. (a) Comparison between the measured asymmetry and predictions and (b) the differences between the data and MC
predictions and the predicted central value from MC@NLO using the NNPDF2.3 PDF set. The black dots show the measured electron
charge asymmetry, with the horizontal bars showing the statistical uncertainty and the vertical lines showing the total uncertainty. The
red triangles show the published D0 muon charge asymmetry [12]. The red dashed lines and cyan bands are the central value and
uncertainty band from MC@NLO, respectively, using the NNPDF2.3 PDF sets. The blue dotted lines show the prediction from MC@NLO

using the MSTW2008NLO central PDF set, and the green dot-dashed lines show the prediction from RESBOS using the CTEQ6.6 central
PDF set.
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FIG. 14 (color online). The electron charge asymmetry distribution after CP folding with symmetric kinematic cuts
25 < Ee

T < 35 GeV, 25 < ET < 35 GeV. (a) Comparison between the measured asymmetry and predictions and (b) the differences
between the data and MC predictions and the predicted central value from MC@NLO using the NNPDF2.3 PDF set. The black dots show
the measured electron charge asymmetry, with the horizontal bars showing statistical uncertainty and the vertical lines showing the total
uncertainty. The red dashed lines and cyan bands are the central value and uncertainty band from MC@NLO, respectively, using the
NNPDF2.3 PDF sets. The blue dotted lines show the prediction from MC@NLO using the MSTW2008NLO central PDF set, and the
green dot-dashed lines show the prediction from RESBOS using the CTEQ6.6 central PDF set.
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MC@NLO with HERWIG [36] using the MSTW2008NLO
[37] central PDF set and from RESBOS with PHOTOS [25] (for
QED final state radiation) using the CTEQ6.6 central PDF
set are also included. The theory curves are generated with
selection criteria applied to the electron and neutrino
generator-level transverse momenta, with all the radiated
photons merged into the electron if they fall within a cone of
radius ΔR < 0.3. Generator-level W bosons are further
required to have a transverse mass in the range between
50 and 200 GeV and to have a transverse momentum less
than 120 GeV.
The measured electron charge asymmetries are consis-

tent with predictions for the inclusive kinematic bin

Ee
T > 25 GeV, ET > 25 GeV. In the kinematic bins with

asymmetric cuts (25 < Ee
T < 35 GeV, ET > 25 GeV;

Ee
T > 35 GeV, ET > 25 GeV), the measured electron

charge asymmetries are consistent with predictions from
RESBOS using the CTEQ6.6 central PDF set, but in the
kinematic bins with symmetric cuts (25 < Ee

T < 35 GeV,
25 < ET < 35 GeV; Ee

T > 35 GeV, ET > 35), the mea-
sured electron charge asymmetries are not consistent with
any of the considered predictions, with the χ2=d:o:f:
between measured asymmetry and the MC@NLO with
NNPDF2.3 predictions equal to 47.1=13 and 95.5=13,
respectively. The results presented here are in good agree-
ment with those of Ref. [12] for the muon charge
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FIG. 15 (color online). The lepton charge asymmetry distribution after CP folding with symmetric kinematic cuts Ee
T > 35 GeV,

ET > 35 GeV. (a) Comparison between the measured asymmetry and predictions and (b) the differences between the data and MC
predictions and the predicted central value from MC@NLO using the NNPDF2.3 PDF set. The black dots show the measured electron
charge asymmetry, with the horizontal bars showing statistical uncertainty and the vertical lines showing the total uncertainty. The red
triangles show the published D0 muon charge asymmetry [12]. The red dashed lines and cyan bands are the central value and uncertainty
band from MC@NLO, respectively, using the NNPDF2.3 PDF sets. The blue dotted lines show the prediction from MC@NLO using the
MSTW2008NLO central PDF set, and the green dot-dashed lines show the prediction from RESBOS using the CTEQ6.6 central PDF set.

eη
0 0.5 1 1.5 2 2.5 3

A
sy

m
m

et
ry

-0.8

-0.6

-0.4

-0.2

0

0.2

 < 35 GeVe
T25 < E

 > 25 GeVTE

eDØ A

MC@NLO NNPDF2.3

NNPDF2.3 uncertainty

MC@NLO MSTW2008NLO

RESBOS CTEQ6.6

-1DØ, 9.7 fb(a)

eη
0 0.5 1 1.5 2 2.5 3

N
N

P
D

F
2.

3
e

 - 
A

e
A

-0.1

-0.05

0

0.05

0.1

0.15

0.2

eDØ A

MC@NLO NNPDF2.3

NNPDF2.3 uncertainty

MC@NLO MSTW2008NLO

RESBOS CTEQ6.6

(b) -1DØ, 9.7 fb

 < 35 GeVe
T25 < E

 > 25 GeVTE

FIG. 16 (color online). The electron charge asymmetry distribution after CP folding with asymmetric kinematic cuts
25 < Ee

T < 35 GeV, ET > 25 GeV. (a) Comparison between the measured asymmetry and predictions and (b) the differences
between the data and MC predictions and the predicted central value from MC@NLO using the NNPDF2.3 PDF set. The black dots show
the measured electron charge asymmetry, with the horizontal bars showing statistical uncertainty and the vertical lines showing the total
uncertainty. The red dashed lines and cyan bands are the central value and uncertainty band from MC@NLO, respectively, using the
NNPDF2.3 PDF sets. The blue dotted lines show the prediction from MC@NLO using the MSTW2008NLO central PDF set, and the
green dot-dashed lines show the prediction from RESBOS using the CTEQ6.6 central PDF set.
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asymmetry for both El
T > 25 GeV, ET > 25 GeV and

El
T > 35 GeV, ET > 35 GeV. This agreement is notewor-

thy since the analysis techniques and dominant systematic
uncertainties in the two measurements are quite different.
The results are consistent with the previously published
results [11] in the jηej < 2 region and disagree in the high
jηej region. In this paper, compared to the previous results
[11], there are several improvements for the modeling of
electrons in high jηej region, including the η-dependent
energy scale corrections, recoil system modeling, and the
positron and electron identification efficiency corrections.
This measurement thus supersedes the results of Ref. [11].
The electron charge asymmetry measurements for vari-

ous bins in ηe for the five kinematic regions and their
uncertainties together with MC@NLO predictions using the
NNPDF2.3 PDF sets are listed in Tables XII–XIV. In most
ηe bins and kinematic bins, the experimental uncertainties
are smaller than the uncertainties from the predictions,
especially in the high ηe region, demonstrating the impor-
tance of this analysis for improving the accuracy of future
PDF fits.
To estimate the correlation between the measured asym-

metry within different kinematic bins as a function of ηe

bin, we use the numbers of selected electrons and positrons
in data and the migration matrices and acceptances
obtained from W → eν MC to study the statistical corre-
lations between kinematic bins. The correlation matrix is
defined as cij=

ffiffiffiffiffiffiffiffiffiffifficiicjj
p , where cij represents the element

of the statistical covariance matrix between ηe bins i
and j calculated by summing partial derivatives of the
asymmetry:

cij ¼
X

f

X

k

∂Ai

∂fk ·
∂Aj

∂fk · ðΔfkÞ
2; ð9Þ

where k represents the number of ηe bins, f represents the
sources of uncertainty from each nonoverlapping kinematic
bin, and Ai is the measured asymmetry in ηe bin i. The
correlation matrices between central values in each ηe bin
for the five kinematic bins after CP folding are given in
Tables XV–XIX. From these tables, we can see that the off-
diagonal elements of the statistical correlation matrices are
small, which indicates the migration effects are small
between different ηe bins. The statistical uncertainties in
Tables XII–XIVare calculated using the covariance matrix,
with σi ¼ ffiffiffiffiffi

cii
p

.
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FIG. 17 (color online). The electron charge asymmetry distribution after CP folding with asymmetric kinematic cuts Ee
T > 35 GeV,

ET > 25 GeV. (a) Comparison between the measured asymmetry and predictions and (b) the differences between the data and MC
predictions and the predicted central value from MC@NLO using the NNPDF2.3 PDF set. The black dots show the measured electron
charge asymmetry, with the horizontal bars showing statistical uncertainty and the vertical lines showing the total uncertainty. The red
dashed lines and cyan bands are the central value and uncertainty band from MC@NLO, respectively, using the NNPDF2.3 PDF sets. The
blue dotted lines show the prediction from MC@NLO using the MSTW2008NLO central PDF set, and the green dot-dashed lines show
the prediction from RESBOS using the CTEQ6.6 central PDF set.

TABLE XII. CP-folded electron charge asymmetry for data
and predictions from MC@NLO using NNPDF2.3 PDFs multi-
plied by 100. hjηeji is the cross section weighted average of
electron pseudorapidity in each bin from RESBOS with PHOTOS.
For data, the first uncertainty is statistical and the second is
systematic. The uncertainties on the prediction are due to
uncertainties on the PDFs.

Ee
T > 25 GeV ET > 25 GeV

hjηeji Data Prediction

0.10 2.10� 0.12� 0.11 1.90� 0.16
0.30 5.23� 0.11� 0.14 5.55� 0.31
0.50 9.16� 0.11� 0.18 8.93� 0.44
0.70 11.97� 0.11� 0.25 12.04� 0.54
0.90 14.52� 0.12� 0.32 14.50� 0.60
1.10 15.59� 0.18� 0.41 15.74� 0.66
1.39 15.37� 0.67� 0.61 15.41� 0.70
1.70 11.05� 0.31� 0.49 11.50� 0.83
1.90 6.66� 1.19� 0.53 5.84� 0.92
2.10 −1.55� 0.53� 0.61 −1.68� 1.03
2.30 −9.97� 0.71� 0.88 −11.00� 1.17
2.54 −19.10� 0.41� 1.16 −24.05� 1.38
2.92 −39.97� 0.93� 2.23 −43.73� 1.94
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TABLE XIII. CP-folded electron charge asymmetry for data and predictions from MC@NLO using NNPDF2.3 PDFs multiplied by
100. hjηeji is the cross section weighted average of electron pseudorapidity in each bin from RESBOS with PHOTOS. For data, the first
uncertainty is statistical and the second is systematic. The uncertainties on the prediction are due to uncertainties on the PDFs.

25 < Ee
T < 35 GeV ET > 25 GeV 25 < Ee

T < 35 GeV 25 < ET < 35 GeV

hjηeji Data Prediction Data Prediction

0.10 2.32� 0.16� 0.24 2.47� 0.21 2.30� 0.19� 0.27 2.07� 0.24
0.30 6.36� 0.15� 0.24 7.18� 0.38 6.93� 0.18� 0.28 6.04� 0.51
0.50 10.53� 0.15� 0.27 11.26� 0.60 11.31� 0.17� 0.31 9.00� 0.78
0.70 12.60� 0.14� 0.28 14.73� 0.73 12.97� 0.17� 0.31 11.55� 0.98
0.90 14.58� 0.16� 0.30 17.10� 0.80 14.92� 0.18� 0.32 12.44� 1.02
1.10 14.11� 0.23� 0.39 17.36� 0.87 13.85� 0.27� 0.44 10.98� 1.14
1.39 9.95� 0.74� 0.38 13.74� 0.87 6.63� 0.88� 0.45 3.78� 1.17
1.70 −1.40� 0.44� 0.34 3.24� 0.94 −7.99� 0.51� 0.40 −12.19� 1.24
1.90 −12.70� 1.72� 0.54 −8.31� 0.98 −21.85� 1.70� 0.65 −27.66� 1.23
2.10 −28.36� 0.76� 0.78 −21.63� 1.09 −40.05� 0.85� 0.95 −42.94� 1.28
2.30 −41.27� 0.93� 1.04 −33.54� 1.15 −52.93� 1.00� 1.17 −53.65� 1.27
2.54 −50.86� 0.48� 1.26 −44.33� 1.32 −59.43� 0.49� 1.51 −61.49� 1.38
2.92 −60.00� 1.04� 2.75 −55.99� 2.05 −64.68� 1.07� 2.94 −69.79� 2.13

TABLE XIV. CP-folded electron charge asymmetry for data and predictions from MC@NLO using NNPDF2.3 PDFs multiplied by
100. hjηeji is the cross section weighted average of electron pseudorapidity in each bin from RESBOS with PHOTOS. For data, the first
uncertainty is statistical and the second is systematic. The uncertainties on the prediction are due to uncertainties on the PDFs.

Ee
T > 35 GeV ET > 25 GeV Ee

T > 35 GeV ET > 35 GeV

hjηeji Data Prediction Data Prediction

0.10 1.94� 0.14� 0.13 1.47� 0.28 1.65� 0.16� 0.14 1.70� 0.32
0.30 4.26� 0.14� 0.18 4.33� 0.35 3.78� 0.15� 0.15 5.25� 0.42
0.50 8.04� 0.13� 0.25 7.22� 0.39 6.89� 0.15� 0.18 8.67� 0.39
0.70 11.42� 0.13� 0.35 10.06� 0.55 9.94� 0.15� 0.22 12.15� 0.56
0.90 14.40� 0.14� 0.42 12.62� 0.60 12.61� 0.16� 0.28 15.47� 0.59
1.10 16.63� 0.21� 0.54 14.60� 0.68 15.02� 0.23� 0.35 18.05� 0.69
1.39 18.95� 0.76� 0.88 16.53� 0.75 18.25� 0.69� 0.54 21.34� 0.77
1.70 19.07� 0.36� 0.76 16.80� 0.91 19.66� 0.40� 0.49 23.33� 0.94
1.90 18.98� 1.38� 0.77 14.86� 1.00 21.06� 1.33� 0.51 23.10� 1.00
2.10 15.61� 0.61� 0.92 11.68� 1.16 19.50� 0.68� 0.73 22.15� 1.20
2.30 11.89� 0.85� 1.33 6.43� 1.34 18.08� 0.93� 1.21 19.65� 1.35
2.54 9.14� 0.51� 1.69 −2.63� 1.76 17.58� 0.58� 1.63 14.16� 1.77
2.92 −1.93� 1.32� 4.00 −17.68� 3.04 11.07� 1.56� 4.03 4.13� 3.51

TABLE XV. Correlation matrix of the statistical uncertainties between different jηej bins for the kinematic bin Ee
T > 25 GeV,

ET > 25 GeV. The matrix elements are multiplied by 100.

jηej bins 1 2 3 4 5 6 7 8 9 10 11 12 13

1 100 0.76 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 100 0.69 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 100 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 100 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 100 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 100 0.32 0.00 0.00 0.00 0.00 0.00 0.00
7 100 0.53 0.00 0.00 0.00 0.00 0.00
8 100 0.40 0.00 0.00 0.00 0.00
9 100 0.07 0.00 0.00 0.00
10 100 0.41 0.00 0.00
11 100 0.15 0.00
12 100 0.31
13 100
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TABLE XVI. Correlation matrix of the statistical uncertainties between different jηej bins for the kinematic bin 25 < Ee
T < 35 GeV,

ET > 25 GeV. The matrix elements are multiplied by 100.

jηej bins 1 2 3 4 5 6 7 8 9 10 11 12 13

1 100 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 100 0.69 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 100 0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 100 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 100 0.68 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 100 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 100 0.83 0.00 0.00 0.00 0.00 0.00
8 100 0.38 0.00 0.00 0.00 0.00
9 100 0.28 0.00 0.00 0.00
10 100 0.43 0.00 0.00
11 100 0.14 0.00
12 100 0.33
13 100

TABLE XVII. Correlation matrix of the statistical uncertainties between different jηej bins for the kinematic bin 25 < Ee
T < 35 GeV,

25 < ET < 35 GeV. The matrix elements are multiplied by 100.

jηej bins 1 2 3 4 5 6 7 8 9 10 11 12 13

1 100 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 100 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 100 0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 100 0.64 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 100 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 100 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7 100 0.81 0.00 0.00 0.00 0.00 0.00
8 100 0.38 0.00 0.00 0.00 0.00
9 100 0.30 0.00 0.00 0.00
10 100 0.39 0.00 0.00
11 100 0.14 0.00
12 100 0.35
13 100

TABLE XVIII. Correlation matrix of the statistical uncertainties between different jηej bins for the kinematic bin Ee
T > 35 GeV,

ET > 25 GeV. The matrix elements are multiplied by 100.

jηej bins 1 2 3 4 5 6 7 8 9 10 11 12 13

1 100 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 100 0.68 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 100 0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 100 0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 100 0.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 100 0.31 0.00 0.00 0.00 0.00 0.00 0.00
7 100 0.52 0.00 0.00 0.00 0.00 0.00
8 100 0.51 0.00 0.00 0.00 0.00
9 100 0.05 0.00 0.00 0.00
10 100 0.39 0.00 0.00
11 100 0.16 0.00
12 100 0.32
13 100
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Besides small migration between ηe bins, there are
significant migration effects between kinematic bins, due
to detector resolution effects. In Table XX we show the
fraction of MC signal events originating in a different
generator-level kinematic bin that are found in a given
reconstruction-level bin. The categories in Table XX are not
independent. In Table XX, 20 < pe

T < 25 or 20 < pν
T <

25 GeV denotes W boson events in which either the
electron pe

T at the generator level (Ee
T at the reconstruction

level) is in the range 20–25 GeVor the neutrino pν
T (ET) is

in the range 20–25 GeV, while the other lepton pT (ET) is
above 25 GeV. Also pe

T > 25 and pν
T > 25 GeV denotesW

boson events in which the electron pe
T (Ee

T) is above
25 GeV and the neutrino pν

T (ET) is above 25 GeV.

IX. CONCLUSIONS

In summary, we have measured the electron charge
asymmetry in pp̄ → W� þ X → e�νþ X events using
9.7 fb−1 of integrated luminosity collected by the D0
experiment in pp̄ collisions at

ffiffiffi
s

p ¼ 1.96 TeV. In this
analysis, the electron pseudorapidity coverage is extended
to jηej ¼ 3.2 and is thus sensitive to W bosons created by

small- and large-x partons. Our measurement is the most
precise lepton charge asymmetry measurement to date. The
uncertainty on the measured asymmetry is smaller than
the PDF uncertainty for most of the bins. We provide the
correlation coefficients for different jηej bins and the
correlation coefficients between different kinematic bins,
to be used for future PDF determinations.
This measurement supersedes the results of Ref. [11]. It

also complements and provides more details on the results
of Ref. [14] which measured the W� boson charge
asymmetry using the same data set. These asymmetries
are in good agreement with those measured in the muon
decay channel [12]. The electron asymmetries presented
here include the effects of the W boson decay asymmetry,
whereas the Ref. [14] analysis solely addresses the pro-
duction asymmetry. Both measurements should be useful in
future analyses of the PDFs.
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