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Abstract

We show that if a locally compact group G is non-abelian then the amenability constant
of its Fourier algebra is > 3/2, extending a result of Johnson (JLMS, 1994) who proved
that this holds for finite non-abelian groups. Our lower bound, which is known to be best
possible, improves on results by previous authors and answers a question raised by Runde
(PAMS, 2006).

To do this we study a minorant for the amenability constant, related to the anti-
diagonal in G x G, which was implicitly used in Runde’s work but hitherto not studied in
depth. Our main novelty is an explicit formula for this minorant when G is a countable
virtually abelian group, in terms of the Plancherel measure for G. As further applications,
we characterize those non-abelian groups where the minorant attains its minimal value,
and present some examples to support the conjecture that the minorant always coincides
with the amenability constant.

MSC 2020: 46H20 (primary); 43A30, 46J10 (secondary)

1 Introduction

1.1 Background context

The Fourier algebra of a locally compact group G, denoted by A(G), is a Banach algebra of
functions on G whose norm encodes the group structure of G. By a celebrated theorem of
Walter [Wal72], A(G) is a complete invariant for G in the following sense: given two locally
compact groups 1 and G2 the Banach algebras A(G1) and A(G3) are isometrically algebra-
isomorphic if and only if G; and G2 are topologically group-isomorphic. Thus A(G) is a finer
invariant than the commutative C*-algebra Cy(G), which only remembers the underlying
topological space of G (and in particular cannot distinguish between discrete groups of the
same cardinality).

It is therefore natural to study various invariants of Banach algebras, specialized to the
setting of Fourier algebras, to see what information they remember about the group one
starts with. Typically, algebraically motivated invariants of Banach algebras are isomorphic
rather than isometric invariants, and hence cannot distinguish between groups whose Fourier
algebras are isomorphic as topological algebras. For instance, if G; and G2 are finite groups
with the same cardinality n, then A(G1) and A(G3) are both (non-isometrically) isomorphic
as unital Banach algebras to (C",|| |,). In particular, since the latter Banach algebra
is known to be amenable, so are A(G1) and A(G2), and the notion of amenability cannot
distinguish between A(G7) and A(G2) even though G and G2 may have very different group
structure.



However, if A is an amenable Banach algebra one may consider its amenability constant
AM(A). This is an isometric invariant, and so has the potential to distinguish between two
Fourier algebras that happen to be non-isometrically isomorphic; moreover, it is a numerical
invariant, and hence lends itself to estimates and inequalities once one exploits its functorial
properties. Even for finite groups, it displays interesting behaviour, as demonstrated by
Johnson in his study [Joh94] of the (non-)amenability properties of Fourier algebras of compact
groups.

Specifically, when G is a finite group, [Joh94, Theorem 4.1] provides an explicit and
unexpectedly simple formula for AM(A(G)):

AM(A(G) = 1 Y () (1)

where G denotes the set of (equivalence classes of) irreducible representations of G, and d,
denotes the dimension of the representation 7. As we will see in Theorem 1.4, the right-hand
side of (1.1) has independent meaning, which seems to have been overlooked in [Joh94] and
the work of subsequent authors.

The formula (1.1) has several applications. For instance, it shows that AM(A(G)) =1 for
any finite abelian GG. With the aid of some basic group theory it also implies the following
“gap theorem” for the possible values of AM(A(G)) in the class of finite groups.

THEOREM 1.1 ([Joh94, Proposition 4.3]). If G is a finite non-abelian group then AM(A(G)) >
3/2. Equality can be achieved (for instance, take G to be the dihedral group of order 8 or the
quaternion group).

Another consequence of (1.1), already observed by Johnson [Joh94, Corollary 4.2], is the
following formula:

AM(A(G1 x G2)) = AM(A(G1)) AM(A(G2)) for any finite groups G; and Gs. (1.2)

This formula was used in conjunction with Theorem 1.1 to establish the non-amenability of
the Fourier algebras of a large class of profinite groups (see [Joh94, Theorem 4.5]).

REMARK 1.2. Equation (1.2) is not obvious from the general definition of the amenability
constant of a Banach algebra. It is true that for arbitrary Banach algebras A and B one
has AM(A ® B) < AM(A) AM(B), where & denotes the projective tensor product; and one
can show that equality holds if A and B are commutative, semisimple and finite-dimensional.
However, this would only tell us about A(G1) ® A(Gs), which in general is not isometrically
isomorphic to A(G1 x G2). Indeed, it seems to be unknown whether the formula in Equation
(1.2) remains true when G and Gy are general locally compact groups.

There are difficulties in extending [Joh94, Theorem 4.1] to the non-compact setting. John-
son’s proof of the explicit formula (1.1) is indirect, since it proceeds by analyzing an auxiliary
Banach algebra A.,(G) and showing that for finite G a particular idempotent in A, (G) is
mapped isometrically to the unique (virtual) diagonal for A(G). Although the definition of
A, (G) can be extended to locally compact virtually abelian G, the relationship with A(G)
is less clear in non-compact cases. Moreover, when G is infinite, one no longer has a unique
virtual diagonal for A(G).



1.2 A minorant for the amenability constant

The study of (non-)amenability in [Joh94] relied heavily on the matrix-valued Fourier trans-
form available for compact groups. Using a different perspective, Forrest and Runde proved
that A(G) is amenable if and only if G is virtually abelian [FR05, Theorem 2.3]. A key step
in their proof is the following result: if A(G) is amenable, then the indicator function of the
set adiag(G) := {(z,271): x € G} belongs to the Fourier-Stieltjes algebra of G4 x G4. Here
G4 denotes G equipped with the discrete topology.

In fact, as observed by Runde in a follow-up paper [Run06], the argument in [FRO5]
yields a more precise statement: AM(A(G)) is bounded below by the Fourier—Stieltjes norm
of ladiag(q).- This quantity, which we shall denote by AD(Gg), is the “minorant” alluded
to in the title; it can be defined without reference to amenability, and depends only on the
underlying group of G rather than its topological group structure.

REMARK 1.3. As an invariant of G, AD(G4) enjoys slightly better functorial properties than
AM(A(Q)). For instance, given two virtually abelian groups I'y and I'y, one has AD(I'y xI'y) =
AD(T'1) AD(I'y); as previously remarked, the corresponding result for AM(A(+)) is only known
in particular cases. It also behaves well with respect to taking arbitrary subgroups, while
AM(A(+)) is only known to behave well with respect to closed subgroups. Proofs of these
functorial properties will be given below (see Proposition 2.9).

Besides its intrinsic interest, AD is a natural tool if one seeks to obtain lower bounds on
AM(A(Q)) for particular G, which would be hard to ascertain directly from the definition of
the amenability constant. This was already noted in [Run06, Section 3], where after some
partial results the following question is raised.

Runde’s question, paraphrased (see also [Jus19, Remark 4.9]).

e (Strong form.) Does the lower bound in Theorem 1.1 remain true for all locally compact
non-abelian groups, not just the finite ones?

e (Weak form.) Can we find some C' > 1 such that AM(A(G)) > C for every locally
compact non-abelian group G?

Progress on these questions has been hampered by the lack of a formula such as (1.1) for
infinite groups. Nevertheless, the weak form of Runde’s question was answered positively by
Forrest and Runde, by using results on norms of idempotent Schur multipliers to obtain lower
bounds on AD(G,) (although they do not use this notation). In particular, it is observed
in the remarks following [FR11, Theorem 3.4] that one can take C' = 2/v/3 = 1.1547. An
improved value of C' = 9/7 & 1.2857 can be extracted! from results of Mudge and Pham
[MP16]; strictly speaking, this is not stated explicitly in their paper, but it follows from the
proof of [MP16, Theorem 2.2] and observations before it.

Despite this progress, the original stronger version of Runde’s question has remained unan-
swered until now. Naively, since AM(A(G)) > AM(A(H)) whenever H is a closed subgroup
of G, one might hope to prove that AM(A(G)) > 3/2 by locating non-abelian finite subgroups
of G and applying Theorem 1.1. However, as we shall see in Section 2.1, there are virtually
abelian non-abelian groups in which every finite subgroup is abelian, and such groups cannot
be handled with this strategy.

!The author is grateful to N. Juselius for sharing a copy of [Jus19], which provides a useful synopsis of these
developments. The results of Forrest-Runde and Mudge-Pham actually prove something sharper, concerning
lower bounds on cb-multiplier norms of functions rather than their Fourier—Stieltjes norms, but we shall not
discuss this extra refinement here.



1.3 Main results of this paper

In this paper we develop new machinery which yields, as a by-product, a positive answer
to the strong form of Runde’s question. By [FR05, Theorem 2.3}, it is enough to restrict
our attention to virtually abelian groups, where more tools are available. Rather than using
the perspective of operator theory, and trying to find improved estimates of Schur multiplier
norms, we use the theory of the operator-valued Fourier transform. (In a sense this is more
in the spirit of Johnson’s original paper [Joh94], although as indicated in Section 1.1 we have
to go beyond the techniques of [Joh94] once we leave the realm of compact groups.)

If one wishes to check how tight AD(Gy) is as a lower bound for AM(A(G)), then a natural
place to start is with finite groups where Johnson’s formula (1.1) is available. For finite G, the
Fourier—Stieltjes algebra of G4 x (G4 is just the Fourier algebra of G x G, and one can calculate
norms in this algebra in terms of the matrix-valued Fourier transform for G x G. Working
through the details, it turns out that the Fourier coefficients of 1,qi.5() have a particular
simple form, yielding a surprising result.

THEOREM 1.4 (Johnson’s formula, revisited). Let G be a finite group. Then

AD(G) = |(1;| 3 (d)* = AM(A(G). (1.3)

Our result shows that [Joh94, Theorem 4.1] should not merely be regarded as a numerical
coincidence, where AM(A(G)) happens to be equal to some “random number” defined in terms
of @, but rather that an inequality relating two a priori different invariants for arbitrary G is
actually an equality for all finite groups.

When T is infinite and virtually abelian, one still has a version of the Plancherel formula
and hence a version of the Fourier inversion theorem. By using the explicit formula for the
Fourier coefficients of 1,4ia¢() in the finite case, and making a suitable Ansatz, we obtain an
explicit formula for AD(T"), at least when I' is countable.

THEOREM 1.5 (The main formula). Let T' be countable and virtually abelian, with Plancherel
measure v normalized so that 1 = [xdrdv(m). For each n € N, let Q, = {m € T': dr = n}.
Then

AD(T) = /A (de)? dv(m) = > nv(Q). (1.4)

r neN

Although the new part of Theorem 1.4 is a special case of Theorem 1.5, it seems more
natural to state the results separately and prove the special case first, since this approach
provides crucial motivation for the key Ansatz in the proof of the general result. Moreover,
the proof of the general result is technically more involved, relying on a non-abelian version
of Bochner’s theorem that was developed in work of Arsac [Ars76, Section 3G].

Combining the formula (1.4) with an upper bound on v(£), and exploiting a “mono-
tonicity principle” for AD, we are able to improve the existing lower bounds on AM(A(G))
for locally compact non-abelian groups, and show that the “strong form” of Runde’s question
has a positive answer.

THEOREM 1.6 (Sharp lower bound). IfT" is a (discrete) non-abelian group then AD(I") > 3/2.
Consequently AM(A(G)) > 3/2 for every locally compact group non-abelian group G.

With more work, we can go further and determine exactly which non-abelian groups attain
the lower bound on AD(T") in Theorem 1.6. Note that the next result does not require any
countability assumptions.



THEOREM 1.7 (Non-abelian groups where AD attains its minimum). Let I be a (discrete)
group. Then AD(T') = 3/2 if and only if |T': Z(T')| = 4.

REMARK 1.8. If [I': Z(T")| = 4 then basic group theory implies that I'/Z(I") is non-cyclic
and hence is isomorphic to Cy x Cy (see Lemma 4.5 below). Thus the groups described by
Theorem 1.7 are exactly the non-trivial central extensions of C5 x C5. In principle they can
be classified by standard methods from group cohomology, although we have not found an
explicit list in the literature.

REMARK 1.9. We may combine Theorems 1.4 and 1.7 to obtain the following result, which has
not appeared before in the literature: given a finite group G, AM(A(G))) = 3/2 if and only
if |G: Z(G)| = 4. However, it is also possible to derive this result directly from Johnson’s
formula (1.3), using some basic properties of character tables. Details of this character-
theoretic argument will appear in future work, as part of a more systematic investigation of
AM(A(G)) for finite groups.

In view of Theorem 1.4, it is natural to ask if the inequality AD(G4) < AM(A(G)) is
always an equality. While we are unable to resolve this question at present, we can show that
equality holds for certain infinite families of semidirect product groups (see also Remark 1.12).

To put these examples in context, we return briefly to the results of LRunOG]. If Gis a
locally compact virtually abelian group, then maxdeg(G) := sup{d,: m € G} is finite. Runde
showed that for such G we have a chain of inequalities

AD(Gq) < AM(A(G)) < maxdeg(G). (1.5)

(The first inequality is proved in [Run06, Lemma 3.1] and the second inequality is proved in
[Run06, Theorem 2.7].) We can now state our final main result.

THEOREM 1.10 (Sufficient conditions for equality to hold in (1.5)). Let N be a torsion-free
locally compact abelian group, and let p be a prime. Let o be a non-trivial action of the cyclic
group Cp on N, and let G = N xo C,. Then

AD(G4) = AM(A(G)) = maxdeg(G) = p. (1.6)

These are the first recorded examples of groups not of the form (abelian)x (finite), where
the amenability constant of the Fourier algebra is finite and can be calculated explicitly.

REMARK 1.11.

(i) The groups covered by Theorem 1.10 include examples which are discrete, (non-connected)
Lie, or compact: let V' be either Z, R or the 2-adic integers respectively, and then take
N = VP equipped with the natural permutation action of C,,.

(ii) If G is a finite non-abelian group, then it follows immediately from Johnson’s formula
(1.1) that AM(A(G)) < maxdeg(G). Hence the phenomenon in Theorem 1.10 is special
to the setting of infinite G.

REMARK 1.12 (Crystal groups). The proof of Theorem 1.10 uses the fact that a suitably chosen
countable subgroup I" < G has the following property: the set {m € T:d, < maxdeg(I')} has
Plancherel measure zero. In response to an earlier version of this paper, K. F. Taylor has
pointed out (personal communication) that the same property holds for any crystal group, i.e.
a discrete subgroup I' < Isom(R™) such that the orbit space R™/T" is compact. Using this
fact, it follows easily from Theorem 1.5 that for a crystal group I" we also have AD(I") =
AM(A(T")) = maxdeg(I"). Moreover, maxdeg(I') is equal to the index in I" of its translation
subgroup (equivalently, equal to the order of the point group of I').



After some preliminaries in Section 2, the proofs of Theorems 1.4, 1.5, 1.6, 1.7 and 1.10 will
be given in the following sections. We finish the paper with some questions and suggestions for
future work. In an appendix, we present some results which relate the dual of a product of two
locally compact groups with the product of the respective duals, not just at the level of sets
but at the level of topological spaces; this is based on a suggestion by an anonymous referee.?
These results work for general locally compact groups, without requiring extra conditions such
as second-countability or being Type I.

2 Preliminaries

2.1 Group-theoretic background

A group G is said to be virtually abelian (VA for short) if it has an abelian subgroup of finite
index. For convenience, we shall also use the abbreviation VANA, which stands for “virtually
abelian non-abelian”.

Note that this property does not depend on any topological group structure that G may
or may not possess. Note also that subgroups of VA groups are VA: if H has finite index in
GandT' <G then |I': HNT| < |G: H|.

Clearly every finite group is virtually abelian, as is every abelian group. However the
class of VA groups displays diverse behaviour, much more than the “trivial” examples of the
form (abelian) x (finite) might suggest. We present two examples, which are close to abelian
in the sense that they have abelian subgroups of index 2, and in which every non-trivial finite
subgroup has order 2 (so in particular, is abelian).

EXAMPLE 2.1 (Generalized dihedral groups). Let N be any torsion-free LCA group and let
G = N x (Cy, where Cy acts on N by z — —z (using additive notation). Regard N as a
normal subgroup of G, via the canonical embedding N — N x Cs. Then every non-identity
element of N has infinite order in G, while every element of G\ N is an involution; moreover,
xy € N for all x,y € G\ N. Therefore the only finite subgroups of G are the trivial subgroup
{e} and subgroups of the form {e,¢} for some t € G\ N.

The following example seems to be well known to specialists in group theory, and can
be found in [Foll6, Section 6.8]. It may be viewed as a discrete analogue of the “reduced
Heisenberg group”.

ExaAMPLE 2.2. Consider the group

1
H= 0 ta,b,c€Z p <SL3(Z)
0

oS~ Q
_ o0

whose elements will be denoted by triples (a, b, ¢) for sake of conciseness. Define Hy to be the
quotient of H by the central subgroup {(0,0,c): ¢ € 2Z}. We denote elements of Hy by triples
(a,b,[c]) where a,b € Z and ¢ € Z/2Z. There is a surjective homomorphism ¢ : Hy — Z2,
given by q(a,b,[c]) = (a,b), and since Z? is torsion-free, the only finite-order elements in Hy
are those in ker(q). Thus the only finite subgroups of Hy are the trivial subgroup and the
2-element subgroup ker(g). On the other hand, one can show by direct calculation that

N :={(a,b,[c]): a € Z,b € 2Z,[c| € Z/2Z}

is an abelian subgroup of Hy, and clearly |Hy: N| = 2.

2See also the “author’s note” at the end of Section 2.4.



In fact, for both of these examples, one can calculate the exact value of the anti-diagonal
constant using the new results described in the introduction. The group G from Example 2.1
falls into the class of groups covered by Theorem 1.10, and therefore satisfies AD(G) = 2.
The group Hy in Example 2.2 turns out to have centre {(a, b, [c]): a € 2Z,b € 27, [c] € Z/2Z},
and quotienting out by the centre gives a copy of Cy x C5; so Hj falls into the class of groups
covered by Theorem 1.7, and hence® AD(Hz) = 3/2.

2.2 Fourier and Fourier—Stieltjes algebras

Here and throughout the paper: if X is a set then cgo(X) denotes the set of all finitely
supported functions X — C.

For the definition of the Fourier algebra A(G) we refer the reader to [Eym64] or the recent
text [KL18]. We shall not discuss amenability of Banach algebras in this paper, as we are
only concerned with the minorant AD(Gg4) rather than AM(A(G) itself. However, to study
AD(G4) we must first discuss norms of elements inside Fourier—Stieltjes algebras of discrete
groups. Since there are various equivalent definitions of the Fourier—Stieltjes algebra and
equivalent definitions of its canonical norm, we review some terminology and notation.

An important convention throughout this paper is that the word “representation” always
means “unitary representation”; this short-hand is merely to avoid unnecessary repetition.

DEFINITION 2.3. Let I' be a discrete group. For a representation 7 : I' — U(H ), a coefficient
function of 7 is a function I' — C of the form = — (w(z)&,n) where £,n € H. The Fourier—
Stieltjes algebra of T is

B(T) := U{coefﬁcient functions of 7} C ¢°°(T).

™

where the union is taken over all representations of I'. Clearly B(T") is closed under scalar
multiplication; by taking direct sums and tensor products of representations, we see that it is
also closed under pointwise addition and multiplication.

Let T be a discrete group and let b € coo(T"). If 6 : T' — U(H) is a representation, we
write 6(b) for the (finite) sum }° . b(2)6(z) € B(H). We then define [|b]| () := supy [|0(b)
where the supremum is taken over all representations of I'.

DEFINITION 2.4. For a discrete group I" and f € B(I"), we define

Ifllg = sup {Z f(@)b(z): b € con(I), [[0]

zel’

o) < 1} (2.1)

The following result is standard but included here for convenient reference.

LEMMA 2.5. Let f € B(I'). If f can be expressed as a coefficient function (0(-)&,n) for some
representation 6 : I' — U(H) and vectors £, € H, then || f|lg < [IElllnll. Moreover, one can
always find some choice of H, 0, & and n for which f = (0(-)&,n) and || f||g = [I€|l||n]]-

The first part of the lemma follows from Definition 2.4 and the Cauchy—Schwarz inequal-
ity. The second part follows by considering a suitable GNS representation and using polar
decomposition; see e.g. [KL18, Lemma 2.1.9].

30ne can also give a more direct calculation of AD(H) using the main formula in Theorem 1.5, see Example
3.10 below.



LEMMA 2.6. (i) Let A be a discrete group and let f € B(A). If Ag is a subgroup of A, then
flao € B(A1) and || f[x, Nl < 1f[lg-

(ii) Let A1 and Ao be discrete groups, and let f; € B(A;) for i = 1,2. Define the function
fi®fai A= A= C by (/1 @ fo)(z,y) = fi(x) fa(y). Then f1 ® f2 € B(A1 x A2) and

1@ folg = I £1llsl 2]l -

Proof. Part (i) is a straightforward consequence of Lemma 2.5, which we leave to the reader.
The proof of part (ii) requires more work. By Lemma 2.5, for i = 1,2 we can write f; =
(0;(-)&,mi) and || fillg = ll&lll|mil|, for some representations 6; : A; — U(H;) and vectors
&,ni € H;. Put H = Hy ®3 Hy. Then 61 ® 02 : Ay x Ay — U(H) is a representation and

(f1® f2)(@,y) = (61 ® O2) (2, y)(§1 @ &2),m @ 12) -

Hence f1 ® fa € B(A1 x Ag) and

1@ follg < € @ &llgllm @ m2lly < [IEllIE [ Imlllnell = Al f2lls -

For the converse inequality, observe that for any by € coo(A1) and be € coo(Aq),

b1 @ ba|

C*(A1><A2)Hfl®f2HB > Z (f1®f2)(xay)(bl®b2)($ay)
($,y)EA1XA2

= Z f1(x)by(z) Z f2(y)b2(y)|,

TENA| yEA2

Therefore, if we can prove that

1]l Ay xa0) < 101l (agy 102l () (*)

it will follow that || f1 ® fallg > || fillgllf2llg @s required.
Let 6 : Ay x Ay — U(H) be a representation and let 0;(x) = 6(z,e2), O2(y) = O(e1,y),
where e; and es denote the identity elements of A; and As respectively. Then

00) = D bi@h)bx,y) = D bi(z)ba(y)bi(x)ba(y) = O1(b1)ba(b2)

(x,y)EAl X A2 (I,y)EA1 X Ao

so that [[0(b)|| < [[b1][cx(ap) 102l (a,)- Taking the supremum over all 6 yields (x). O

The following result is surely not new, but since we did not find an explicit reference in
the literature, we have included the statement and proof for sake of completeness.

LEMMA 2.7. Let A be a discrete group and let f € B(A). Then there exists a countable
subgroup Ao < A such that || (5 ll5 = [ fll5-

Proof. We start with a more general observation: whenever A < A we have || f1allg = [|f]allg-
This is a special case of results for extending coefficient functions defined on open subgroups,
see e.g. [KL18, Lemma 7.1.2] for a sketch of the proof.

Now choose a sequence (by,) in cgo(A) such that ||by,|

Cr(A) <1 and

1
171l =

<

> f@)ba(a)

zEA

<|fls- (%)




For each n let X,, C A be a finite subset such that supp(b,) C X,,, and let Ag be the subgroup
of A generated by J,,~; Xn, which is clearly countable. The middle term in (x) is equal to
|3 2ea(f1ay)(@)by(2)|, which by definition of the norm in B(A) is bounded above by || f1a,]/5-
Hence || f|lg < ||f1a,llg- On the other hand, by our initial remarks and Lemma 2.6(i),

1 a0lls = [1f1aollg < [1f1l5 5

and the desired result follows. O

We now recall some definitions and notation that were already used in the introduc-
tion. Given a (locally compact) group G, the anti-diagonal of G x G is the set adiag(G) =
{(z,27Y): 2z € G}.

DEFINITION 2.8. Given a discrete group I' we define the anti-diagonal constant of I" to be

AD(F) = || 1adiag(F) ||B(F><F)

with the convention that AD(I") = oo if 1,gjagr) & B(I' x I).

As remarked in the introduction, Forrest and Runde showed that AD(I') < oo if and only
if I is virtually abelian. We will use this fact freely without further comment.

PROPOSITION 2.9. IfT" is a discrete group and I'o < T then AD(I'g) < AD(T"). IfT'; and I'y
are discrete groups then AD(I'y x I'y) = AD(I';) AD(T').

Proof. Both statements follow immediately from the corresponding parts of Lemma 2.6. [

We sometimes refer to the first statement in Proposition 2.9 as monotonicity of AD; it will
be our main tool for most of the paper, since it allows us to get lower bounds on AD(T") by
choosing an appropriate countable subgroup of I'. The next result is less essential, but has
independent interest, and it will be convenient to make use of it in Section 4.

PROPOSITION 2.10 (Countable saturation for AD). Fvery VA group I' has a countable subgroup
Iy such that AD(T") = AD(Iy).

Proof. By Lemma 2.7 applied to B(I' x I'), there is a countable Ag < T' xT' such that
[ Ladiag(m) llg = [[adiag(r) ‘Ao HB. Let Ty be the subgroup of I" generated by the subsets {z: (z,y) €
Ao} and {y: (z,y) € Ap}. Then I'g is countable and Ay < I'g xI'g, so that (by two applications
of Lemma 2.6(i))

Hladiag(F)HB > Hladiag(Fo)HB > Hladiag(l“)|A0||B'

Hence Hladiag(F)”B = Hladiag(FO)HBa as required. O

2.3 Irreducible representations and the unitary dual

Throughout this paper, irreducibility of a (unitary) representation is understood in the topo-
logical sense, i.e. the only closed invariant subspaces are {0} and the whole space. For conve-
nience, we will abbreviate the phrase “irreducible representation” to “irrep”.

Given a locally compact group G, we write G for the unitary dual of G: that is, the set
of unitary equivalence classes of continuous irreps of G. To simplify formulas and statements
of results, for most of this paper we shall follow a standard abuse of notation, and identify
G with a set of representative irreps of G: that is, we tacitly fix a function z +— 7, with the
property that [7,] = z. With this convention, already seen several times in Section 1, we refer
to particular irreps as being elements of G.



REMARK 2.11. If I" is a VA group, then in fact it has a normal abelian subgroup A such that
IT": A| < oo. Therefore, as shown in [Tho68, Satz 5], the following properties hold:

e Every factor representation of I' is Type I (in other words, I' is a Type | group);

e Every irrep of I is finite-dimensional and has degree bounded above by |I" : A.

This permits us to freely make use of the “toolkit” that has been developed for harmonic
analysis on Type I locally compact groups. For instance: if " is a countable VA group, then
it is second-countable and Type I, so the Borel o-algebra on [ is standard in the sense of
measure theory. (See [Dix77] for details, in particular Proposition 4.6.1 and Section 13.3.)

In both the proof and the applications of the main formula (Equation (1.4)), we will
freely use results and ideas from the theory of the non-commutative Fourier transform and
Fourier inversion. We give an abridged review of the necessary notation and results from the
literature, specialized to the setting of countable VA groups. For an overview of more general
results, see [Foll6, Section 7.5].

Let I" be a countable VA group. Given f € ¢oo(I"), note that when 7 is a finite-dimensional
representation of I" the scalar Tr(7(f)7(f)* depends only on the unitary equivalence class of .
Hence each such f yields a well-defined function I' — C, given by [x] — Tr(x(f)7(f)*), and
one can show this function is continuous with respect to the Fell topology. Furthermore, there
is a non-negative (Radon) measure v on f, the Plancherel measure, such that

112 = /fTr(ﬂ(f)ﬂ(f)*) dv(r)  for every f € cao(T). (2.2)

Taking f = d. we have 1 = [sd,dv(m). (Note that we are tacitly adopting the normaliza-
tion where I' carries counting measure.) Moreover, by combining (2.2) with a polarization
argument, we deduce that

(f:9)emw = /fTr(ﬂ(f)ﬂ(g)*) dv(m)  for every f,g € coo(I'). (2.3)

Note that in Equations (2.2) and (2.3) we are following the convention mentioned earlier,
treating T as a set of irreps by means of some tacit selection map. This practice will be more
convenient when working with the main formula for AD(I"). However, in order to obtain
this formula (i.e. in order to prove Theorem 1.5) we need to address measurability issues for
certain operator fields defined on I and (T x F)/\, and here it seems more appropriate to make
explicit this selection of an irrep from each equivalence class.

We therefore give a précis of the required facts concerning measurable fields of Hilbert
spaces, operators and representations. For all relevant definitions concerning these objects,
the reader may consult the overview in [Foll6, Section 7.4], or the presentation in [Dix81,
Part II, Ch. 1-3] which has full details. The following terminology, however, is non-standard
and made purely for convenience of later reference.

DEFINITION 2.12. Let G be a locally compact group and equip G with the o-algebra generated
by the Fell topology. A measurable selection for G is a pair (He, Be), where:

e for each z € G, B. is a (continuous) representation of G acting on a Hilbert space H.,
such that 3, belongs to the equivalence class z;

e 2 — H, is a measurable field of Hilbert spaces;
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e for each g € G, z — (.(g) is a measurable operator field with respect to H.

It is not immediately obvious that we can always find measurable selections in the sense of
the previous definition, even for countable VA groups. The following result will be sufficient
for our needs: it is the specialization to the countable VA setting of results, due originally to
Mackey, that hold for second-countable Type I groups.

LEMMA 2.13 (c.f. [Foll6, Lemma 7.31]). Let A be a countable VA group, and equip A with
the o-algebra generated by the Fell topology. For each z € A, let d(z) be the degree of any
irrep belonging to the equivalence class z, and equip (Cd(Z)sz'th its standard inner product.
Then (Cd(z))zez is a measurable field of Hilbert spaces on A, and there is a measurable field

of representations on 3, denoted by z — a, such that o, acts on C¥?) and o, € z for each
z € A. In particular, we have a measurable selection for A.

(The field C4®) is often referred to as the canonical field of Hilbert spaces over A.)

2.4 The dual of the product of two countable VA groups

To prove Theorem 1.5, when considering a countable VA group I' we need to work with
measures and operator fields on (the Borel g-algebra of) (I' x T')", rather than on T itself.
We also need to consider measurable selections for (I' x I')" which are adapted to the product
structure of I' x I'; and this is not automatic if Lemma 2.13 is applied with A =T x T

Therefore, in this subsection we give an overview of known results which, in the specific
setting of countable VA groups, allow us to identify (I' x T')" with T x T not just as sets
but as measure spaces (a precise statement is given in Proposition 2.15 below). Compared
with the previous subsections, our presentation is more detailed, because we could not find
explicit statements and proofs in [Dix77], [KL18] or [KT13]; our aim is to provide a sufficient
road-map for those who wish to check details in full.

As motivation, recall how this works for finite groups. If G; and G are finite groups, and
w1 and w9 are irreps of (G and G5 respectively, then m; ® w9 is an irrep of G1 x G4, and we
obtain a well-defined function

J:G1 xGa— (Gyx Go) , ([m1],[m2)) = [m @ 2] (2.4)

Since irreps of finite groups are classified by their traces, one can use the theory of group
characters to show that J is a bijection.

For general locally compact groups G; and Ga, the map J from (2.4) is still well-defined
and injective. A readable account is given? in [Fol16, Section 7.3], with a minor caveat: to
prove injectivity of J, one uses the fact that if 7,01 are irreps of G; and V', W are Hilbert
spaces such that m ® Iyy ~ m9 ® Iy, then m; ~ mo. This fact — that irreps which are quasi-
equivalent are equivalent — does not follow directly from [Fol16, Proposition 7.13] as claimed,
but it can be found as [Dix77, Proposition 5.3.3]. (It is also not hard to prove directly using
Schur’s lemma and basic properties of commutants.)

Moreover, J : (/J\l X C/T‘\g — (G x Gg)/\ is continuous with respect to the natural topologies
on domain and codomain, which we might informally refer to as “product-of-Fell” and “Fell-
of-product”. This seems to be well known: see [Fel63, Theorem 2] or [KT13, Proposition 5.3]
for the proof of a more general result (and see also Remark 2.16 below).

REMARK 2.14. In general J may fail to be surjective. However, it is surjective (and therefore
bijective) if either G; or Gg is Type I (see [Foll6, Theorem 7.17] for a proof).
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We can now state the desired “identification” of measure spaces.

PROPOSITION 2.15. Let I'y and I's be countable VA groups (whzch implies that I'y x T'y s also
countable VA). Let 31, X9 and X129 be the o-algebras on I’l, Fg and (T x Fg) genemted by
the Fell topologies on these spaces, and let 31 X Yo denote the product o-algebra on F1 X I‘g

(i) The following measurable spaces are all standard (i.e. their o-algebras are generated by
some choice of Polish topology on the underlying space):

(Fh 21); (F2, Yo); (T1 x T2)", T12) ; (f‘\l x Ty, % B Y9).

(ii) J is a Borel isomorphism from (1/“; x Ty, % K ¥2) onto (T x T2)", L12).

Proof. Each of the first three cases in part (i) follows from the results mentioned in Re-
mark 2.11. The fourth case follows from the fact that the product of standard measurable
spaces is also standard. So only part (ii) requires further justification.

Denote tl/lg Fe/ll\topologies on f\l, f; and fl\g by 71, 7 and 712. Denote the product
topology on I'y x I's by 71 K 75, and let ¥(7; X 75) denote the o-algebra it generates. By the
remarks before this proposition, J is (11 X T2)-to-T12-continuous, and so it is X(7 X 72)-to-
Yi19-measurable.

Clearly ¥(71X79) D 31 XY, since the product o-algebra is generated by “open rectangles”.
We now show that the converse inclusion holds. First, note that 7 is second-countable: this
is not mentioned explicitly in [Dix77], but follows from countability of I'; and the fact that
(1/“\1, 71) is a topological quotient of the pure state space of C*(I';) with the relative w*-topology
(see [Dix77, paragraph 3.4.12]). The same reasoning shows that 7 is second-countable. Thus
each V € 11 K7y is a countable union of “open rectangles”, so belongs to Y1 X Y5 as required.

From this, we see that .J is 31 X Y¥s-to-312 measurable, where both o-algebras are standard
by part (i). Also, by Remarks 2.11 and 2.14, J : f’\l X f’; — (I x FQ)/\ is bijective. Therefore
its inverse is also measurable by a theorem of Souslin ([Dix77, B22]; for details see e.g. [Tak02,
Corollary A.10]). O

REMARK 2.16. Our use of Souslin’s theorem was made for convenience rather than necessity.
In response to an earlier version of this paper, it was pointed out by the referee that the
following result holds, without any assumptions of second-countability or the Type I property:

for any locally compact groups G1 and Ga, the canonical map J : é\l X é\g —
(G1 x G2)" is both continuous and relatively open.

(Here, a relatively open mapping between topological spaces is one which maps open subsets
of the domain onto relatively open subsets of the image.) In particular, in the proof of
Proposition 2.15, J =1 : (I'y x I‘g)/\ — ﬁ X f; is continuous, so measurability follows without
requiring the appeal to Souslin’s theorem.

To the author’s knowledge, the general result quoted in Remark 2.16 is not discussed in
[Dix77], [Foll6], [KL18] or [KT13]. Although it is not needed for the present paper, it might
be useful for future work, so we have provided an expanded version of the referee’s sketch in
the appendix.

Author’s note. After this paper was accepted for publication, I learned that the main results
of Appendix A can also be found in [RW98, Appendix B.5], with similar proofs. Since this is
not a particularly obvious place to look for such results, and since it is remarked at the start
of [RW98, Appendix B.5] that “it is not easy to dig detailed proofs of the resulting theorems
out of the literature”, I have decided to keep Appendix A for the reader’s convenience.
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3 Fourier coefficients of the anti-diagonal

In this section we will prove Theorems 1.4, 1.5 and 1.6.

For a compact group K and h € A(K), the Fourier norm of h can be calculated from its
matrix-valued Fourier coefficients. We only need the case when K is a finite group; with our
earlier convention that o(h) = > h(z)o(x), we obtain

ds
IRl oy = D @HU(WM) : (3.1)
oeR

In particular, for finite G we can calculate AD(G) by working out the Fourier coefficients
of lagiag(c)» Which turn out to have an explicit and tractable form if one exploits Schur
orthogonality relations for G itself.

The calculation of the Fourier coefficients works just as well as for an infinite compact G,
provided that one regards 1,4i.g() as a singular measure supported on the anti-diagonal.
Given a Radon measure v on a compact group K, we define its matrix-valued Fourier coeffi-
cients (m(7)),cz as integrals in the weak sense, i.e.

<ﬂwanwzlgwwkmwww> (6. € Hy)

For K finite, we may view v as a function on K, and then this definition of 7(7y) agrees with
the earlier notation used in Section 2.2 for finitely supported functions on discrete groups.
Given a compact group G equipped with a choice of Haar measure u, we introduce a
Radon measure (29 on G x G, which is defined to be the image measure of p (also called the
pushforward measure of p) with respect to the embedding adiag : G — G x G. Explicitly,

/ f@wMM@@wwz/f@wlmmw (f € C(G % G)). (3.2)
GxG G

Note that if G is finite and p is counting measure, then the Radon-Nikodym derivative of
1@ with respect to counting measure on G x G is Ladiag(G)-

REMARK 3.1. If G is finite, but we chose to equip G and G x G with their uniform measures,
as is more common when discussing Fourier analysis on compact groups, then the Radon-
Nikodym derivative of 1(29) with respect to uniform measure on G x G would be |G [Tadiag(G)-

DEFINITION 3.2. Let H be a Hilbert space. The flip map on H ®o H is defined to be the
unique bounded operator Xy : H®9 H — H ®9 H which satisfies X (£ ®¢") = £ @€ for every
£, e H.

PROPOSITION 3.3 (FouriAer coefficients of the anti-diagonal). Let G be compact and let i, plad)
be as above. Let m,0 € G. Then

0 if m oo,

A WG Xe if T =0, (3.3)

(m® o) (neV) = {

where by mild abuse of notation X, denotes the flip map on Hj.

Proof. By linearity and continuity it suffices to check that the identities in (3.3) hold when
both sides are evaluated on elementary tensors in H, ® H,. Let £&,n € H, and ¢ 0 € H,.
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Then
(r ® o) (D) (€ @ €)@ ) = / (r(@)e, ) (0 )€ ) dpD ()

GxG

B /G (m(2)&,n) (o (2" ') dp(x)
_ /G (w(2)& ) (o (@), ') du(x)

By the Schur orthogonality relations for G, the right-hand side vanishes if m ¢ o, while for
T = o we have

| w@t i@ e dua) = "2 e =1 e 0 O e)

as claimed. 0

REMARK 3.4. When dim(H ) < oo there is an explicit formula for Xz with respect to a choice
of o.n. basis for H and the ensuing o.n. basis for H ®9 H (in fact, this was how the formulas in
Proposition 3.3 were originally obtained). Let (E;;) be the standard matrix units for M, (C)
and consider ZZj:l E;; ® Ej; viewed as an operator on C" @ C". A direct calculation shows
that this operator implements the flip map, and hence it equals X¢n.

The referee has pointed out that this formula can be extended to an arbitrary Hilbert
space H: fixing a maximal orthonormal family (e;);cr in H and defining corresponding “matrix
units” E;; € B(H), we have Xy = ZZ je1 Eij ® Eji where the infinite sum denotes unordered
convergence (over finite subsets of I) in the strong operator topology of B(H ®4 H).

The proof of Theorem 1.4. It suffices to prove the first equality in (1.3), since the second one
is Johnson’s formula (1.1). Let G be a finite group. Then B(G x G) = A(G x G), so applying
Equation (3.1) with K = G x G yields

dﬂ' g
AD(G) = |’1adiag(G)“A(Gxg) = Z G fG’ [(m ® p)(ladiag(G))H(l) :

(m,0)EGXG
Note that we may identify (G x G)" with G x @; and if 7,0 € (A?, Proposition 3.3 gives

0 if m o,

X Ladiag(G)) =
(7 ® 0)(Ladiag(G)) {dﬂllG\Xw if m=o,

and so

d:)? |G
AD(6) = X L iy

el
Note that X, is a Hermitian involution on H,; ®2 H., and so with respect to a suitable o.n.
basis of Hr ®2 Hy it is represented by a diagonal matrix with &1 entries. Hence |[Xz|) =
dim(H, ®2 H;) = (d:)?, and the desired identity for AD(G) follows. O

While Proposition 3.3 does not apply to infinite discrete groups, it does suggest how we
might proceed for groups which have a well-behaved notion of Fourier transform and Fourier
inversion. However, since 1,giagr) does not belong to A(I' x I'), we cannot calculate its
Fourier—Stieltjes norm by a direct application of the Plancherel theorem for I' x I'. Instead,
our strategy is to exploit results of Arsac, developed in [Ars76, Section 3G], which provide an
isometric identification between certain subspaces of B(I" x I") and spaces of “operator-valued
measures” on (I' x T')". The following is a special case of [Ars76, (3.55)].
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THEOREM 3.5 (Arsac) Let G be a second-countable Type I group, and fiz a measurable selec-
tion (He, Be) for G. If 1 is a o-finite Borel measure on G and T = (T) s a p-measurable
operator field acting on H, such that

= [Ty dnz) < o
then the function V,(T) : G — C defined by

(T (s) = /G Te(T 6. (s)) du(2)

belongs to B(G) and satisfies |V, (T)|lg = [T, ,-

REMARK 3.6. The drawback of appealing to Theorem 3.5 as a black box, is that both the
proof and statement of that theorem ignore the extra structure present when G has the form
I' xI'. The arguments in [Ars76, Section 3G] use the stratification of G according to the
degrees of irreps, but for a product of two groups G = (1 x Ga this stratification does not
“see” how an irrep of G might decompose as a tensor product of irreps of G; and Go, and
in the case where G; = G2 the stratification does not detect the “diagonal subset” inside G.
(This is why we require something like Proposition 2.15 in our approach.)

ze@

1T

We will also need the following property of the flip map, which we state as a separate
lemma since it has independent interest. It can be derived using the formula in Remark 3.4,
but we shall give a co-ordinate free proof.

LEMMA 3.7. Let B and C' be trace-class operators on a Hilbert space H. Then
Tr(Xy - (B® C)) = Tr(BC).

Proof. By linearity and continuity it suffices to prove this when B and C' are rank-one op-
erators on H, say B(§) = (€, 52)p1 and C(n) = (n,v2)m for some 1, 52,7v1,72 € H. Then
BC(n) = (n,72){71, B2)B1, and so

Tr(Xg - (B® C)) = Xg(B1 @), B2 @ 12) = (71, B2)(B1,72) = Tr(BC)

as required. ]

The proof of the main formula (Theorem 1.5). The idea of the proof is to construct an ex-
plicit operator field T over (I' x I')", and a Borel measure (4 on (I' x I')", such that in the
notation of Theorem 3.5 with G =T" x I we obtain W ) (T) = ladiag(r)-

Let (CH*), a,) be the measurable selection for T that is provided by Lemma 2.13. By
Proposition 2.15 we may identify (I x F)A, equipped with the Borel o-algebra generated by
the Fell topology, with the product measure space I' x I' (we suppress explicit mention of the
bijection J in order to simplify notation). With this identification made, routine calculations
show that (CU®) @y CH®) oy @ ) is a measurable selection for (' x T')".

Moreover, since [ is a standard measure space, the diagonal subset of [ xTis measurable,
and the diagonal embedding diag : [ — T x I is a measurable function. Hence, the following
constructions are well-defined:

e the image measure on T x T’ obtained by pushing forward Plancherel measure v on T
along diag — this is a Borel measure (9 on T x F satisfying

/ h(z,y) dv'D (2, y) = /Ah(y,y) dv(y)
IxT T

for every bounded measurable function h;
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e a measurable operator field T' = (Tff:y)(x )T acting on CH®) @, CH®) defined by
Tyy =Xy and Ty = 0 if z # y.

Here X4 denotes the flip map on C? ®y C%. As seen earlier, 1Xally = d?. Since v is a
finite measure and maxdeg(I') < oo, this shows that T is integrable in the sense required by
Theorem 3.5 (we shall give a more precise calculation later).

Now, given s,t € T', and using our identification of (I" x F)A with T’ x f,

U ) (T)(s,t) = /f - Tr(Tyy (0 @ o) (s, 1) dv'D (2, y) (definition of W(T))

= /fTr (Xay) - (az(s) ® ay(t))) dv(y)  (definitions of VD and T)

— [ Trtays)ay 1)) dviw) (Lemma 3.7
r

= (Js,6(t-1y) (Equation (2.3)).
Thus W) (T) = Lagiag(r)- Hence, by Theorem 3.5, AD(I") = HTHl,ll(d)’ which in turn is equal
to

J 1Ty 0G) = [ Wa ) dvto) = [ dtw)? dvio)

A r r

as required. ]

REMARK 3.8. It seems plausible that Theorem 1.5 could be extended to cover uncountable
VA groups, but to the author’s knowledge, the only way to show this would be to develop non-
separable analogues of the results in [Ars76, 3G]. This is rather annoying since Arsac’s results,
as stated, rely on the classical disintegration results listed in [Dix77], which in turn are built
on results for fields of von Neumann algebras that are usually developed under countability
assumptions. It is probably also necessary to develop a version of Theorem 3.5 which is
adapted to groups with a product decomposition, to avoid dealing with the countability
assumptions used in Section 2.4. While not necessarily difficult, in total this work would be
laborious, with limited rewards since Theorem 1.5 is most useful for countable groups anyway.
We have therefore chosen to avoid such technicalities in this paper.

Let us now see how the main formula can be applied to prove the sharp lower bound
(Theorem 1.6).

PROPOSITION 3.9. Let I' be a countable VANA group and let 0y = {r € T:d, = 1}. Let v be
Plancherel measure on I', normalized so that [sdy dv(w) =1. Then v(Q1) < 1/2.

Proof. Pick x and y in I with zy # yz, and note that whenever = € 4, m(zy) = w(yz) is a
complex number of modulus 1. The Plancherel formula (Equation 2.3) then gives us

0= <6xy,5yx>£2(r) = /fTr(ﬂ(a:y)w(ya;)*)dy(Tr) =v() + /f‘\ﬂ Tr(m(zy)m(yz)*)) dv(n)

and so
v < | [ Trayn) ) do(m) < [ dedutm
F\Ql F\Ql
:/Ad7T dl/(ﬂ')—/ dr dv(m)
T of)
=1—-v().
Rearranging gives 2v(£2;) < 1 as required. O
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The proof of Theorem 1.6. The second statement follows from the first statement and the
fact that AM(A(G)) > AD(Gy) for any locally compact group. Hence it suffices to prove that
AD(T") > 3/2 whenever I' is non-abelian.

Since AD(T') = +o0 if T is not virtually abelian, we may assume without loss of generality
that T' is VANA. Pick z,y € T' which do not commute, and let Ty be the subgroup of I’
generated by x and y. Then Iy is countable and VANA. For each n € N; let Q,, = {7 €
To: dr = n}. Then by Theorem 1.5

AD(To) — v() = > nv(Qn) =Y 2n0(Q) = 2(1 — v(Q). (3.4)

n>2 n>2

Rearranging and using Proposition 3.9 yields AD(I'g) > 2 — 1/2 = 3/2. By monotonicity of
AD (Proposition 2.9) we deduce that AD(I') > AD(I'g) > 3/2, as required, O

In the next section we will characterize those non-abelian groups for which our lower bound
on AD is sharp. To motivate some of the techniques, we finish this section by returning to an
earlier example and calculating its anti-diagonal constant.

ExaMPLE 3.10. Let Hy be the group from Example 2.2. Recall that Hy is non-abelian yet has
no finite non-abelian subgroups; in particular it is not of the form (finite)x (abelian). Despite
this, we shall see that it attains the lower bound in Theorem 1.6.

The irreps of Hs can be found by a standard application of the Mackey machine, with
details in e.g. [Foll6, Section 6.8]. We only require the following facts:

e cvery such representation is either 1-dimensional or 2-dimensional;
e if 7 is a 2-dimensional irrep of Hl, then 7(0,0, [1]) = —Is.

Let v be Plancherel measure on Hy. The first property implies that 1 = v(1) + 2v(Qg). If
we put x = (1,0,[0]) and y = (0,1,[0]), direct calculation shows that [z,y] = zy(yx)~! =

(0,0,[1]). Arguing as in the proof of Proposition 3.9, we obtain

0 = (0zy, Oya) = /Gﬁ\ dr Tr(w([z,y])) dv(m) = v(Q1) — 2v(Q2).

Therefore v(€1) = 1/2 and v(Q2) = 1/4, which yields AD(Hz) = v(Q1) + 4v(22) = 3/2.

4 Characterizing groups with anti-diagonal constant 3/2

In this section we show that the groups I' satisfying AD(I") = 3/2 are exactly those satisfying
II': Z(I')| = 4 (Theorem 1.7). Note that we do not impose any countability restriction on I'.
However, since our “main formula” for the anti-diagonal constant is only established for
countable VA groups, our approach inevitably passes through the countable setting.
Although the natural approach is to start with the condition AD(T") = 3/2 and see what
can be deduced, it is convenient to set up some general tools that can be used repeatedly.

DEFINITION 4.1. For a group I' let comm(I") = {[x,y]: z,y € T'}.

Note that e € comm(T"), and | comm(I")| = 1 if and only if I" is abelian. Thus the groups
I’ for which |comm(I')| = 2 are, informally, the non-abelian ones where there are as few
commutators as possible. This has strong structural consequences; in particular, it follows
from Lemma 4.2(i) below that such groups are nilpotent of class 2.

17



LEMMA 4.2. Let T be a group satisfying | comm(I")| = 2, and let z be the non-identity element
of comm(T").

(i) 22=e and z € Z(T).

(ii) Letm € T withd; > 1. Then 7(z) = —I;. Hence, if x and y are noncommuting elements
of T, the operators mw(x) and ©(y) anti-commute, that is w(x)n(y) + 7 (y)7(z) = 0.

Proof. If ¢ is an automorphism of I' then it maps comm(T") \ {e} to itself. Thus z is fixed
by every automorphism of I', in particular by all inner automorphisms, so z € Z(I"). Since
([a,0]))~1 = [b,a] for every a,b € T, we have z=! € comm(T") \ {e} = {z}. That is, 27! = 2.
This proves part (i).

Let 7 € T with d, > 1. Since z € Z(T') and 7 is irreducible, 7(z) € CI; by Schur’s
lemma. Moreover, 7(z) = 41 since 22 = e. Suppose 7(z) = I;: then since comm(I') =
{e,z} we have [r(a),n(b)] = m([a,b]) = I for all a,b € T'. But this implies that 7(T")
is abelian which contradicts irreducibility of w. Therefore n(z) = —I, and since 7(z) =
7(x)m(y)m(z) 1w (y)~t, rearranging gives 7 (z)7w(y) = —m(y)m(z). This proves part (ii). O

The relevance of the condition |comm(I')| = 2 to the study of AD(T") is not immediately
apparent, but is partially explained by the next two results. In both results we restrict
attention to countable VA groups, to make use of the Plancherel identity (2.3).

PROPOSITION 4.3. Let A be a countable VA group with Plancherel measure v. Let Qy = {7 €
A:dr =1}. Then |comm(A)| =2 if and only if v(21) = 1/2.

Proof. We may assume that A is non-abelian (since this follows from either of the assumptions
| comm(A)| =2 or v(Q;) = 1/2).

Note that Re Tr(V') < d, for any unitary V € U(H,), with equality holding if and only if
V = I,;. Hence, as already observed in the proof of Proposition 3.9:

—Trm(z)dv(m)

for all z € comm(A) \ {e}, v() = /A\Q

= /A Re Tr(—n(2)) dv(n)
Ao

< /A d.. dv(r) =1 (),
Ay

and equality holds if and only if 7(z) = —I,; for v-a.e. m € A\ Q.
Note that v(€2;) = 1/2 if and only if v(£2;) = 1 — (). By the previous remarks, the
following statements are therefore equivalent:

(i) v(1) =1/2;
(i) m(z) = —I, for every z € comm(A) \ {e} and v-a.e. 7 € A\ €.

If | comm(A)| = 2, then (ii) holds by Lemma 4.2(ii). On the other hand, suppose that (ii)
holds. Let z,2' € commA \ {e}. By assumption 7(z) = x(2') for v-ae. 7€ A\ Qy; and
for every m € Q1 we have m(z) = 7(z’). By injectivity of the non-abelian Fourier transform
(or, alternatively, by applying the Plancherel identity (2.3) to (d,,d,/)) it follows that z = 2’.
Thus | comm(A)| = 2. O
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LEMMA 4.4. Let A be a countable VA group and let 0, = {m € A dy = n}. Let v denote
Plancherel measure on A. The following are equivalent:

(i) AD(A) =3/2;
(i) v(1) =1/2 and v(Qy,) =0 for all n > 3.

Proof. We already observed in the proof of Theorem 1.6 — specifically, in the inequality (3.4)
— that AD(A) > 2 — v(Q4), with equality if and only if n?v(Q,) = 2nv(Q,) for all n > 2. In
turn, this is equivalent to requiring v(2,,) = 0 for all n > 3.

Now, Proposition 3.9 implies that 2—v/(£21) > 3/2 with equality if and only if v(Q;) = 1/2.
Thus (i) and (ii) are equivalent. O

Let us sketch where we are headed. Lemma 4.4 and Proposition 4.3 indicate that, at least
for countable groups, the assumption AD(A) = 3/2 places strong restrictions on both the set
of commutators in A and the set of possible degrees of irreps of A. These restrictions turn
out to imply that for any non-central x € A, the centralizer of z has index 2 in A but also
contains Z(A) as a subgroup of index 2; this will immediately imply that |A: Z(A)| = 4. In the
converse direction, if I' is any group (not necessarily countable), assuming that |I': Z(T')| = 4
turns out to have strong structural consequences for I', which can be used to control both
comm(T") and the degrees of irreps of T

For technical reasons, let us switch attention from the assumption AD(I") = 3/2 and its
consequences to the assumption |I': Z(T')| = 4 and its consequences. The following basic
group-theoretic lemma can be found as a standard exercise in various texts.

LEMMA 4.5. Let A be a non-abelian group. Then AJZ(A) is not cyclic. In particular
|A: Z(A)| > 4.

Outline of a proof. The first part follows from a stronger statement: if A is a group and N is
a normal subgroup contained in Z(A) such that A/N is cyclic, then A is abelian. To prove
this, lift the generator of A/N to some r € A, and note that A = ., "N C U, ez Z(A).
For the second part, it suffices to note that all groups of order < 3 are cyclic. ]

The next result characterizes the groups in which the centre has index 4, as those non-
abelian groups where the set of commutators and the set of degrees of irreps are as small as
possible. We have not found it stated in the literature, so we provide a detailed proof, since
it may have interest independent of the application to anti-diagonal constants. Note that we
do not require any countability assumptions.

THEOREM 4.6. Let I' be a group. The following conditions are equivalent.
(i) |T': Z(I)| = 4.
(ii) |comm(T")| =2 and maxdeg(T") = 2.

(iii) |comm(T)| = 2 and {7 € T': d; < 2} separates the points of T.

REMARK 4.7. The equivalence of parts (ii) and (iii) is a special case of general results for the
maxdeg function, which follow in turn from results on polynomial identities for noncommuta-
tive algebras. However, this does not seem to significantly shorten the proof of the equivalence
(iii) == (i), which is what we need in the application to AD(T").
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Proof of Theorem /.6(1) = (ii). Note that the commutator map I' x I' — I" factors through
(T'/Z(T)) x (T'/Z(T")). More precisely, let ¢ : ' — I'/Z(T') be the quotient homomorphism,
and define an equivalence relation ~ on I' by z ~ y <= ¢(z) = ¢q(y). Given z ~ 2/ and
y ~ 3y, a direct calculation shows that [z,y] = [2/,y/]. Therefore, if T is a transversal for Z(T")
in I'; we have comm(I") = {[z,y]: =,y € T'}.

Since I'/Z(T") is non-cyclic (Lemma 4.5) and has order 4, it must be isomorphic to the
Klein-four group, and hence has the the following properties:

e cach non-identity element has order 2;
e any two elements commute with each other;

e multiplying two distinct non-identity elements gives the third non-identity element.

Choose a transversal {e,a, b, c} for Z(I') in I'. Then the properties listed above imply:

-1

a~atb~ble~e and ab~ c~ba,bc~a~ cb,ca~b~ ac.

Since a ~ a~! and b ~ ac, we have

1

[a,b] = [0}, ac] = a (ac)a(ac) ™ = ¢, al;

and since a ~ ¢b ~ ¢b™!, we also have
[a,b] = [eb™ 1, b] = (b1 )b(be )b~ = ¢, b].

Thus [a,b] = [c,a] = [¢,b]. By symmetry, these identities remain valid under any permutation
of the symbols a,b,c, so we also obtain [b,c] = [a,b] = [a,c] and [c,a] = [b,c] = [b,a]. We
have shown that [a, b], [b, c], [c, a], [b,a], [, b], [a, c] are all equal; denoting their common value
by zg, it follows from our previous remarks that

comm(T") = {[z,y]: 2,y € T} = {e, z0}.

Thus | comm(T")| < 2, and equality must hold since T is non-abelian.

Now let ™ € T with dr > 2; we must show that H, is 2-dimensional. Pick x and y in
I' which do not commute. Their images in I'/Z(T") are distinct, and so they generate all of
I'/Z(T), by the properties of the Klein-four group mentioned above. Hence I' is generated
by {z,y} U Z(T'). Moreover, m(Z(I')) C CI, (by Schur’s lemma), and so 7(I") is generated
by {m(x),n(y)} U CI;. Therefore, if we can produce a 2-dimensional subspace V which is
7(x)-invariant and 7 (y)-invariant, this will force V' = H by irreducibility.

Let v; be an eigenvector of 7(y), with eigenvalue A, and let v = w(z)v;. Since I'/Z(T") is
commutative, [x,] is central in ', and so by Schur’s lemma 7([z,y]) = pl, for some® p € C.
Thus n(z)n(y) = pr(y)mw(x), which implies m(y)ve = Apwvi. Also, since every element of
I'/Z(T) squares to the identity, 22 € Z(T') and once again Schur’s lemma yields 7(x)? € CI,.
Hence 7(z)vy = m(z%)vy € Cvy. Thus V := lin{vy, ve} is an invariant subspace for 7(z) and

7(y), as required. O

Proof of Theorem 4.6(ii) = (iii). This follows immediately from the fact that I' separates

the points of I" (note that this does not require any form of the Plancherel theorem). O
5In fact, it follows from the proof of Lemma 4.2 that u = —1, but this is more than we need.
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To complete the circle of implications in Theorem 4.6, we need a closer look at m(T") when
w € I' with d, = 2. For clarity, we isolate some steps in a preliminary lemma. We denote by
Zr(x) the centralizer of an element x € T'.

LEMMA 4.8. Let T be a group with | comm(T)| = 2 and let 7 € T with dy = 2. Let x € T\ Z(T).
(i) If c € Zr(z) \ Z(I), then w(c) is a scalar multiple of w(x).
(ii) If a,b € T\ Zr(z), then w(a~1b) commutes with m(z).

Proof. We start by diagonalizing the matrix m(x). Since m(z) is unitary, its eigenvalues lie
on the unit circle. On the other hand, pick y € T' with zy # yx. Then by Lemma 4.2(ii),
7y~ Hm(x)n(y) = —7(x); taking traces on both sides and rearranging yields Trn(z) = 0.
Therefore 7(x) has distinct eigenvalues A and —\ for some \ € T, and by taking corresponding
eigenvectors vy and v_ we obtain a basis for H,. If ¢ € Zp(z)\ Z(T'), then since 7(c) commutes
with 7(x) it must be diagonal with respect to the basis {v4,v_}. But since ¢ is non-central,
repeating the argument used for 7(x) shows that the eigenvalues of 7(c) lie on the unit circle
and sum to zero. Thus 7(c)vy = Fpvy for some p € T, so that m(c) = A~Lun(x), and we
have proved part (i).

1 0
0 -1
represented by the matrix AJ with respect to the basis {v4,v_}. Now let a,b € T' with
ax # xa and bx # xb. By Lemma 4.2(ii), the operators 7(a) and 7(z) anti-commute. A direct
calculation shows that an element of M3(C) which anti-commutes with J must have zero
entries on the diagonal, and so 7(a) swaps the two subspaces Cvy and Cv_. The same is true
for 7(b), and so w(a~1b) = w(a)~'7(b) preserves each of these subspaces, i.e. it is diagonal with
respect to the basis {v,,v_}. Hence 7(a~'b) commutes with 7(x), and part (ii) is proved. [

For part (ii), it is convenient to introduce the matrix J = , so that 7(z) is

Proof of Theorem 4.6(iii) = (i). Pick a non-central z € I'. We will show that |Zr(z): Z(T')| =
2 and |T': Zp(z)| = 2, which together imply that |I': Z(T')| = 4.

For convenience let Q, = {7 € I': d, = n}. We know that Zp(z) 2 Z(I')U zZ(T). To
prove the converse inclusion, let ¢ € Zp(z) \ Z(T). It suffices to prove that x~tc € Z(T),
and since 1 U Qy separates the points of T, it suffices to prove that w(z~'c) € CI, for all
m € Q1 UQg. This holds trivially if 7 € Q;, and for 7 € Qg it follows from Lemma 4.8(i).

Similarly, to prove that |I': Zr(x)| = 2, let a and b be elements of I' \ Zp(z). It suffices to
prove that m(a=1bx) = m(za~1b) for all 7 € Q1 U Q. This holds trivially if 7 € , and for
7 € Q9 it follows from Lemma 4.8(ii). O

We can now give a proof of Theorem 1.7 for countable groups.

e Let A be a countable group satisfying AD(A) = 3/2. Since AD(A) < oo, A is virtually
abelian. Let v be Plancherel measure for A. By Lemma 4.4 v(Q) = 1/2 and v({r €
A:dy > 3}) = 0. Hence, by Proposition 4.3 |comm(A)| = 2. Moreover, if z,2’ € A
satisfy 7(z) = m(2') for all # € A with d; < 2, then by injectivity of the non-abelian
Fourier transform (or, alternatively, by applying the Plancherel identity (2.3) to (d,, 6,))
we must have x = a’. By (iii) = (ii) in Theorem 4.6, |[A : Z(A)| = 4.

e Conversely, suppose A is a countable group with |A : Z(A)| = 4. By (i) = (ii) in
Theorem 4.6, | comm(A)| = 2 and maxdeg(A) = 2. In particular, {mw: d; > 3} is empty
and so has measure zero, while by Proposition 4.3 v(£21) = 1/2. Applying Lemma 4.4
in the other direction we conclude that AD(A) = 3/2.
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To obtain the general case we need another group-theoretic lemma.

LEMMA 4.9 (Control by finitely generated subgroups). Let I' be a group and let m € N.
If |A: Z(A)| < m for every finitely generated subgroup A < T, then |T': Z(T)| < m.

Proof. We prove the contrapositive statement. Suppose |I': Z(T')| > m + 1, and pick a,. ..,
am-+1 in I' which belong to different cosets of Z(I'). Then for each (i,j) € N? with 1 < i <
j <m+1, we have a; 'a; ¢ Z(T), so there exists t;; € I' such that a; 'a; does not commute
with ¢;;. Let A be the subgroup of I generated by {a1,...,amy1}U{tij: 1 <i<j<m-+1}
Then A is a finitely generated subgroup of I', and |A: Z(A)| > m+1 since aq, . .., amym41 belong
to different cosets of Z(A). O

Proof of Theorem 1.7 in the general case. Suppose I' is a group with AD(I") = 3/2. Since I’
is non-abelian, |I': Z(I')| > 4 by Lemma 4.5. It suffices to show that [I': Z(I')] < 4. Let
A < T be a finitely generated subgroup. If A is abelian |A: Z(A)| = 1. If A is non-abelian,
then by our sharp lower bound (Theorem 1.6) and monotonicity of AD (Proposition 2.9),
3/2 < AD(A) < AD(T") = 3/2. So AD(A) = 3/2, and since A is countable, the previous
reasoning tells us that |[A: Z(A)] = 4. Thus |[A: Z(A)| < 4 for every finitely generated
subgroup A <T'. By Lemma 4.9 |I': Z(T")| < 4, as required.

Conversely, suppose I is a group satisfying |I': Z(I')| = 4, and pick z,y € I which do not
commute. By countable saturation for AD (Proposition 2.10) there is a countable subgroup
Ao < T such that AD(Ag) = AD(T'); taking A to be the subgroup generated by Ay and {z,y},
we see that A <T'is countable and non-abelian, and AD(A) = AD(I") by monotonicity of AD.
Hence |A: Z(A)| > 4 by Lemma 4.5. On the other hand, since Z(A) 2 An Z(T),

IA: Z(A)| < |A: AN Z(D)| < |T: Z(T)| = 4,

and so |A: Z(A)| = 4. Since A is countable, the previous reasoning tells us that AD(A) = 3/2,
and so AD(T") = 3/2 as required. O

5 Examples where AD(G) is as large as possible

In this section we prove Theorem 1.10. We shall build up to this result in stages. Through-
out this section, [I',T'] denotes the subgroup of I' generated by the set of commutators (the
commutator subgroup or derived subgroup of T").

LEMMA 5.1. Let T" be a countable VA group, equipped with counting measure, and let v be the
corresponding Plancherel measure on T'. Let Q1 = {r € T': dy = 1}. If [T, T] is infinite then
v() =0.

Proof. We prove the contrapositive statement Assume )y has strictly positive measure, and
for each x € T" put h(x fQ . Note that h(z) = v(Q1) > 0 for all z € [[',T']. We

claim that h € ¢2(T). Assummg for the moment that this holds, we deduce that
0 < |[ T 20 () < Al < oo

and conclude that |[I",T']| < oo as required.
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The claim follows from non-abelian Fourier inversion for I', but we can give a proof that
only requires® Equation (2.2). Let f € coo(T), and note that by interchanging finite summa-
tion with integration we have

S f@he) =3 £() /

z€l z€l Q

7r(gn)dv(7r):/Q 7(f) dv(m).

Therefore, applying Cauchy—Schwarz and Equation (2.2) yields

1/2
> f@)h(x)| < v()'? (P dv(m)) < v(@)2) ], -
Q

zel

By standard duality arguments in ¢?(T') we deduce that ||hll, < v(Q1)/? < oo, as claimed.
This completes the proof. ]

REMARK 5.2. The proof of Lemma 5.1 can be generalized to any 2nd-countable unimodular
Type I group G, and yields the following result: if the commutator subgroup in G has non-
compact closure, then the set of one-dimensional representations is a Plancherel-null subset
of G. We leave the details to the reader, since we have no applications at present for this
more general result.

PROPOSITION 5.3. Let I" be a countable, VA group. Suppose that the following two conditions
hold:

(i) [I',T] is infinite;
(i) there exists some d > 2 such that dr € {1,d} for all 7 € T'}.
Then d = AD(T') = AM(A(T")) = maxdeg(T").
(Example 3.10 shows that the assumption (i) is necessary.)

Proof. Recall (see (1.5) above) that by results in [Run06] we have d = maxdeg(I') > AM(A(T") >
AD(T). It therefore suffices to prove that AD(T") = d.

Let v be the Plancherel measure on I' corresponding to counting measure on I'. By
Assumption (ii),

1= /Ad7r dv(m) = v() + dv(Qq),
T
while by Theorem 1.5,

AD() = [ d2 dv(m) = v() + d*v(Qy).

Hence AD(T") = v(1) + d(1 — v(€1)). But, by Assumption (i) and Lemma 5.1, v(€;) = 0,
and the result follows. ]

~—

LEMMA 5.4. Let N be a torsion-free LCA group, let m > 2, and let o : Cpy — A\ut(N). Let
G = N %, Cy, be the corresponding semidirect product. Then d | m for all m € G.

5That is, we only need the fact that the non-abelian Fourier transform is an isometry from £*(T) to a
suitable space of operator fields, rather than the subtler issue of characterizing the range of this isometry.
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Proof. This follows from (a simple case of) the Mackey machine, as described in e.g. [KTISA}.
Given x € N, let D, denote the stabilizer of x with respect to the adjoint action of C}, on N,
and let Gy, = N X, D, C G. Then each 7 € G is unitarily equivalent to one obtained by
inducing some one-dimensional representation G, — T. (See [KT13, Theorem 4.40] for a
more general result.) In particular, d. = |G: G| = |Cp,: Dy, which divides |Cy,| = m by
Lagrange’s theorem. O

The proof of Theorem 1.10. Recall the setup: N is a torsion-free LCA group, p is a prime,
and G = N X, C), for some non-trivial action a. By Lemma 5.4 we have maxdeg(G) < p. (In
fact, equality holds, but we will obtain this for free later on.)

By assumption there exists g € N whose a-orbit contains at least one other point of .
Let Ngo be the subgroup of N (not necessarily closed!) that is generated by this orbit; then
Noo is countable, torsion-free abelian, and a-invariant. Let I' = Nog X Cp: this is a subgroup
of G4, and so by monotonicity of AD,

AD(T) < AD(Gy) < AM(A(G) < p. (+)

Now observe the following:

i) Let x1 be any point in the C,-orbit of zo with x1 #% xy. Since xy and z; are conjugate
Yy P P JUug
inI', zy 121 is a non-trivial commutator in I'; also z = Nog, which is torsion-free.
Thus [I', I'] contains a free abelian subgroup, and in particular is infinite.

(ii) Applying Lemma 5.4 with IV replaced by Nog, and recalling that p is prime, we see that
d. € {1,p} for every m € I.

Applying Proposition 5.3 we conclude that AD(I") = p, and so all the inequalities in (x) must
be equalities. 0

6 Concluding remarks and further questions

The most obvious and important question is:

QUESTION 6.1. Do we always have AM(A(G)) = AD(Gy)?

In light of the good functorial properties of AD, a positive answer would provide new tools
for estimating or calculating amenability constants of Fourier algebras (c.f. Remark 1.3).

To see why the answer to Question 6.1 is not obvious, we give a sketch of how the inequality
AM(A(G)) > AD(Gy) is proved in [FR05, Run06]. By definition, AM(A(G)) is the infimum
of norms of virtual diagonals for A(G). We will not define virtual diagonals here: they are
elements M € (A(G) ® A(G))** satisfying certain algebraic properties, where & denotes the
projective tensor product of Banach spaces. There is a linear contraction

J:AG)RAG) = AGXG), J(fog)(xy) =flr)gly™"),

which extends to a linear contractionNJ: (A(G) ® A(G))*™* — B(G4 x Gg). Moreover, the
algebraic properties of M imply that J(M) = 1,4iag(c)- Hence

AD(Ga) = [[Ladiag() llp = f [IM]| = AM(A(G)).

The point is that for non-abelian G, J is never an isometry (although it is bijective if G is
virtually abelian), and J is not a quotient map of Banach spaces. Hence even if one knows
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that the set J 1 ({1adiag(c) }) contains a virtual diagonal M, there is no immediate reason why
one should be able to find such an M whose norm equals that of 1,4iag()-

On the other hand, if G is finite and non-abelian, then even though J : A(G) ® A(G) —
A(G x G) need not be isometric we know from Theorem 1.4 that we do have AM(A(G)) =
AD(G). So if there is a group G for which AM(A(G)) > AD(Gy), there must be some deeper
obstruction behind this which is not visible for finite groups; Theorem 1.10 shows that we can
have groups that look very different from “finite times abelian” where AM(A(G)) = AD(Gy).

An additional motivation for Question 6.1 is that a positive answer, combined with Theo-
rem 1.7, would give a complete characterization of those locally compact non-abelian G where
AM(A(G)) attains its minimal value. We phrase this as a separate question, which might be
easier to attack directly.

QUESTION 6.2. Which non-abelian G attain the minimal value for AM(A(G))?

If AM(A(G)) = 3/2 then, since G is non-abelian, our sharp lower bound (Theorem 1.6)
implies that
3/2 < AD(Gy) < AM(A(G)) =3/2

and so by Theorem 1.7 |G: Z(G)| = 4. Thus Question 6.2 is really asking if the converse
holds, i.e. does |G: Z(G)| = 4 imply AM(A(G)) = 3/2? (For finite groups, the answer is
positive by Theorem 1.4.)

QUESTION 6.3. Can we classify those I" such that 3/2 < AD(I") < 27

Note that if A is countable and |[A, A]| is infinite, then by Lemma 5.1 and the main formula
(Equation (1.4)) we have AD(A) > 2. Hence the condition that AD(T") < 2 forces [I',T'] to be
finite (if it were infinite then there would be a countable A < I' witnessing this). There is a
substantial literature on groups whose commutator subgroups are finite (so-called FD groups)
and one might be able to use known structure theory to attack Question 6.3. Progress might
also result from a good answer to the following problem.

QUESTION 6.4. Can we bound maxdeg(G) from above by some explicit function of AD(Gg4)?

This was done for finite groups in [LLW96, Theorem 4.9] but to the author’s knowledge
it remains an open problem for infinite VANA groups.
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A Comparing é\l X é\z and (G x Gg)/\ as topological spaces

The main purpose of this appendix is to show how the result for general locally compact
groups that was stated in Remark 2.16 can be derived from standard ingredients in [Dix77].
(However, for acknowledgement of other coverage in the literature, see the author’s note at
the end of Section 2.4.) We restate the desired result for the reader’s convenience.

PrOPOSITION A.1. Let G1 and Go be locally compact groups, and let J : é\l X é\z —
(G1 x G2)" be defined by J([r1], [m2]) = [r1 @ 2. Then J is continuous and relatively open.

This result was suggested to the author by the referee, who observed that it is a special
case of general results concerning states on C*-algebras and the corresponding GNS represen-
tations. To fix notation: for a C*-algebra A, we write S(A) for the set of states on A, equipped
with the relative w*-topology inherited as a subset of A*. Given C*-algebras A and B and
states f € S(A) and g € S(B), the linear functional f ® g : A ® B — C extends uniquely to
a state on the maximal C*-tensor product A ®max B. We then have the following result.

PROPOSITION A.2. Let A and B be C*-algebras and let D = A Quax B. The function T :
S(A) x S(B) — S(D) which sends (f,qg) to f ® g is a homeomorphism onto its range (where
the range is given the subspace topology).

The following proof is based on a sketch provided by the referee.

Proof. Let ((fi,9i))ica be a net in S(A) x S(B) and let (f,g) € S(A) x S(B).

Suppose (fi,gi) — (f,g) in S(A) x S(B). Then fi(a) — f(a) and g;(b) — g(b) for each
a € Aand b € B, and so (f; ® g;)(w) — (f ® g)(w) for each w € A ® B. Since A ® B is
norm-dense in D and the net (f; ® g;) is bounded in D*, it follows that f; ® ¢; > f ® ¢g in
S(D). This shows that T is continuous.

We now claim that the converse holds: if f; ® g; — f ® ¢ in S(D), then f; — f in S(A)
and g; — g in S(B). Assuming this claim for the moment: by considering nets that only take
two values, we see that T is injective (since we are dealing with Hausdorff spaces); and then
by considering general nets, we see that T—1 : T(S(A) x S(B)) — S(A) x S(B) is continuous,
as required.

It remains to prove the claim. Let a € A and b € B: we aim to show that fj(a) = f(a)
and ¢;(b) — g(b). To motivate the proofs, note that the special case where A and B are unital
follows immediately from the following calculations:

fila) = (fi®g)(a®1p) = (f@g)(a®1p) = f(a),
gi(b) = (fi®gi)(1a®b) = (f ®g)(1a®@b) = g(b).
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For the general case, let Af be the positive part of the closed unit ball of A, and define
By similarly. Given € € (0,1/4), choose z € A] and y € B such that f(x),g(y) € [1 —&,1].
Since f ® g = w*lim; f; ® g;, we have

1> fi(2)gi(y) = f(2)g(y) —
>(1—¢)2—e?2=1-2¢ for all sufficiently large .

Since fi(z)gi(y) < gi(y) < 1, it follows that g;(y) € [1 —2¢, 1] for all sufficiently large i. Hence,
for all such 1,

|fila) = fa)| < [fi(a) = fila)gi()| + [ fi(a)gi(y) — f(a)g ()| + | f(a)g(y) — f(a)]
< 2¢l|all + |fi(a)gi(y) — fa)g(y)| + ella]

where the middle term tends to 0. Thus |f;(a) — f(a)| < (3]|a|| 4+ 1)e for all sufficiently large i.
This proves that f(a) = lim; f;(a), and a similar argument shows that g(b) = lim; g;(b). O

REMARK A.3. The argument above works if D is replaced by the completion of A ® B in
any C*-tensor norm, so it might seem more natural to use the minimal tensor product. Our
choice is motivated by the application to (full) group C*-algebras: if G; and Gy are locally
compact groups, then C*(G1 x G2) = C*(G1) ®max C*(G2).

To avoid ambiguity in what follows: a “representation” of a C*-algebra A means a non-
degenerate *-homomorphism A — B(H) for some Hilbert space; “irreducible” means topolog-
ically irreducible; and “equivalence” of representations means unitary equivalence. We then
write A for the set of equivalence classes of irreducible representations of A; this carries a
canonical topology.

In the remainder of this appendix, we show how Proposition A.2 implies a corresponding
result for the topological spaces A Band D (Corollary A.5 below), of which Proposition A.1
is a special case. We start with a quick sketch of basic facts concerning tensor products of
representations, whose proofs we could not find in [Dix77]. Given representations 7 : A —
B(H) and o : B — B(K), the homomorphism 7 ® 0 : A® B — B(H ®2 K) extends uniquely
to a representation of D = A ®pax B (other C*-tensor norms work just as well). Importantly,
if 7 and o are irreducible then 7w ® ¢ is also irreducible. The easiest way to see this, given the
material in [Dix77], is as follows:

e by a version of Schur’s lemma for representations of C*-algebras (see [Dix77, Proposition
2.3.1], we have w(A) = CIy and o(B) = Clg;

e since m and o are non-degenerate representations, an approximation argument shows
that the SOT-closure of m(A) ® o(B) inside B(H ®2 K) contains both 7(A) ® CIx and
Clg ® o(A);

e by basic calculations with commutants, we deduce that (7 ® o)(D) = Clyg,x, and
then apply the other direction of Schur’s lemma.

We therefore obtain a well-defined function
J:AxB—=D, (o))~ [r®o0] (A1)

Given f € S(A), the corresponding GNS representation 7y : A — B(Hy) is irreducible if
and only if the state f is pure ([Dix77, Proposition 2.5.4]). Therefore, writing P(A) for the set
of pure states on A, there is a well-defined function g4 : P(A) — A, f — [n]. Furthermore,
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if f € P(A) and g € P(B), and f ® g denotes the corresponding state on D, then 7tg, can
be identified with 7y ® 7, : D — B(Hy ®2 Hy) which is irreducible by our earlier remarks,
and so f ® g is pure. Thus T': S(A) x S(B) — S(D) restricts to a well-defined function
P(A) x P(B) — P(D), and we have a commutative diagram:

P(A) x P(B) — X P(D)
qu (A.2)

B 7 D

Note that g4 is surjective ([Dix77, Section 2.4.6]). Moreover, when P(A) is given the
relative w*-topology and Alis given its canonical topology, g4 is continuous and open ([Dix77,
Theorem 3.4.11]). Similarly ¢p, ¢p and g4 X gp are all continuous open surjections. We are
therefore in a position to apply the following lemma.

LEMMA A4. Let X, X', Y and Y’ be topological spaces. Suppose there exist continuous open
surjections qx : X' — X and qy : Y' — Y, and suppose there exist functions f' : X' — Y’
and f: X =Y satisfying qy f' = fqx.

(i) If f" is continuous, then so is f.
(i) If f" is relatively open, then so is f.

The proof is an elementary exercise in general point-set topology (no need for nets) and
we leave it to the reader to check the details. Applying this lemma with X’ = P(A) x P(B),
Y = D, etc. and appealing to Proposition A.2, we obtain the following result.

COROLLARY A.5. The function J from Equation (A.1) is continuous and relatively open.

Finally, let us specialise to the case where A = C*(G1) and B = C*(Gy) for arbitrary
locally compact groups G1 and Go, and D = C*(G1 xG2) = C*(G1)@maxC*(G2). As explained
in [Dix77, Section 13.3], for any G there is a natural identification of G with (C*(@G))", and by
definition the Fell topology on G corresponds to the canonical topology on (C*(G))". Thus
Proposition A.1 is a special case of Corollary A.5.
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