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Do we need a revolution in theory for Al, or do we already have the theoretical tools to understand
this transformative technology? The answer to that question is an important one for all scholars
studying this new technology.

On the one hand, we already have a range of theoretical frameworks that can help us understand Al
technologies. Realist International Relations (IR) theory is a useful starting point. Are we to discount
core concepts like the ‘security dilemma’ when analysing AI?' This concept suggests that
development of offensive capabilities by one state causes fear and mistrust in others, which leads to
arms races. Are arms race dynamics in evidence in the sphere of military AI? Many seem to think
s0.2 Other realist theory posits that Al will affect the global balance of power, which seems a
compelling argument in the context of Vladimir Putin’s comment, the state that leads in Al will be the
‘ruler of the world’.* Realism has been an influential theory within IR for over a century and there’s a
reason why — its assumptions and propositions can be applied across time and space to new and
emerging issue areas such as Al

The same could be said of liberal internationalist and institutionalist IR theory. Whether it’s the
emergence of a new Al ‘regime’* - a system of rules, protocols, and governance mechanisms to
mitigate threats to international security, the ‘absolute gains’ that international institutions can
provide, including through providing greater transparency around technology and opportunities for
consultation, mediation and dialogues, or indeed the emergence of Al as a form of ‘soft power’.’
These tenets of liberal IR theory would seem to have a lot to offer for our understanding of Al and to
provide a pre-existing conceptual platform that we shouldn’t ignore.

The more ‘critical’ body of theory also has a lot to say about the emergence of Al, including in
military and defence contexts. My own work on the securitisation of AI° suggests that the discourse
of existential threat that is often associated with Al (General Al and Superintelligence in particular)
serves political and commercial purposes, including generating funding for new military Al projects.
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The literature that has already emerged on Al and data colonialism,” Al as an extractive technology,®
and the racial bias that often exists in the data that Al relies on,’ is illustrative of how Marxist,
Feminist, Postcolonial and Poststructuralist approaches to IR can enhance our understanding of Al’s
social and political effects and implications.

All these theories are applicable and revealing for our understanding of Al — their ‘explanatory power’
is something predicated on the assumption that technologies are embedded in human, social and
political systems, and we already know quite a lot about how these work.

The challenge that must occupy us as Defence, Security and International Relations scholars is to
push these theories forward, to refine them and develop them for a new technological context. In
doing do, we need to think beyond our disciplinary boundaries and silos. As scholars of Al, we
should spend as much time reading computer science journals as IR ones. Take for example the
practice of ‘data poisoning’ — one of the most prevalent ways that Al models and algorithms can be
corrupted and attacked. Computer science academics have written extensively on the technical means
and mechanisms available to poison data.'® But there has been almost nothing written on the social
and political causes and consequences of this increasingly important threat to Al security.

You’d think we might want to work with and engage with Linguistics as a discipline as we tackle the
risks posed by Large Language Models, and, if Al systems are ‘neural networks’, talking to
psychologists about the cognitive effects of the deployment of Al technologies in military strategic
contexts will be as important as understanding how Al will influence the way we think and behave.

If we want to understand why Al tools are being ‘rushed to release’, often with adverse consequences
(the cyber and social risks associated with the release of Chat GPT, for example),'' then the field of
economics may provide crucial insights, including in understanding commercial Al processes in the
private sector, such as how security is too often an afterthought in software development.

Our problem is we are not doing enough of this type of cross disciplinary engagement and
collaboration. If that doesn’t change, IR and Security Studies will stagnate and be less and less able to
provide the analytical insight and organising concepts that are relevant to policy makers.
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