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[bookmark: _Toc175208691]Introduction

It is not sufficient to recognize law as a system, we must see that legal systems are complex systems. In a ‘complex’ system, structure emerges spontaneously as the result of the interactions between the component elements in the system as they encounter new information. Our contention is that legal systems are complex systems, and that to better make sense of Law we must look to the insights from complexity theory.  In this chapter we outline the origins of complexity theory in the natural and social sciences, and the value it offers to legal analysis over other systems theory approaches to law.

Complexity 

Complexity theory emerged in the second half of the twentieth century. It developed in the natural sciences as a way of explaining the ways order could arise without the need for a central controller or guiding hand. In a complex system, the structure of the system emerges spontaneously as the result of the interactions of the component elements in the system as they encounter new matter, energy, or information. Complexity challenged the hegemony of the reductionist scientific method, which had dominated since the Enlightenment, by questioning whether reductionism could fully explain all natural phenomena. Reductionism is predicated on the assumption that any subject of scientific study can be fully understood provided we can completely quantify its component elements. The insight from scientists working on, for example, the weather, the brain, and environmental ecosystems was that many subjects of scientific study could not be understood in this reductionist way. The properties of these ‘complex’ systems were seen to be the result of the qualities and actions of the individual component elements and their interactions with each other, and their reactions to events in their environment. The behaviours of the individual component elements in these complex systems were often governed by simple rules that could be explained by the reductionist method (e.g., the life cycle of a butterfly), but the emergent system level properties of complex systems – resulting from the interactions of the component elements with each other, and their reactions to events in their environment – was not so easily explained. As the complexity theorists John Miller and Scott Page observe: 

‘The ability to collect and pin to a board all of the insects that live in the garden does little to lend insight into the ecosystem contained therein’ (Miller and Page 2007, p. 10).  

In complex systems, the whole was seen to be ‘more than the sum of its parts.’ Merely knowing how all the individual components would behave was not, then, enough to understand how the whole system would behave. This understanding has led to complexity theory revolutionising many areas of the natural sciences, with its core insights being adopted by social scientists to provide a better way of thinking about human social existence. 
Key features of complex systems 

Melanie Mitchell gives the following two definitions of a complex system: (1) a system in which large networks of component elements with no central controller or guiding hand and simple rules of operation give rise to complex collective behaviour; and (2) a system that exhibits emergent and self-organizing behaviours (Mitchell, 2009, p. 13). From this understanding, we can identify the following core features of complex systems:
1. Complex systems have emergent properties
2. Complex systems are self-organising  
3. There is an arrow of time in complex systems
4. Complex systems are open systems
5. Complex systems are adaptive
6. Complex systems can evolve rapidly and radically

1. Complex systems have emergent properties.

In a complex system, the actions and interactions of the (lower-level) component elements result in the emergence of (higher-level) system properties; these (higher-level) system properties are different from those properties of the (lower-level) component elements; the (higher-level) system properties then influence the behaviours of the (lower-level) component elements that brought the (higher-level) system properties into existence in the first place, giving structure to the system. This has been called ‘order for free. Order arising naturally’ (Waldrop, 1994, p124, emphasis in original).  Examples of order arising naturally include starling murmurations and the responses of schools of fish attacked by a predator. In both cases, there is no central controller or guiding hand telling the animals how to respond; system-level behaviour (i.e., flock-, school-level behaviour) emerges because of a multiplicity of individual actions and reactions. 

2. Complex systems are self-organising.

The fact complex systems are ‘self-organising’ necessarily follows from the recognition that complex systems have emergent properties. Self-organisation in complexity theory refers to the process by which the interactions of component elements result in the bottom-up emergence of a system, without the need for any central controller or guiding hand. Complex systems ‘self-organise’ in response to new matter, energy, or information from the environment; thus, self-organisation can be thought of as ‘the creative, self-generated, adaptability-seeking behavior of a complex system’ (Goldstein, 1999, 56).  When applied to the study of human societies, complexity tells us that complex systems emerge where the actions and interactions of individuals settle down to create a stable network of relationships. Because social existence necessarily anticipates some degree of co-ordination and co-operation, those within the system must be able to communicate about shared goals and the common good.  This allows for standards and expectations to emerge, often expressed in the language of norms – and sometimes the language of legal norms (Sawyer, 2005, p. 219).

3. There is an arrow of time in complex systems.

Complex systems always move from the past, through the present, and on to the future, changing as the result of the contingent actions and interactions of their component elements.  In the natural sciences, the Second Law of Thermodynamics tells us that (closed) systems fall apart and decay over time. However, in open complex systems, so long as there is a constant input of new matter, energy, or information from the environment, the system does not fall apart and decay, but evolves over time, from the past, through the present, and into the future (Prigogine, 1980, p. 106). The Nobel prize winner, Ilya Prigogine has shown that this Arrow of Time in complex systems is a consequence of the fact the system evolves as the result of the contingent actions and interactions of its component elements, meaning there is no guarantee that, if we could rewind and replay the story of the system’s evolution, the same component elements would act in the same way again, in the same circumstances (Prigogine and Stengers, 2017). This Arrow of Time can be seen in complex human systems (Prigogine, 2000), with the consequence that history matters and that two similar complex systems, even those with the same starting conditions, will never develop in exactly the same way. The history of complex systems is not defined by major events but contained in the emergent consequences of every single action and interaction of the system’s component elements over time. 

4. Complex systems are open systems.

The component elements in a complex system not only interact with other component elements in the system, but they also interact directly with elements ‘outside’ the system boundary in the ‘external’ environment, including with ‘other’ complex systems.  There are significant implications to accepting the open nature of complex systems. Principally, the terms ‘outside’, ‘external’, and ‘other’ must be viewed as a short-hand, because complex systems are simultaneously both open to their environment, while retaining a boundary that distinguishes ‘system’ from ‘not-system’; a paradox we will return to later. Moreover, observers of complex systems need to be able to distinguish ‘the system’ from ‘its environment’ (Webb, 2013). The identification and description of ‘the system’ in complexity theory is then, in part, observer-independent (i.e., a brute fact of the physical universe that does not depend on the conclusions of the observer – e.g., the brute facts of the weather, plants and animals, and human social interactions), and, also, in part, observer-dependent, with those trying to understand the system developing working models that seek to make sense of the way ‘the system’ functions in ‘its environment’ – and describe the way the system works (Rescher, 1998, pp. xiii-xvii).

5. Complex systems are adaptive.

Complex systems change all the time as the component elements respond to changes in matter, energy, or information in the environment.  In the biological world, organisms evolve in response to changes in their environment to survive, for example in response to adaptations made by their predators or prey.  This is called the Red Queen effect, the idea that a species must constantly adapt to maintain its relative ‘fitness’ in the environment (Lewin, 1992, 57-62; Ruhl and Salzman, 2003).  Human social behaviours also constantly evolve in response to changes in the environment. Take the example of businesses operating in a market economy. As Carson and Flood note, a business exists in a competitive market environment, in which both it and its competitors seek to gain an advantage (e.g., increased profits), meaning that a business which does not adapt may fail or become less suited to its environment (e.g., making no profits) (Carson & Flood, 1988, pp. 11-12).  This is not to say there is a perfect business model towards which the company will be evolving.  The business may have found a good ‘fit’ in the business landscape, and to move to a ‘better’ (more profitable) place may involve too great an interim cost. Moreover, path dependence tells us that firms are likely to carry on doing what they are already doing –  for the simple reason that is what they have always done (Arthur, 1994). The use of QWERTY keyboards on smart phones is a good example of path dependence; it is not the most efficient key-layout, but it is the one almost-universally used in the West since Remington first mass-produced a typewriter in the late-nineteenth century (Waldrop, 1994, p. 35). All of this makes clear that, in business, as elsewhere in human social life, there is no perfect model to progress towards; there can only be the best fit available for now in a given context.

6. Complex systems have tipping points, when rapid, radical change occurs.

While complex systems often remain relatively stable for long periods, they can change radically and unexpectedly as the result of seemingly minor events. In non-complex systems (e.g. mechanical systems), the proportion of input is equivalent to the proportion of output – thus, adding heating energy to water will predictably increase the temperature, and depressing the accelerator on your car will predictably increase its speed.  However, in complex systems, the relationship between input and output is not proportionate, because the component elements in complex systems respond in emergent ways: New features and behaviours emerge from interactions that were not present in the component parts – meaning that complex systems can change rapidly and radically (Goldstein, 1999, pp. 59-62).  Thus, African desert locusts shift rapidly between solitary living to a swarming plague once the population density reaches a certain ‘tipping point’ (Pruitt, et al., 2018). This possibility for rapid and radical change makes the behaviours of complex systems difficult to predict. But this does not mean that complex systems are completely unpredictable, with every input resulting in a random output. Complex systems exhibit periods (sometimes long periods) of stability (e.g., seasonal weather patterns) because of the work of ‘attractors’, which are best thought of as gravitational forces that hold the system in a given structure – shaping the actions of the system and its component elements (Urry, 2003, p. 15). The structure holds until an unexpected event shifts the complex system to a new structure, a process that happens rapidly and always unpredictably – at a ‘tipping point’ (Lewin, 1992, 20-21).

Why lawyers should look to complexity theory (and not autopoiesis)

Complexity theory has revolutionised many areas of the natural sciences, and its core insights have been adopted widely by social scientists to provide a better way of thinking about human social existence, emphasising the importance of dynamic network connectivity, emergent properties, time, openness, change, unpredictability, and unexpected rapid change. Yet, despite complexity being well-established in the natural, economic, and social sciences, complexity theory has remained confined to small pockets of interest in legal thinking (Murray, 2008; Murray et al., 2018; Ruhl, 2008; Webb, 2014).  Instead, systems thinking in legal scholarship has been dominated by Niklas Luhmann’s, and latterly Gunter Teubner’s accounts of autopoietic legal systems theory (cf. Nobles and Schiff, 2020). We argue that complexity theory offers the better approach to systems thinking in law, over autopoiesis, for at least three reasons. 
First, complexity theory is better science. There is little reliance on autopoiesis in the hard sciences, and the journal Science, published by the American Association for the Advancement of Science, contains no serious references to ‘autopoiesis.’ By way of contrast, there are numerous references to ‘complexity’ and ‘complexity theory.’  The literature on social autopoiesis draws narrowly on the argument of the Chilean biologists, Humberto Maturana and Francisco Varela that a living ‘autopoietic’ system is its own product (Maturana and Varela, 1987, p. 49). On these limited foundations, Niklas Luhmann extrapolated a highly sophisticated, internally coherent theory of autopoietic social systems, arguing that the processes and characteristics of social systems are essentially the same as those of biological cells that behave ‘autopoietically’ (see, for example, Luhmann, 2004). The transposition of autopoiesis from biology to sociology required, however, the invention of new concepts not found in biological autopoiesis to make the sociological model coherent (e.g. structural coupling, Luhmann, 1992; and hypercycles, Teubner, 1993). Complexity theory, by contrast, is well-established in physics, chemistry and biology (see, for e.g., Kauffmann, 1993; Prigogine, 1987; Waldrop, 1994), has long since permeated economics (Arthur et al, 1997) and the social sciences (Byrne, 1998), and is studied extensively at research institutes throughout the world dedicated to the interdisciplinary study of complexity in the fields of biology, ecology, technology, and human social life (Theise, 2023, p. 24).  Unlike autopoiesis, complexity theory does not say that human social systems are qualitatively the same as biological cell systems. Instead, complexity transposes the same conceptual framework found in the natural sciences for understanding notions such as emergence, unpredictability, and interconnectedness into complex social systems, without the need for inventing new concepts not found in the scientific literature on complex biological systems. 
Second, the science of complexity has been more influential in developing metaphors in popular discourses, such as ‘attractors’, ‘butterfly effects’ and ‘tipping points’, that reflect the behaviours and characteristics of human society and the world around us. Complexity tells us, for example, that human societies can remain stable for long periods because of the pull of ‘attractors’ holding the society in a given configuration, e.g., feudalism, colonialism, democracy, and communism (Ruhl, 1996; Ruhl & Ruhl, 1997; Murray, 2008). Complexity also tells us that human societies can change rapidly and radically at ‘tipping points’, with change occurring as the result of seemingly minor events (the ‘butterfly effect’). Thus, the so-called Arab Spring pro-democracy protests of 2020 are often explained as having started when the street vendor, Mohamed Bouazizi set himself alight in protest at his treatment by local officials (“Arab Spring”, Encyclopedia Britannica, 2024). While the ability to devise a good metaphor is not in itself a signifier of the rigour of the underlying theoretical framework, our view is that complexity’s metaphors better capture the reality of social life than the claimed ontological truth of autopoiesis, that human life is organized by closed, autonomous communication systems (e.g., the legal system and political system), and not by networked human beings. In simple terms, complexity theory does not eliminate flesh and blood human beings from its explanatory account of the workings of human social systems. 
Third, complexity makes more sense in terms of the ways lawyers conceptualize legal systems. The concept of functional differentiation in autopoiesis asks us to think in terms of communication systems we cannot see, touch, or hear; we must accept, as an article of faith, the existence of autopoietic social systems, each of which is individually concerned only with one function of society (law, politics, etc). It asks lawyers to believe that law functions independently of all other social systems. Complexity, on the other hand, requires us to make sense of the emergent patterns of behaviours of an interactive network of judges, legislatures, litigants, businesses, social workers, politicians and policies, citizens etc., all of whom interact, giving rise to complex collective behaviours that can be observed in the patterns of legal communications.

Law & Complexity 

There are many thousands of references in the academic literature to ‘law’ & ‘complexity.’ Most are rhetorical and do not depend on the insights from complexity theory. In contrast to almost every other aspect of social scientific enquiry, relatively few lawyers make use of complexity theory (properly defined and understood), and even within this group, complexity is used in four conceptually distinct ways. These approaches can be disaggregated by asking two questions: (1) Does the work refer to emergence, or emergent phenomena (or not)? (2) Is the intention of the work to better understand and explain the law (the so-called ‘modern’ approach to complexity), or to make the unknowability of law and the ethical responsibility of lawyers, public servants, and others working with the law clear (the so-called ‘post-modern’ approach)? Depending on the answers, we get 4 different types of ‘law’ and ‘complexity’ argument. 
(1) The non-emergent / modern literature is interested in explaining the actions and interactions of legal system actors, without being interested in any higher-level, emergent system properties. The focus is often on explaining the networks of relationships between legal actors (e.g., courts) or between legal communications (e.g., court judgments). This body of work often draws on the mathematical theory of complexity outlined by computer scientists to develop computational algorithms to model complex systems, including legal systems. Good examples of this kind of writing can be found in Eric Kades’ article on the application of computational complexity theory to bankruptcy cases (Kades, 1997); and in a paper on Legal Hypergraphs from Coupette et al., in which they  created a visual representation of the networks of judgments of the Federal Constitutional Court of Germany, linked either because one judgment cites another, or because one judge sat with the same judge in the case (Coupette et al., 2024).  
(2) The non-emergent / post-modern literature draws a different conclusion from the problem of modelling legal systems. It regards any effort to perfectly describe the law (even using computational models) as asking the wrong questions, because any model of a legal system must decide what (i.e., which judgments, executive actions, by-laws, etc.) to include, and what to exclude, because to include everything would be to ‘describe’ the entire legal system, and not to ‘model’ it. Thus, the objective of non-emergent / post-modern writings is to make clear the limitations of any description of the workings of the legal system. Oona Hathaway’s work on the common law is good example of this. Hathaway makes the case that the common law system, which relies on judicial precedent, resembles an evolutionary biological system.  Change in both is, to some extent, ‘unpredictable’, but at the same time a product of ‘an existing stock of precedent’ (Hathaway, 2001, pp. 650-651). In a common law system, then, the law depends on the time-order of the judgements, the litigation strategies of the advocates, the views of the judges, and the characters of the judges sitting in final judgment. Hathaway’s is a non-emergent account because it treats the structure of the legal system as unfolding over time according to a constrained set of path-dependencies; it is a post-modern account because it views the evolution of the common legal system as unpredictable, depending on many factors, including the composition of the court of last instance. 
(3) The emergent / modern literature looks to explain the ways the legal system emerges through the actions and interactions of legal actors (legislators, judges, etc.). The literature here takes one of two forms: (i) Work in the philosophy of law that explains the existence of legal systems. Thus, for example, Steven Wheatley explains how international law emerges from the communication actions and interactions of States – and then binds those very States that brought the international law system into existence in the first place (Wheatley, 2019, p. 50); (ii) Writings that take seriously the complexity of the law when considering law reform initiatives. Thus, for example, Ruhl and Katz make the argument that ‘the legal system should be designed with its complexity in mind.’ This, then, is said to imply scepticism for top-down, centralized regulation, given the likely unintended consequences and co-evolution of connected systems, and preference for more flexible, decentralized forms of governance (Ruhl and Katz, 2019, p. 154). 
(4) The emergent / post-modern literature takes the insight that legal systems emerge and evolve as the result of the communication actions of lower-level elements, and then adds an ethical dimension, maintaining that, in their work within, and on, the legal system, legal actors have an individual ethical responsibility to do justice, especially justice to the suffering Other.  Julian Webb has, for example, made the case that ‘by developing a fuller understanding of what it means to say that law is a complex system, we can create new strategies for the normative reconstruction of law[,] using the postmodern (re-)awakening to the ethical as a basis for re-imagining law’s values, relationships and institutional settings’ (Webb, 2005, p. 228). Paul Cilliers likewise argues that, because we can never know the legal system in all its complexity, we should be careful about the claims we make about the law. Judges, for example, ‘cannot shift the responsibility for their judgement onto the law.’ They must take responsibility for their reading of the law: ‘The responsibility for the judgement, and for the consequences of the judgement – which are never fully predictable – will remain with those who judged.’ (Cilliers, 2016, p. 189). 

[bookmark: _Toc175208695]Key insights from complexity theory applied to law

We have made the argument that complexity theory thinking is useful to lawyers, and outlined several different approaches to making sense of ‘Law & Complexity.’ To demonstrate the value complexity theory can bring to understanding law, we now return to the key features of complexity theory outlined in the first section of our chapter, and explain what these concepts bring to our understanding of legal systems. Our view is that all legal systems are complex adaptive systems – complex systems with emergent properties, which evolve over time as the component actors in the legal systems respond to new information – and that we can only make sense of the law by looking to the insights from complexity theory. Complexity gives us, then, the possibility of a way of thinking about law, and a language to describe the law, that substantially better illuminates the workings of legal systems, and better makes sense of what law is, how law works, and what law can/not do. Specifically, we would emphasize the following core insights from complexity. 

[bookmark: _Toc175208697]1. Legal systems have emergent properties 

Complex systems ‘emerge’ from the actions and interactions of the lower-level component elements. When this happens, there will be system-level properties not found at the level of the component elements. These system-level properties will then influence the behaviours of the same component elements that brought the system into existence in the first place. In the words of the natural philosopher, Bernd-Olaf Küppers: ‘(1) The whole is more than the sum of its parts. (2) The whole determines the behaviour of its parts’ (Küppers, 1992, p. 243). Applied to law, we can say that the legal system emerges from the actions and interactions of its component legal actors, with the Law having system-level properties not found at the level of the legal actors. The legal system then influences the behaviours of the same legal actors that brought the system into existence in the first place. 
A good example of emergence in legal systems can be found in the international law rule, Pacta sunt servanda: ‘Every treaty is binding upon the States parties.’ A sovereign State can only be subject to the provisions of a treaty with its consent. Whilst consent can form the basis of agreement, it cannot explain why the agreement is binding. We cannot simply add together two expressions of consent to create a binding treaty; there must be something that makes the treaty binding. That something is the rule, Pacta sunt servanda, which emerged from the communication actions and interactions of sovereign States in their international relations. Through their actions and interactions, States manifested their acceptance of the rule (i.e., the Pacta rule ‘emerged’ from their interactions); the Pacta sunt servanda then binds the very same States that brought the rule into existence in the first place (Wheatley, 2019, p. 52). 
Emergence can also be seen in more institutionalized, State domestic legal systems – with their parliaments and courts, etc. In such systems, we see constitutional rules emerging from the communication actions of the legislature and the courts, with those emergent rules then influencing the behaviours of the same legislature and courts that brought the constitutional rules into existence in the first place. Take the example of constitutional conventions in the United Kingdom (Jennings, 1959; Marshall, 1986). These constitutional rules emerge through the behaviours of constitutional actors like the Monarch, the Westminster Parliament, and the Prime Minister. Once established, these emergent constitutional conventions then shape the behaviours of those same actors. The Cardinal Convention, for example, provides that the Monarch must follow the advice of their ministers.  The rule emerged in the 17th and 18th centuries, establishing the proper relationship between Monarch and Parliament, but it is routinely observed because the subjects of the rule (the King and his ministers) believe it should be observed. In other words, the Cardinal Convention that emerged from the behaviours of the Monarch and government ministers now binds the very same legal actors that brought the rule into being in the first place. 

[bookmark: _Toc175208696]2. Legal  systems are self-organising

Reference to complexity serves to remind us that the law is produced through the actions and interactions of legal actors (legislators, courts, advocates, litigants etc.), taking place against a background set of standards and expectations. There are hierarchies in relation to the various legal institutions (e.g., in the United Kingdom Parliament ‘outranks’ the executive), and legal instruments (e.g., in the United States the constitution ‘outranks’ ordinary statutes), but ‘there is no central controller [or guiding hand] pulling all the strings [in a legal system]’ (Ruhl and Katz, 2019, p.151).
The stability exhibited by self-organising legal systems can be explained by the existence of a background set of standards and expectations around the importance of stability, predictability, and clarity to the rule of law (e.g. Raz, 1979, pp. 198-202; Bingham, 2007, pp. 69-82). Complexity theory explains the stability of adaptive systems by reference to the presence of ‘attractors.’ In a legal system, ‘attractors’ represent agreement on the basic principles that underpin the legal system – e.g., the importance of legal rights and duties, of statutory rules and judicial decisions, of the rule of law and separation of powers, and the importance of constitutional and human rights, etc. (Ruhl and Ruhl, 1997, pp. 423-424). These attractors are an emergent property of the interactions of legal and constitutional actors – and, in turn, influence those actors. Different law systems can have different attractors, or the same attractors with different gravitational pulls (e.g., different understandings of the pull of human rights when challenging statutes). These attractors both frame day-to-day legal arrangements, and help to articulate disagreements about those arrangements, with the resolution either reinforcing the attractors or disrupting them.

[bookmark: _Toc175208698]3. There is an arrow of time in law systems

Given that law systems are complex systems, they will always move from the past, through the present, and on into the future – never the reverse: Past judicial precedents, accumulated over time, influence present judicial decisions, and in turn become the past decisions that form the foundations of future judicial decisions; Future judicial decisions never influence present-day judgments. Moreover, because the legal systems can never go backwards in time, ‘repealing’ legislation does not take the legal system back to the point the law was introduced: the law moves forward without the repealed legislation, but with a history in which that legislation was once in force – we see this clearly in a ‘post-Brexit UK’, where the influence of European Union membership continues to be felt in areas such as environmental law and employment law.  
The Arrow of Time in legal systems has important implications for legal reasoning. We always, for example, draw a distinction between the law ‘then’ and the law ‘now’ – and behaviours that were lawful ‘then’ (e.g., slave ownership, child labour, capital punishment) can be unlawful ‘now.’ While we must always apply the law from the position of ‘now’, we apply the law ‘then’ to the facts ‘then’ (this is the basic legal principle of the non-retrospective application of law). However, we always apply the law (‘now’) with the benefit of hindsight because we (‘now’) know things that we did not know (‘then’), and this has important implications for legal reasoning. We see this in the Chagos Archipelago proceedings before the International Court of Justice (Legal Consequences of the Separation of the Chagos Archipelago from Mauritius in 1965, Opinion, 25 February 2019). The United Kingdom had argued that its detachment of the Chagos Archipelago from Mauritius in 1965 was not unlawful, because international lawyers ‘then’ would not have recognized the existence of the right of peoples to self-determination ‘then.’ The ICJ disagreed, concluding that the self-determination norm crystallized with the adoption of the 1960 General Assembly resolution 1514 (XV), and that its customary status was confirmed with the adoption of the 1970 Declaration on Friendly Relations. But, of course, the ICJ could only look at the 1970 Declaration with the benefit of hindsight (i.e., from the privileged position of ‘now’), because, during the period in question (i.e., ‘then’ – in 1965), UK lawyers could not have known about the 1970 Declaration to be adopted in the future (Wheatley, 2021, 504).

[bookmark: _Toc175208699]4. Legal systems are open systems 

Complex systems are bounded systems and open systems, meaning that, strictly speaking, at their edges systems cannot be clearly differentiated from their environment.  The unclear boundaries of complex systems, the places where the system meets its environment, are points of constitution and contestation, with Paul Cilliers making the case that the boundary is both ‘something that constitutes that which is bounded’ but also ‘something enabling’ (Cilliers, 2001, 141).  This is because the boundaries of complex systems, and therefore our models of complex systems, are an important site for interaction and experimentation, allowing for the ongoing renewal of the boundary, and adding new communicative energy into the system.
The openness of legal systems helps us understand how law works in society. When we say the legal system is open, we do not mean it lacks a boundary, that it is just part and parcel of society as a whole. We are instead referring to how the legal system engages with society, as well as the implications this has for the inner workings of law itself, and our capacity as lawyers to develop frameworks that help us to understand and argue about law (Waldrop, 1994, p. 177). In an adversarial legal dispute, each party will present an account of the law that supports its position, but the two positions will, by definition, oppose one another.  The judges hearing these arguments will likewise form a view of what the law requires based on the evidence and argument put to them.  The capacity of law to facilitate these discussions, and to produce from it new legal meanings, or to consolidate existing positions, relies upon a system which is open to its environment. Take the example of the equalization between straight and gay people of the age of consent . When the European Court of Human Rights (ECtHR) looked at the issue in L. and V. v Austria, the Court reversed its own position in light of ‘recent research according to which sexual orientation is usually established before puberty’ (L. and V. v Austria, Application Nos 39392/98 and 39829/98, Merits and Just Satisfaction, 9 January 2003, para 47). In other words, the ECtHR looked outside of the law system, to developments in science, for its own understanding of the law on human rights, to conclude that straight and gay people had the right to the same age of consent. The boundary of human rights law was redrawn, and the law on gay rights rewritten, to include the insights from science regarding sexual orientation. 

[bookmark: _Toc175208700]5. Legal systems are adaptive 

All complex systems exist somewhere between entropy (where the system decays over time) and chaos (where too much activity makes stable structures impossible to maintain). While we contend that legal systems are complex systems, it is a basic tenet of law that legal systems should be relatively stable, and so predictable, over time.  This cornerstone of the Rule of Law would seem to militate against the kind of adaptability required by complex systems. But stability and stasis are not the same thing.  First the law demonstrates stability by not changing all the time. In any one year, in any legal system, there are few pieces of legislation and few significant court judgments - relative to the total content of law. The subjects of the law can, then, make plans on the basis of legal certainty. Thus, the law maintains stable expectations.  At the same time, the law establishes processes for changing these expectations, through the introduction of new statutes, changes to legal codes, and developments in judicial precedent.  Thus, the legal system exists somewhere between entropy (where old laws no longer make sense in the modern age) and chaos (where too much law making makes stable expectations impossible). Legal systems have mechanisms for managing this over time. Sometimes these are implicit in how the system work, and at other times they are express attempts to manage change. Thus, Section 3 of the United Kingdom’s Human Rights Act 1998 makes provision for judges to revisit previous understandings of the law, and to attempt to interpret them so that they align with the Human Rights Act 1998 and the underlying European Convention on Human Rights.  One of the classic cases demonstrating this is Ghaidan v Godin-Mendoza [2004] UKHL 30, in which the United Kingdom’s Rent Act 1977 was re-interpreted in a way which would allow the surviving partner in a same sex couple to succeed in their deceased partner’s tenancy.  This reading of the legislation could not have been in the contemplation of the Parliament which passed the 1977 Act, given prevailing social attitudes at the time.

[bookmark: _Toc175208701]6. Legal systems have tipping points, when rapid, radical change occurs

While legal systems can remain stable for long periods of time, changing only incrementally, abrupt and significant change can happen in response to events in the outside world. The reconfigured legal system will then settle down to a further period of stability, changing only incrementally.  Legal systems tend to organize around a set of deep structural rules that lend stability to system behaviour (e.g., constitutional rules). Negative feedback pushes a system toward stability (e.g., the importance of legal precedent). Positive feedback, by way of contrast, amplifies small changes because they run with the momentum of the system. At constitutional ‘tipping points’, the internal organisation of the legal system changes quickly and unexpectedly. This happens when the legal actors within the system react positively to events (including law events – like court judgments), pushing the internal organisation of the legal system to a new equilibrium point (where it settles down to a new period of stability). These constitutional tipping points (‘constitutional moments’) can be the result of seismic events, e.g., the establishment of the German Basic Law in 1949 following military defeat and occupation, or seemingly minor events, the implications of which cascade through the system changing the constitutional architecture of it, e.g., the adoption of the Human Rights Act 1998 in the United Kingdom that then allowed UK courts to directly address human rights issues in all domestic cases before them.   The possibility of rapid change does not, of course, preclude the ordinary incremental development of the law and legal system over time, rather it anticipates that, while many legal developments will conform in general terms to the parameters of the prevailing system, change of a different order may emerge unexpectedly as a result of any one of these same developments.

Conclusion

Legal scholars drawn to complexity theory – writing in areas as diverse as administrative law, business law, environmental law, health law, the regulation of the internet, international law, and the laws of war (Ruhl and Katz (2019) 148) – take seriously the ‘complexity’ of the law. They take seriously the importance of networked relationships between legal actors and the dynamic nature of law, which evolves as these actors respond to new information in the outside world, and the actions of other legal actors. They disagree on the importance of emergent phenomena in explaining the structure and workings of legal systems, and on whether the unknowability of law results in any personal ethical responsibility to do justice. However, legal scholars drawn to complexity are all convinced that a failure to foreground the ‘complexity’ of the law (properly understood, drawing on the insights from complexity theory) results in an impoverished understanding of Law and the workings of legal systems. 
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