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Exploiting quantum paraelectricity for advancing cryogenic quantum

measurements

Deepanjan Das

Abstract

Over a few decades, superconducting quantum devices have been at the forefront

of many advanced research and technologies in various disciplines such as quantum

computing and communication, high precision measurements, quantum information

processing and metrology, quantum sensing, detection techniques, and so on.

Although there has always been continuous endeavour to improve the readout signal

from these sensitive quantum devices, there are still many issues to be solved.

Signal power loss due to impedance mismatch along the readout line is one of

them. Another is that a very weak signal always requires amplification with least

thermal noise to be detected at room temperature equipment. Therefore, developing

a novel ultra-low noise cryogenic amplifier which can work in the presence of a strong

magnetic field, would be beneficial in advancing existing cryo-measurement setups.

The work presented in this thesis explores the potential of quantum paraelectric-

ity to improve the quality of radio-frequency (rf) and microwave measurements at

low temperatures. The quantum paraelectricity has been studied by characterising

an on-chip variable capacitor on top of a quantum paraelectric material (i.e.

strontium titanate and potassium tantalate). The initial study gives us an overview

of its dielectric nature in the presence of an external electric field in a cryogenic

environment (∼ 10 mK). After that, the material has been used to develop a lumped

element based impedance matching network that can be incorporated into a readout

line for rf and microwave measurements in a dry dilution refrigerator. The inherent

non-linearity has also been exploited through wave mixing techniques in order to

discover its ability towards parametric amplification.
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Chapter 1

Introduction

In recent years, the quantum-limited parametric amplifier (PA) [1–5] has become an

indispensable tool for sensitive quantum measurements at cryogenic temperatures.

These ultra-low-noise amplifiers (Josephson parametric amplifier (JPA) [6–8], kinetic

inductance parametric amplifier (KIPA) [9–13], and Josephson travelling wave

parametric amplifier (JTWPA) [14, 15]) have the potential for fast and high-fidelity

readout from a quantum device (such as qubits, quantum dots, etc.) [16–18]

operating at ultra-low temperatures. This type of amplifier is superior to a state-

of-the-art commercially available semiconducting low-noise microwave amplifier for

two reasons.

1. Unlike a semiconducting amplifier, a superconducting PA can be integrated on-

chip with quantum devices and can operate with near-zero power dissipation

at millikelvin temperatures. Thus, a PA can be used to avoid cable losses and

noise in between the device and the amplifier stage.

2. The noise temperature (which plays a vital role in determining the fidelity

of the measurement) of the superconducting PA is very low. This allows the

device to operate near the standard quantum limit (SQL).

However, a significant drawback of the Josephson junction (JJ) based amplifier is

that it cannot function in the presence of a high magnetic field as the external
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Chapter 1. Introduction

magnetic flux interferes with the nonlinear inductance of the JJ. Recently, a

KITWPA (kinetic inductance travelling wave parametric amplifier) [19] has shown

a remarkable improvement in this context.

1.1 Research motive

Eliminating the issue of the detection of an extremely weak signal could potentially

help to solve one of the greatest challenges in physics, the identification of dark

matter [20–23]. Assuming that dark matter is made of axions, it can be detected

with the help of an ultra-low noise parametric amplifier in the following way. In

a strong magnetic field, axions decay into photons, resulting in an extremely weak

electromagnetic signal. To measure such a tiny signal, a low-noise amplifier which

can be operated in an external magnetic field, is highly desirable to meet the SQL.

This experiment [QSHS] is a step towards identifying dark matter.

Figure 1.1: Schematic of the experimental setup for axion detection. The resonance
frequency of the cavity can be tuned by changing the position of a tuning rod inside
the cavity. Figure reproduced from [24] with author’s consent.

2 Go to Contents↑
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1.1. Research motive

Figure 1.1 shows the experimental setup, where the signal-receiving electronics

are connected to a resonant cavity maintained at the base temperature (below

10mK) of a dry dilution refrigerator. The cavity’s resonance frequency is tunable

via a rod controlled by a piezoelectric motor mounted on the 4K stage. A

superconducting magnet surrounds the cavity, providing a strong external magnetic

field. In this field, axions can convert into photons via the axion–photon coupling.

When the photon frequency matches the cavity’s resonance, a signal is generated and

collected by an antenna (indicated as the variable port in figure 1.1). This signal

is first amplified by a superconducting low-noise amplifier at 10mK. Additional

amplification stages at higher temperatures further improve the signal-to-noise ratio

(SNR), enabling detection with room-temperature electronics.

Since the superconducting low-noise amplifier is located in proximity to the

external magnetic field, it is essential that it operates reliably within this field while

still achieving performance at the SQL. This motivates me to conduct research on

developing a new kind of amplifier where instead of a nonlinear inductor, a nonlinear

capacitor can be a driving factor towards amplification which cannot be affected by

an external magnetic field. In this regard, a quantum paraelectric material [25–27]

could be the best fit due to its nonlinear permittivity at cryogenic temperatures.

The research presented in this thesis is a novel approach to using a quantum

paraelectric medium in the development of a parametric amplifier. Initially,

the cryogenic properties of this quantum paraelectric material were studied to

comprehend the underlying physics behind the nonlinear behaviour of the medium.

The investigation is extended further to the design of an impedance matching device

[28–32], which is essential for any measurement readout system to prevent power loss

in the output signal caused by impedance mismatch. Finally, the nonlinearity of the

quantum paraelectric medium is assessed for the parametric wave mixing process by

probing a superconducting resonator. Thus, this research work is inspired to harness

quantum paraelectricity for the advancement of cryogenic quantum experiments.

Go to Contents↑ 3



Chapter 1. Introduction

1.2 Thesis layout

This thesis describes a thorough investigation of quantum paraelectricity in a

cryogenic environment. The dielectric response and microwave properties of quan-

tum paraelectric materials [strontium titanate (SrTiO3) and potassium tantalate

(KTaO3)] have been studied to utilise them for developing a novel cryo-setup for

radio frequency (rf) and microwave applications of sensitive quantum systems.

Chapter 2 contains the principle of impedance matching, an introduction to

quantum paraelectricity, and the fundamentals of wave mixing in a nonlinear

medium (including parametric amplification).

A detailed electrostatic study of the quantum paraelectric material is presented

in chapter 3. Characterisation is performed through a concentric planar capacitor

made on top of the SrTiO3 chip. The impact of temperature and external electric

field on the dielectric nature of this material has been demonstrated in this chapter.

The evolution of a lumped element impedance matching device is described

in chapter 4. This chapter contains the simulation and experimental results of

impedance matching devices of different generations.

Chapter 5 focuses on exploring the nonlinearity of this material for wave mixing

processes. In this chapter a four-wave mixing scheme in a half-wave superconducting

coplanar waveguide resonator based on KTaO3 is studied.

The discussion in chapter 6 is oriented toward the future improvement of a

superconducting resonator design on a quantum paraelectric material to characterise

it as a parametric amplifier working in a three-wave mixing regime.

4 Go to Contents↑



Chapter 2

Literature review

In this thesis, mainly the two key problems associated with the reading of signals

from quantum systems that are sensitive to background noise along with cryogenic

measurement setups will be addressed. An ideal measuring unit has zero power

loss and the highest gain along the output line to detect an extremely weak

signal originated at low temperatures, with room-temperature equipment with high

background noise. Here, I address three challenges that will benefit from high-fidelity

readout.

1. Reading out a qubit via its quantum capacitance often suffers from impedance

mismatch, which can be eliminated by integrating a matching circuit into the

readout line. Moreover, to study the quantum state of these qubits requires a

fast and high-fidelity readout, which has been shown to be possible with the

help of a quantum limited parametric amplifier.

2. Searching for axions via their photon emissions in the presence of a high

magnetic field demands a novel cryo-setup including a lossless readout line

and an ultra-low noise amplification chain with high gain. The conventional

parametric amplifiers based on the Josephson junction (JJ) cannot be used in

this context, as they are not feasible to operate in an external magnetic field.

3. Cryogenic characterisation of nanomechanical devices based on carbon nan-
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Chapter 2. Literature review

otubes (CNTs) also requires impedance matching for maximum signal prop-

agation and a high-gain amplification for enhancing the signal-to-noise ratio

(SNR).

HEMT
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Quantum 

devices at 

10 mK

IMD

-5
1

 d
B

-5
1

 d
B

+
3

6
 d

B

300 K 

Cryostat
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C
ir

cu
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Figure 2.1: Schematic of a cryogenic measurement setup equipped with a JPA
(Josephson parametric amplifier) and an IMD (impedance matching device). LPF:
low-pass filter, HEMT: high electron mobility transistor amplifier

In order to develop a novel cryogenic setup (figure 2.1), I would first like to give

a brief overview of impedance matching networks. Then the next section discusses

how the quantum paraelectricity plays a role in making a matching circuit along

with a description of its cryogenic properties. This chapter ends with a review of

wave mixing and parametric amplification which is another possible application of

quantum paraelectric materials.
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2.1. Impedance matching

2.1 Impedance matching

In this section, the basic concept of impedance matching is illustrated along with

its importance in the field of radio-frequency (rf) and microwave engineering.

I will discuss different types of impedance matching networks [33] in different

implementations. The matching network [28–32] is placed between a load impedance

and a transmission line to avoid unnecessary loss of signal power by eliminating

reflections between unmatched segments of an electrical circuit. This network can

ideally give a perfect match (zero reflection) at a single frequency. The importance

of this matching network can be realised by the following points:

1. The impedance matching network enables the circuit to provide the maximum

power to the load.

2. This could potentially reduce the amplitude and phase errors of the signal.

There are several ways to design an impedance matching network depending on

the complexity, bandwidth, implementation, and adjustability. In this section, I will

explicitly discuss the matching networks with lumped elements (L-networks), while

giving brief overviews on other types of matching networks.

2.1.1 Matching with lumped elements (L-networks)

Probably the simplest form of a matching network is based on lumped elements,

where two reactive elements are used to match an arbitrary load impedance (ZL) to

a transmission line. This matching configuration consists of a series reactance (jX1)

and a shunt reactance (jX2) as shown in figure 2.2. The shunt element is generally

placed in parallel with the load impedance.

Go to Contents↑ 7
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jX1

ZS jX2 ZL

(a)

jX1

ZS jX2 ZL

(b)

Figure 2.2: (a) L-section Type-A, (b) L-section Type-B matching networks
between a source impedance (ZS) and a load impedance (ZL).

In either of the configurations, the reactive elements can be inductors (L) or

capacitors (C). If the series component is a capacitor and the parallel component is

an inductor, it is a high pass configuration, as shown in figure 2.3a. In the low-pass

configuration, a shunt capacitor is used as a short at high frequency as shown in

figure 2.3b.

C

ZS L ZL

(a)

CZS

L

ZL

(b)

Figure 2.3: (a) High pass configuration, (b) Low pass configuration

Matching network for a resistive source (RS) and a resistive load (RL):

Maximum power transfer from the source to the load can only be ensured when

RS = RL. To make it possible, a matching network can be placed as shown in figure

2.4. The matching of the two resistive elements using only reactive elements can be

done in the following way:

1. Place the right reactance (jX2) in parallel with RL so that the real (resistive)

part of the combination (jX2||RL) is equal to RS.

2. Place an equal but opposite (in sign) reactive element jX1 in series to cancel

8 Go to Contents↑



2.1. Impedance matching

out the imaginary (reactive) part of the combination (jX2||RL).

jX1RS

jX2 RL

Matching

Figure 2.4: Matching network for resistive circuit

L-section matching for a complex source and load: As shown in figure

2.2, we have two different network configurations to match the complex load ZL with

the characteristic impedance Z0 of the system. The choice of configuration depends

on the resistive part of the load (RL) and the characteristic impedance (Z0).

If RL > Z0 : Type-A L-section (the shunt element is next to the load)

If RL < Z0 : Type-B L-section (the shunt element is next to the source)

2.1.2 Other techniques for impedance matching

In this section I will briefly discuss different techniques for impedance matching for

different cases.

Single-stub tuning is a popular matching technique to avoid lumped elements,

since this uses a single open-circuited or short-circuited length of a transmission

line (called a stub). In this technique, the two tuning parameters are the distance

between the stub and the load, and the length of the stub section (since the

susceptance or reactance depends on the stub length). Depending on the connection

of this stub with the transmission feed line, there are shunt stub (where the stub

is connected in parallel with the feed line) and series stub (where the stub is

Go to Contents↑ 9



Chapter 2. Literature review

connected in series with the feed line). Shunt stubs are preferred for the microstrip

line or strip-line, while series stubs are preferred for slotline or coplanar waveguide.

Double-stub tuning is another way to perfect impedance matching where two

tuning stubs are used in fixed positions and the load could be at an arbitrary distance

from the first stub. This technique overcomes the disadvantage of the single-stub

tuner, which requires a variable length of line between the load and the stub if an

adjustable tuner is expected.

The quarter-wave transformer is used to match a real load impedance to

a transmission line. If impedance matching is required only for a very narrow

bandwidth, a single section of this transformer may be sufficient. For applications

demanding a broader bandwidth, it can be extended to a multi-section transformer.

The working principle of this kind of transformer is based on the theory of

small reflections [34]. There are binomial and Chebyshev multisection matching

transformers available in the field of impedance matching techniques. The binomial

transformers are used for a gradual impedance matching with very minimal ripple

in the passband while the Chebyshev transformers allow for ripple in the passband

for faster and steeper transition between impedance levels.

Another unique way to match an arbitrary real load impedance to a transmission

line over an expected bandwidth is the application of Tapered lines. There are

several types of taper, such as exponential taper, triangular taper, and Klopfenstein

taper [35, 36]. Among them, the Klopfenstein impedance taper is arguably the best

in terms of the optimum reflection coefficient over the passband.

To develop an L-section matching network, the choice of the right reactive

element is very crucial. In this regard, a dielectric material can be introduced

to make a reactive element (such as a capacitor). The following section focuses on

finding the right material for this purpose.

10 Go to Contents↑



2.2. Quantum paraelectricity

2.2 Quantum paraelectricity

Dielectric materials can be classified into ferroelectric, paraelectric, and quantum

paraelectric, based on their behaviour under the influence of an external electric

field and their ability to exhibit spontaneous polarisation.

• Ferroelectric materials exhibit spontaneous polarisation even in the absence of

an external electric field, which means that the electric dipoles are naturally

aligned in a particular orientation. However, the polarisation can be reversed

by applying an external electric field. Moreover, the material shows a hysteric

response since the polarisation depends on the history of the applied field.

• On the other hand, paralectric materials do not exhibit spontaneous polar-

isation at zero field. But they become polarised under the influence of an

external electric field, and the polarisation disappears upon the removal of the

field. Unlike ferroelectric materials, the paraelectric materials do not show

hysteresis.

• As a special class, the quantum paraelectric material unveils its characteristics

only at low temperatures. The cryogenic study of these quantum materials

near a quantum critical point has led to intriguing research in condensed

matter physics. Quantum paraelectric materials (such as SrTiO3, KTaO3) are

arguably one of the most studied materials of the perovskite family [25–27].

In this material, the development of spontaneous polarisation is suppressed by

quantum fluctuations [27], which prevent the material from being ferroelectric

even near the phase transition temperature. This phase transition temperature

is known as Curie temperature (T0) which defines the boundary between

ferroelectricity and paraelectricity. Above T0, ferroelectric materials become

paraelectric in nature. These incipient ferroelectric materials are characterised

by high dielectric susceptibility [37] at low temperatures, which does not quite

follow the classical Curie behaviour below a few tens of kelvin [38, 39]. The

Go to Contents↑ 11



Chapter 2. Literature review

ferroelectric state can be achieved with external perturbations such as pressure,

oxygen isotope substitution [40, 41] and strain [42].

Due to their exceptionally high susceptibility, quantum paraelectric materials appear

to be well suited as the foundation of the reactive elements in the matching networks.

However, further research is needed to properly evaluate their potential.

2.2.1 Paraelectric phase transitions

During the last few decades, careful measurements of the dielectric constants

of strontium titanate (SrTiO3) and potassium tantalate (KTaO3) were made at

different temperatures between 325K and 4K to determine the most appropriate

classical or quantum model which fit the experimental data to explain ferroelectric

phase transitions at low temperatures. This section is mainly about the evolution

of the models [43] to explain the phase transition.

A classical model, known as the Curie-Weiss formula, was initially used to explain

the phase transitions. The formula of the dielectric constant (ϵ) can be described as

follows:

ϵ = C/(T − T0) + ϵ0 (2.1)

where C is the Curie constant, T0 is the Curie temperature, T is the sample

temperature, and ϵ0 is a temperature-independent constant that was not included

in the original formula. In 1952, Barrett [43] modified the classical model by

introducing a quantum-mechanical treatment of ionic polarizability in the following

way.

ϵ(T ) =
C

(T1/2) coth (T1/2T )− T0

+ ϵ0 (2.2)

where, T1 = hν/kB, where kB is the Boltzmann constant, h is the Planck constant

and hν is the energy level difference of the harmonic part in the potential energy. In

1997 Vendik [43], introducing a measure of the density of defects and inhomogeneity,

12 Go to Contents↑



2.2. Quantum paraelectricity

modified the model further which can be described as

ϵ(T ) =
C/T0

[
√

ξ2 + η3 + ξ]2/3 + [
√

ξ2 + η3 − ξ]2/3 − η
+ ϵ0 (2.3)

where ξ2 = ξ2B + ξ2S, ξB is the normalized bias field, ξS is a measure of the density

of defects and inhomogeneity, and η is a parameter directly associated with the

interaction between two sublattices coupled by a nonlinear elastic interaction.

ε′
′

D
ie
le
ct
ri
c
co
n
st
an

t,
ε′

Temperature (K)

(a)
ε′
′

D
ie
le
ct
ri
c
co
n
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an

t,
ε′

Temperature K

(b)

Figure 2.5: Dielectric response of (a) KTaO3 and (b) SrTiO3. For both (a) and
(b) the main plot is the real part (ε′) and the inset is the imaginary part (ε′′) of the
dielectric constant. Figure reproduced from [43] with publisher’s consent.

Figure 2.5a shows the temperature dependence of the real and imaginary

dielectric constant of the KTaO3 along (100). The real part (ε′) increases

significantly as the temperature goes below 100K. But for the imaginary part

(ε′′) , there are different peaks between ∼ 45K and ∼ 65K which are dependent

on the measured frequency. Again, it is enhanced below ∼ 10K. The real part of

the dielectric constant was analysed on the basis of Barrett’s and Vendik’s models

with and without considering ξ. Introducing ξ to Vendik’s formula greatly improved

the fitting of the nonlinear curve, especially below 10K. In this sense, it could be

concluded that Vendik’s formula can more appropriately describe the permittivity

of KTaO3 than Barrett’s formula.

Figure 2.5b describes the impact of temperature on ε′ (the real part of the
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dielectric constant) of SrTiO3 along (110). ε′′ is also plotted in the inset. Similarly

to KTaO3, ε
′ for SrTiO3 also goes higher as the temperature drops below 100K,

although the highest values of that are different. From the plot below [figure 2.6],

we could say that Vendik’s formula with ξ ̸= 0 fits the best to the experimental

data. Significant enhancement of the imaginary dielectric constant below 20K and

small peaks between 10-20K could be caused by a few extrinsic factors such as

impurities and conditions of sample preparation or oxygen vacancies. The quantum

paraelectric state of SrTiO3 is stabilised by structural distortion, and if there are no

distortions, SrTiO3 would undergo a ferroelectric phase transition around 30K.

Figure 2.6: Comparison of fits between Vendik’s formula and Barrett’s formula to
ε′ of SrTiO3 along (110). Figure reproduced from [43] with publisher’s consent.

2.2.2 Microwave properties of the paraelectrics

The microwave dielectric properties of single-crystal quantum paraelectrics (KTaO3

and SrTiO3) at cryogenic temperatures are studied in order to use them in the field of

low-loss tunable microwave filters. In section 2.2.1 , the discussion is mainly focused

on characterising the permittivity at different temperatures. Here I am going to
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2.2. Quantum paraelectricity

discuss how the loss tangent of these paraelectric materials depends on frequency

and temperature.

Figure 2.7a describes the dielectric loss tangent (tan δ, defined as the ratio

between the imaginary (ε′′) and real part (ε′) of the relative permittivity) as a

function of frequency (f) at different temperatures for a highly pure single crystal

SrTiO3. The loss tangent generally incorporates both surface losses (originating

(a) (b)

(c)

Figure 2.7: (a) tan δ vs frequency for SrTiO3 at different temperatures, (b) tan δ
for KTaO3, (c) Comparison between SrTiO3 and KTaO3. Figure reproduced from
[44] with publisher’s consent.

from amorphous interfaces) and substrate losses. Figure 2.7c shows that as the

temperature decreases from 300K to 5.4K, the loss tangent of SrTiO3 initially

decreases and below ∼ 60K it starts to increase again. At room temperature, the
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perovskite SrTiO3 has a cubic structure with a = 0.3904 nm. A phase transition

from cubic to tetragonal occurs at 110K. At 77K oxygen octahedra start rotating

relative to the ion sublattice causing an increase in dielectric loss followed by a

rhombic transition below 65K. Another transition to the rhombohedral phase at

∼ 10K explains the maximum loss around 10K, as shown in figure 2.7c.

Figure 2.7b shows that as temperatures decrease the loss in KTaO3 decreases,

which implies that KTaO3 does not undergo any phase transition at cryogenic

temperatures. Figure 2.7c is a comparison between SrTiO3 and KTaO3. In general,

it seems that KTaO3 is a better potential candidate in the field of microwave

application than SrTiO3 at cryogenic temperature. Vendik gave an interpretation

of the loss tangent associated to different factors [44] in a form of an equation,

tan δ = tan δ1 + tan δ2 + tan δ3 (2.4)

where, tan δ1 represents the dominant loss due to multiphonon scattering of the

soft ferroelectric mode, tan δ2 and tan δ3 are associated with the transformation

of microwave electric-field oscillations into acoustic oscillations due to residual

ferroelectric polarisation and charged defects respectively.

2.2.3 Electric field-dependent dielectric constant

An experimental proof [45] has shown that in the presence of an external electric

field (E), the dielectric constant (ϵSTO
r ) of a single crystal SrTiO3 (STO) changes

as a function of E at 10mK. The experimental data can be explained by Landau-

Ginzburg-Devonshire (LGD) theory, which can be described as

ϵSTO
r (E) = 1 +

ϵSTO
r (0)

[1 + (E/E0)2]1/3
(2.5)

where, E0 is a parameter related to the tunability of the dielectric constant with

electric field. The dielectric response of SrTiO3 is probed by a superconducting

coplanar waveguide resonator fabricated on top of a SrTiO3 substrate as shown in

16 Go to Contents↑



2.2. Quantum paraelectricity

figure 2.8a. The external electric field is introduced by applying a dc voltage (Vdc)

on the central strip-line of the resonator. The reduction of the highest value of the

dielectric constant at 0V (figure 2.8b) indicates a decrease in the polarizability of

the STO. It is observed that after applying the voltage, it is difficult to restore the

initial sample condition to get the same value of the dielectric constant at 0V. In

order to restore the sample, it requires a thermal cycle up to room temperature,

although partial recovery is possible by applying the field polarity. The negative

voltage is shown to affect the sample more than the positive voltage, which could

be explained by the presence of oxygen vacancies.

(a)

(b)

Figure 2.8: (a) Schematic of the measurement setup where the device is a λ/2
coplanar waveguide resonator. (b) Dielectric response of SrTiO3 at 3.5K to an
external dc voltage (Vdc). Figure reproduced from [45] with publisher’s consent.

The dielectric response and microwave properties of quantum paraelectric

materials could possibly provide valuable insight into the wave mixing process (see

below). The study then could be extended further to utilise this material as a base

for parametric amplification. Due to its non-responsive nature towards external

magnetic field, the parametric amplifier made from this material could potentially

work even in the presence of a high magnetic field, unlike the traditional Josephson

junction based parametric amplifiers. The following section covers the basics of wave

mixing and how it relates to parametric amplification.
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2.3 Study of parametric wave mixing and ampli-

fication

Wave mixing [46–49] has been a well established topic in the field of nonlinear

optics. In this phenomenon, two or more optical waves couple with each other while

interacting with the nonlinear medium and result in the generation of new waves

at different frequencies. As a consequence of this phenomenon, two processes arise:

sum frequency generation and difference frequency generation.

For sum frequency generation, two optical waves at frequencies ω1 and ω2

interact in a lossless nonlinear medium to produce an extra wave at frequency ω3

which is the sum of ω1 and ω2. Hence, ω3 = ω1 + ω2.

Nonlinear
medium

Nonlinear
medium

ω1 ω2

(a)

ω1ω2

(b)

ω1 ω2 ω3 ω1ω2ω3

ω1

ω2

ω3

(c)

ω1

ω2

ω3

(d)

Figure 2.9: Schematic representation of nonlinear wave-mixing. (a) and (c) show
the mixing scheme and the corresponding energy-level diagram for sum frequency
generation. (b) and (d) show the mixing scheme and the corresponding energy-level
diagram for difference frequency generation.
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2.3. Study of parametric wave mixing and amplification

Similarly for difference frequency generation, two optical waves at frequen-

cies ω1 and ω2 interact in a lossless nonlinear medium to produce an extra wave at

frequency ω3 which is the difference of ω1 and ω2. Hence, ω3 = ω1−ω2. An analogy

can be drawn between difference frequency generation and parametric amplification

as they both share the same frequency relation.

The principle of parametric amplification could be illustrated as follows. If a

medium with nonlinear polarisation is illuminated with a strong electromagnetic

field (pump tone), a weak electromagnetic field gains amplification while passing

through the medium. In this process, the energy of the pump tone with frequency

ωp is transferred to the signal mode with frequency ωs resulting in the amplification

of the signal and the generation of a third mode (known as the idler mode) with

frequency ωi. The amplification could be achieved through either of the following

processes:

• Three-wave mixing (3WM): where three electromagnetic waves participate in

a fashion where ωp = ωs + ωi.

• Four-wave mixing (4WM): where four electromagnetic waves participate in a

fashion where 2ωp = ωs + ωi.

Nonlinear Wave Mixing: Mathematical Analysis

If a nonlinear medium responds to the electric field E with a nonlinear

polarisation P (E) or a nonlinear voltage response, generally the response can be

expressed as a Taylor series expansion:

P (E) = χ(1)E + χ(2)E2 + χ(3)E3 + · · ·

Here, χ(n) represents the n-th order susceptibility, characterising the strength of

the medium’s nonlinear response at that order. The second-order term χ(2) is

responsible for processes like second-harmonic generation and three-wave mixing,

while the third-order term χ(3) governs phenomena such as four-wave mixing, self-

phase modulation, and third-harmonic generation.
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Wave Mixing Due to Superposed Fields: Let us consider two input waves with

distinct frequencies ω1 and ω2:

V1 = A1e
iω1t, V2 = A2e

iω2t

E(t) = V1 + V2

For materials with non-zero χ(2), the superposed field contains the term,

|E|2 = (V1 + V2)(V
∗
1 + V ∗

2 ) = |V1|2 + |V2|2 + V1V
∗
2 + V ∗

1 V2

This expansion includes:

• DC components: |V1|2, |V2|2

• Beat terms: V1V
∗
2 = A1A

∗
2e

i(ω1−ω2)t, and its conjugate

These generate difference frequency signals at ω1 − ω2 and ω2 − ω1, which are the

basis for three-wave mixing in media with non-zero χ(2).

For materials with non-zero χ(3), P (E) contains the component,

E|E|2 = (V1 + V2)(|V1|2 + |V2|2 + V1V
∗
2 + V ∗

1 V2)

Expanding yields:

E|E|2 = V1|V1|2 + V1|V2|2 + V 2
1 V

∗
2 + V1V

∗
1 V2

+ V2|V1|2 + V2|V2|2 + V 2
2 V

∗
1 + V2V

∗
1 V2

Each of these terms gives rise to different nonlinear phenomena. For example:

• V 2
1 V

∗
2 and V 2

2 V
∗
1 generate frequency components at 2ω1 − ω2 and 2ω2 − ω1,

respectively — four-wave mixing (FWM).

• V1|V2|2 and V2|V1|2 represent cross-phase modulation (XPM) effects.
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2.3. Study of parametric wave mixing and amplification

• |V1|2 and |V2|2 contribute to a constant (DC) background.

• V1V
∗
2 and V ∗

1 V2 represent difference frequency generation (DFG).

• Higher order terms like V 3
1 , V

3
2 contribute to third harmonic generation (THG)

at 3ω1 and 3ω2.

Four-Wave Mixing (Idler Generation): In four-wave mixing (FWM), the

nonlinear interaction generates a new frequency (idler) by combining two pump

photons and one signal photon. For example, if ωp = ω1 and ωs = ω2, the idler

frequency is: ωi = 2ωp − ωs = 2ω1 − ω2. This term arises from the cubic interaction

V 2
1 V

∗
2 and is a hallmark of coherent four-wave mixing processes in nonlinear optics.

Therefore, by expanding the electric field interaction in a nonlinear medium,

we observe the emergence of various new frequencies beyond the original signals.

Second-order (χ(2)) effects give rise to beat notes and difference frequency signals

(three-wave mixing), while third-order (χ(3)) interactions produce rich frequency

mixing including idlers, harmonics, and modulation effects (four-wave mixing).

Based on these principles, in recent years, a lot of research has been conducted

for the development of a Josephson junction-based parametric amplifier. Being an

ultra-low noise amplifier and meeting the standard quantum limit, this parametric

amplifier has proven to be crucial in various fields of cutting edge research such as

quantum computation, qubit readout [5, 16], electron spin resonance detection [50],

astronomy instrumentation [51, 52], axion-like dark matter detection [20–23] and so

on. Depending on the nature of the electromagnetic wave, there are two different

approaches to parametric amplification that have been developed.

• Resonant parametric amplifier [2, 53–59]: The mechanism is based on a

standing wave interacting with the nonlinear medium, incorporated in a cavity

where the interaction time is the inverse of the cavity line width. In this way,

this kind of amplifier is restricted to a very narrow amplification bandwidth.

The gain is achieved when the wave is trapped inside the cavity.
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• Travelling wave parametric amplifier [1, 9, 10, 14, 60–63]: The signal gains

amplification while propagating through the segments of the transmission line

made of nonlinear medium. The gain profile is determined by the physical

length of the nonlinear medium. Although this removes the constraint of

narrow bandwidth for amplification, this has other drawbacks such as signal

loss due to impedance mismatch along the physical length, low saturation

power, limited operating microwave frequency range (the usual range it covers

is from 4 to 12GHz, while below 1GHz is often used for handling spin qubits

[16] and frequency above 12GHz is useful for dark matter search experiments

[20]).

To achieve maximum gain, it is important to increase the interaction time

between the pump, the signal, and the nonlinear medium. It is done in the

following way: a linear resonator is combined with a nonlinear medium to construct a

nonlinear resonator (NLR), whose resonance frequency ω0 can be tuned by adjusting

a parameter of the nonlinear medium. There are different schemes for parametric

amplification relying on the evolution of signal and idler mode in the same or different

spatial mode.

For the sake of simplicity, we will consider a resonant parametric amplifier

working in a reflectometry setup. For both 3WM and 4WM process, there are two

Chapter 2 Resonant parametric amplification

s i

Non-degenerateDegenerate

0 p

ss i

Phase-sensitive Phase-preserving Phase-preserving

R=1

s

0 p=0 p=

Figure 2.2 – Four-wave mixing amplification. The amplification process
occurs in a nonlinear resonator (ω0), pumped by an intense electromagnetic wave
(ωp). The resonator is coupled to the environment with damping rate κ. The other
side of the resonator is a perfect mirror with a reflection coefficient R=1. The
process can be either spatially degenerate or non-degenerate. Depending whether
or not signal (ωs) and idler (ωi) have the same frequency the process is said
phase-sensitive or phase-preserving.

Before going any further in the derivation of the system Hamiltonian, we must
address two questions:

— What is the microscopic nature of the parametric process?

— Does the idler evolve in the same spatial mode than the signal ?

Regarding the first question, we will restrict ourselves to two cases: one pump
photon gives one signal photon and one idler photon (three wave mixing pro-
cess, shorted as 3WM) and two pump photons give one signal and one idler
photon (four wave mixing, shorted as 4WM). The second question has only
two answers (yes/no). In the case where the idler evolves in a spatially sepa-
rated mode from the signal, it is useful to model it as an independent field, with
frequency ωi/2π, annihilation (creation) operators b̂ (b̂†) and Hamiltonian Ĥb
and the amplifier is said to be non-degenerate. Otherwise, if signal and idler
evolve in the same spatial mode, the amplifier is said to be degenerate. We take
this opportunity to stress the distinction between degenerate/non-degenerate and
phase-sensitive/phase-preserving. The latter two, defined in the introduction
Section 1.3, express whether or not the amplifier gain is sensitive to the phase dif-
ference ∆φ between the pump and the signala. Phase-sensitivity happens when

aWe note that other authors might use different choices [62]. However, our conventions will

20 Link back to ToC →

Degenerate Non-degenerate

Figure 2.10: Classifications of wave mixing depending on phase sensitivity. Figure
reproduced from [64] with author’s consent.
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2.3. Study of parametric wave mixing and amplification

modes of operation - degenerate and non-degenerate.When the idler evolves at a

different frequency than the signal, the amplifier is called non-degenerate. However,

in the case of a degenerate amplifier, both the signal and the idler mode evolve in the

same spatial mode. Moreover, there are cases where the amplifier gain is sensitive

to the phase difference between the pump and the signal. They are known as phase-

sensitive and phase-preserving modes of operation. When ωs = ωi, the signal gains

in a phase-sensitive way. When ωs ̸= ωi, even if both the signal and the idler appear

in the same spatial mode, the mode of operation is known as phase-preserving. A

clear distinction can be found in figure 2.10.

Hence, to summarise, there are four different trends of parametric amplifications

based on the 3WM/4WM process and the degenerate/non-degenerate state. The

following sections describe the key features and implementations of all possible

schemes [64].

Three-wave mixing and degenerate: This occurs when an NLR is coupled

with a pump oscillator. As shown in figure 2.11, maximum amplification can be

obtained when the pump frequency (ωp) is double the NLR frequency (ω0) and

the signal frequency (ωs) coincides with ω0. An excellent implementation could be

found in this article [65] where the Josephson parametric amplifier (JPA) [discussed

in a later part of this section] is developed by embedding SQUIDs (Superconducting

Quantum Interference Devices) in a resonator operating in a reflectometry setup.

ωs

ω0

ωp

2ω0

ω

Figure 2.11: Frequency landscape of 3-wave mixing and degenerate process.

Three-wave mixing and non-degenerate: This occurs when two NLRs and a

pump oscillator are coupled to each other. Maximum amplification is achieved when

ωs is closer to one NLR frequency (ω0,1). By satisfying the energy conservation,
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ωi = ωp − ωs, the idler mode appears in a spatially distant position from ωs as

shown in figure 2.12. This amplification scheme can be implemented in cavity

quantum electrodynamics (cQED), either as a Josephson ring modulator [54, 58,

59] or as a highly asymmetric SQUID (also known as the superconducting nonlinear

asymmetric inductive element (SNAIL)) [66].

ωs

ω0,1

ωi

ω0,2

ωp

ω

Figure 2.12: Frequency landscape of 3-wave mixing and non-degenerate process.

Four-wave mixing and degenerate: This process can be performed when

an NLR is capacitively coupled to a pump oscillator. As shown in figure 2.13, the

amplification occurs when ωs and ωp coincide with each other and are both detuned

by 2K|α|2 (where K is the Kerr coefficient that quantifies the nonlinearity and α is

the pump complex amplitude) from the NLR (ω0). A good example of this scheme

is a JPA that uses fourth-order Kerr nonlinearity to drive the system to the right

regime of amplification.

ωs

ωp

2K|α|2

ω0

ω

Figure 2.13: Frequency landscape of 4-wave mixing and degenerate process.

Four-wave mixing and non-degenerate: When two NLRs are capacitively

coupled and a pump oscillator is also capacitively coupled to any one of the NLRs,

this scheme can give amplification. The maximum amplification occurs when ωs is

detuned by 2K|α|2 from ω0,1 and the energy conservation ωs + ωi = 2ωp is fulfilled,
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the idler mode appears spatially separated from ωs by an amount of 2g2 (when g2 is

the coupling rate between two NLRs). Note that ωp is also separated from ωi by g2.

A cQED application of 4WM non-degenerate JPAs is found in references [67, 68].

ωs

ω0,1

ωp ωi

ω

2K|α|2

g2g2

Figure 2.14: Frequency landscape of 4-wave mixing and non-degenerate process.

After discussing most possible amplification scenarios, it is evident from the

frequency perspective that the three-wave mixing operation is more efficient than

four-wave mixing in separating the pump and signal tones, simplifying the pump-

filtering process [55].

2.3.1 Origin of nonlinearity in parametric amplifiers

Conventional and commercially available parametric amplifiers are mainly based

on Josephson junctions [69] or high kinetic inductance [61]. With promising

performance near the standard quantum limit [1, 70], these devices have the

potential for high-fidelity and fast readout, making them an essential tool for

sensitive experiments in the field of quantum information technology [71–73].

The conventional resonant parametric amplifiers, such as Josephson parametric

amplifiers (JPAs) where Josephson junctions are embedded in superconducting

cavities, suffer from the inherent gain-bandwidth trade-off. To overcome this issue,

Josephson travelling wave parametric amplifiers (JTWPAs) [1, 14, 60, 62, 70] are

introduced to allow a higher dynamic range for frequency multiplexing readout of

quantum systems.

In JTWPAs, the nonlinearity comes from the Josephson inductance, LJ(I) ≈

Φ0(1 + γ̃I2/I2C)/(2πIC) [where Φ0 is the magnetic flux quantum, IC is Josephson
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critical current, and γ̃ = 1
6
cosφdc, where φdc is the phase drop across the Josephson

junction (JJ) as shown in figure 2.15] and the Josephson supercurrent, IJ = IC sinφ

[where φ is the variation of the JJ phase associated with the ac current I]. The Taylor

expansion of IJ provides the nonlinear term (∝ φ3). The nonlinearity introduced

by the cubic term is known as Kerr nonlinearity. Due to this centrosymmetric

nonlinearity [as IJ(−φ) = −IJ(φ)] of the supercurrent [in other words, symmetric

nonlinearity of Josephson inductance (as LJ(−I) = LJ(I))], JTWPAs can only be

operated in four-wave mixing mode.

nonlinearity of a thin superconducting wire by means of
applying a dc current bias.

II. THE MODEL

The proposed ladder-type transmission line having full
control of both quadratic and cubic nonlinearities consists
of a serial array of one-junction superconducting quantum
interference devices (SQUIDs), or the so-called rf SQUIDs,
embedded in the central conductor of the coplanar wave-
guide as shown in Fig. 1. The value of the screening
SQUID parameter βL ≡ 2πLgIc=Φ0 < 1 [21], where Lg is
the geometrical inductance. In this case, the external
magnetic flux Φe induces a flux inside the loop ΦdcðΦeÞ
which is a single-valued function of Φe, and its value is
found by solving the transcendental equation (see, for
example, Ref. [22])

Φdc þ ðΦ0=2πÞβL sinð2πΦdc=Φ0Þ ¼ Φe: ð2Þ

The phase drop across the JJ [see Fig. 1(a)] is therefore
φdc ≡ φL − φR ¼ 2πΦdc=Φ0. The inverse inductance
for a small input current is L−1 ¼ L−1

g þ L−1
J ¼

L−1
g ð1þ βL cosφdcÞ, whereas the current-phase relation

for the flux-biased SQUID is expressed by the formula

IðφÞ ¼ Icφ=βL þ Ic½sinðφdc þ φÞ − sinφdc�: ð3Þ

Here, φ is the variation of the JJ phase associated with
the (ac) current injected in the SQUID. By expending the
current IðφÞ in a power series of the small parameter
jφj ≪ 1, one arrives at the formula

I=Ic ¼ ðβ−1L þ cosφdcÞφ − ~βφ2 − ~γφ3 −…; ð4Þ

with ~β ¼ 1
2
sinφdc, ~γ ¼ 1

6
cosφdc, etc. The first term on the

right-hand side is related to the inverse inductance of the
SQUID, whereas ~β and ~γ describe the quadratic and Kerr
(cubic) nonlinearities, respectively. The quadratic non-
linearity introduces the desired asymmetry Ið−φÞ≠−IðφÞ
and allows a number of remarkable physical effects
inaccessible with only Kerr nonlinearity. These effects
include, for example, second-harmonic generation (SHG)
[23], spontaneous parametric down-conversion (SPDC)
[24–26], and what we focus on here, the three-wave mixing
that enables parametric gain [19].
Following the method of deriving a wave equation for a

ladder-type LC transmission line with embedded JJs, which
was described in detail by Yaakobi et al. [12], we arrive, in
our case, at the equation for the phase ϕðx; tÞ on the circuit
nodes,

∂2ϕ

∂x2 − ω−2
0

∂2ϕ

∂t2 þ ω−2
J

∂4ϕ

∂x2∂t2
þ β

∂
∂x

��∂ϕ
∂x

�
2
�
þ γ

∂
∂x

��∂ϕ
∂x

�
3
�
¼ 0: ð5Þ

Here, x ¼ X=a is a dimensionless coordinate, a the
section size, ω0 ¼ ðLC0Þ−ð1=2Þ the cutoff frequency, and
ωJ ¼ ðLCJÞ−ð1=2Þ the plasma frequency of the SQUID.
The ac part of the phase on a SQUID is φ ¼
að∂ϕ=∂XÞ ¼ ð∂ϕ=∂xÞ, whereas voltage on a ground
capacitor is V ¼ ðΦ0=2πÞð∂ϕ=∂tÞ. The nonlinear coeffi-
cients are β ¼ ~ββL and γ ¼ ~γβL (see their plots in Fig. 2).
The third term in Eq. (5) yields an ordinary superlinear

frequency dependence [12,15] of the dimensionless wave
vector k ¼ 2πa =λ,

kðωÞ ¼ ω

ω0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ω2=ω2

J

p ; ð6Þ

which follows from a plane-wave solution eiðkx−ωtÞ of the
corresponding linear equation (at β ¼ γ ¼ 0). The section
size a is assumed to be much smaller than the wavelengths
of the propagating signals, i.e., a ≪ λ, the values of k ≪ 1
and, therefore, all working frequencies are small,
ωs;i;p ≪ ω0. For sufficiently large plasma frequency
ωJ ≫ ωs;i;p, the chromatic dispersion Eq. (6) is small,
kðωÞ ≈ ðω=ω0Þð1þ 0.5ω2=ω2

JÞ, and, as usual in optics
[18], positive, dnðωÞ=dω > 0.

III. ANALYSIS AND CHARACTERISTICS

A. Signal gain

The solution of the wave equation (5) is found using the
coupled-mode-equation (CME) method [18] in the form

FIG. 1. (a) Electric diagram of the transmission line including
an array of one-junction SQUIDs. The tunnel JJ is presented as
the parallel connection of Josephson inductance LJ and tunnel
capacitance CJ . (b) Possible layout of the transmission line with
parallel plate capacitor crossovers.

A. B. ZORIN PHYS. REV. APPLIED 6, 034006 (2016)

034006-2

Figure 2.15: Schematic diagram of the transmission line consisting of an array of
one-junction SQUIDs. Figure reproduced from [63] with publisher’s consent.

In 2016, A. B. Zorin proposed a model [63] where a quadratic nonlinearity

(φ2) appears along with the Kerr nonlinearity which makes a parametric amplifier

favourable for three-wave mixing mode. In this ladder type transmission line model

(figure 2.15), the modified current phase relation looks like,

I/IC = (β−1
L + cosφdc)φ− β̃φ2 − γ̃φ3 − ... (2.6)

with, β̃ = 1
2
sinφdc, βL ≡ 2πLgIC/Φ0 (where Lg is the geometrical inductance). In

equation 2.6 β̃ and γ̃ are associated with quadratic and cubic (Kerr) nonlinearity.

Due to the quadratic term (φ2), the asymmetry appears (as I(−φ) ̸= −I(φ))

allowing a number of nonlinear effects inaccessible through Kerr nonlinearity, such

as second harmonic generation (SHG) [74], spontaneous parametric down conversion

(SPDC) and three-wave mixing mode. In this clever way, one can have full control on
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both quadratic (3WM) and cubic (4WM) nonlinearity in the current phase relation.

2.3.2 A pioneering work on a resonant parametric amplifier

The limitations of the dynamic bandwidth of resonant parametric amplifiers are

well recognised. Addressing this problem, scientists from NIST engineered a robust

resonant mode parametric amplifier [53, 75] in 2016. The specialty of this amplifier

is that it has an adjustable band center. Although the amplifier is narrow-band, by

tuning the resonance frequency of the nonlinear resonator, the band center can cover

a range from 4 to 7.8GHz. This is a unique way to avoid the restriction in working

bandwidth of a resonant parametric amplifier. Also, the gain does not need to be

compromised, unlike a TWPA for the confinement in the gain-bandwidth product.

The device has a coplanar waveguide structure where the central conductor

comprises of an array of SQUIDs in series. One end of the inner conductor is

shorted to ground, while the other end is capacitively coupled with a 50Ω matched

Widely tunable parametric amplifier based on a superconducting quantum
interference device array resonator

M. A. Castellanos-Beltrana� and K. W. Lehnert
JILA, National Institute of Standards and Technology and the University of Colorado, Boulder, Colorado
80309 and Department of Physics, University of Colorado, Boulder, Colorado 80309, USA

�Received 6 June 2007; accepted 31 July 2007; published online 22 August 2007�

The authors create a Josephson parametric amplifier from a transmission line resonator whose inner
conductor is made from a series of superconducting quantum interference device �SQUID� array. By
changing the magnetic flux through the SQUID loops, they are able to adjust the circuit’s resonance
frequency and the center of the amplified band between 4 and 7.8 GHz. They observe that the
amplifier has gains as large as 28 dB and infers that it adds less than twice the input vacuum
noise. © 2007 American Institute of Physics. �DOI: 10.1063/1.2773988�

Josephson parametric amplifiers �JPAs� operate as ul-
tralow noise microwave amplifiers. By detecting only one
quadrature of a signal, degenerate parametric amplifiers can
add even less noise than the minimum required by quantum
mechanics when detecting both quadratures.1 JPAs have been
operated with near quantum-limited sensitivity2 and have
been used to squeeze both thermal and vacuum noise.3–5 In
spite of these promising results, they have not been widely
adopted since they suffer from two main disadvantages. As a
consequence of their small dynamic range and narrow-band
gain, they are well suited to amplify signals only in a narrow
range in both power and frequency, limiting their application.
Furthermore, compelling applications that would benefit
from a lower-noise microwave amplifier have only been re-
cently developed. With the advent of quantum information
processing using superconducting circuits,6 there is now a
need for practical amplifiers that operate at the limits im-
posed by quantum mechanics.

The crucial element in a resonant-mode parametric am-
plifier is a circuit whose resonance frequency can be varied
with time. If a reactive parameter oscillates at twice the reso-
nance frequency, energy can be pumped into �or out of� the
mode, realizing an amplifier. In practice, this time depen-
dence is often generated through a nonlinear inductance or
capacitance. If the nonlinear reactance is proportional to the
intensity rather than the amplitude of the mode, then an
intense pump tone applied at the resonance frequency � au-
tomatically creates the necessary 2� parametric oscillation.
In analogy with optics, we describe this effect as a Kerr
nonlinearity. The nonlinear current-dependent inductance of
a Josephson junction,

Lj�I� =
�

2eIc

arcsin�I/Ic�
I/Ic

, �1�

provides such a Kerr nonlinearity, where Ic is the critical
current of the junction and I is the current flowing through it.

Because they are built from nonlinear resonant circuits,
JPAs are inherently narrowband with limited dynamic range.
Only signals close to the circuit’s resonance frequency
whose power is small compared to the pump can be linearly
amplified. In this letter, we report an approach that addresses
the limited bandwidth of JPAs. We create a JPA from a cir-
cuit whose resonance frequency can be adjusted between 4
and 7.8 GHz by applying a magnetic field. The amplifier is

still narrowband, but the band center can be adjusted over an
octave in frequency. With the amplifier, we demonstrate
power gains as large as 28 dB. Furthermore, we can extract
the amplifier parameters by measuring the reflectance from
the resonator and use them to accurately predict the amplifi-
er’s frequency-dependent gain. Finally, the sensitivity is im-
proved by 16 dB when we place our parametric amplifier in
front of a state-of-the-art high electron mobility transistor
�HEMT� microwave amplifier. This improvement demon-
strates that the parametric amplifier provides useful gain and
operates much closer to the quantum limit than the HEMT
amplifier.

The device we study consists of a quarter-wave
coplanar-waveguide �CPW� resonator whose center conduc-
tor is an array of superconducting quantum interference de-
vices �SQUIDs� in series �Fig. 1�a��. Two Josephson junc-
tions in parallel form a SQUID, which behaves as a single
junction with an effective Ic= Ic

0 �cos��� /�0��, where � /�0

is the magnetic flux enclosed by the SQUID loop in units of
flux quanta. By adjusting � through the SQUIDs, we can

a�Electronic mail: castellm@colorado.edu

FIG. 1. �Color online� Device diagram and measurement schematic. �a�
Device’s center conductor is a series array of 400 SQUIDs. The resonator’s
ground plane is made out of aluminum and the SQUIDs are made from
Al/AlOx /Al junctions. They are fabricated using e-beam lithography and
double angle evaporation on an oxidized silicon substrate. �b� Simplified
measurement schematic. We model the resonator as a RLC circuit, as shown
in the dashed box.

APPLIED PHYSICS LETTERS 91, 083509 �2007�

0003-6951/2007/91�8�/083509/3/$23.00 © 2007 American Institute of Physics91, 083509-1

 01 January 2025 19:09:26

Figure 2.16: (a) Device diagram of a λ/4 superconducting coplanar resonator.
The central conductor is a series array of 400 SQUIDs. (b) Simplified measurement
schematic. Figure reproduced from [53] with publisher’s consent.
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line, constructing a quarter-wave resonator. The measurements are performed in a

reflectometry fashion as shown in the figure 2.16. The nonlinearity for this device

comes from the current dependent inductance of a JJ,

LJ(I) =
h̄

2eIC

arcsin (I/IC)

I/IC
(2.7)

where I is the current flowing through the JJ and IC is the critical current of the

JJ. The device uses this Kerr nonlinearity to operate in a four-wave mixing regime

(ωi = 2ωp−ωs, where i, p, and s refer to idler, pump, and signal tone, respectively).

By adjusting the flux through the SQUIDs, the inductance can be adjusted. As a

consequence, the resonance frequency can be tuned by flux, as shown in figure 2.17.

adjust the inductance per unit length of the coplanar wave-
guide �Eq. �1��.7 By measuring the resistance in coprocessed
devices, we estimate Ic

0 for one SQUID to be 1.5 �A. The
resulting metamaterial has a zero-flux inductance per unit
length of Ll=0.9 mH/m�700�0. The CPW has a capaci-
tance per unit length of Cl=0.11 nF/m, yielding a phase ve-
locity of vph=1/�LlCl=0.01c. We form a � /4 resonator by
shorting one end of the SQUID array CPW and capacitively
coupling the other end to a 50 � transmission line. Although
the nonlinear inductance is distributed in the resonator, it is
not a distributed parametric amplifier,8,9 because the ampli-
fied mode is not a propagating mode that travels through a
transmission line many wavelengths long. Instead, the array
behaves as a lumped element resonator10,11 close to its reso-
nance frequency.

The parametric amplifier is operated in reflection mode,
as shown in Fig. 1�b�. Two signal generators create two
tones, a pump at frequency fp and a signal at fs. The two
tones are summed before being injected into a dilution re-
frigerator operating at 15 mK. They are attenuated by 20 dB
at 4 K. A directional coupler at 15 mK provides an addi-
tional 20 dB of attenuation and separates the incident tones
from the reflected tones. Thus, including the 8–12 dB of loss
from cables, incident tones and room-temperature Johnson
noise are attenuated by about 50 dB.

Because of the nonlinearity of the metamaterial, the
pump and signal tones mix. This mixing amplifies the signal
and creates an idler or intermodulation tone at a frequency
f I=2fp− fs. To further amplify the signals coming out of our
resonator, we use a cryogenic low-noise HEMT amplifier
and another set of low-noise amplifiers at room temperature.
An isolator at base temperature prevents the noise emitted by
the input of the HEMT amplifier from exciting the JPA. Am-
plitudes and phases of the signals at the output of the room
temperature amplifiers are recovered with an in-phase
quadrature �IQ� demodulator whose local oscillator �LO� can
be provided by either microwave generator.

Before operating the parametric amplifier, we character-
ize the resonator’s reflectance with just a pump tone. We first
study the flux dependence of the resonator by measuring the
real �I� and imaginary �Q� parts of the reflection coefficient
� as a function of frequency. The resonance frequency f res is
identified by a dip in ���. Figure 2�a� shows how the reso-
nance frequency behaves as a function of � /�0. The applied
flux increases Ll, reducing vph and, consequently, f res.

By measuring � as a function of frequency and incident
power, we obtain the linear and nonlinear resonator param-
eters �Fig. 2�b��. At low enough incident power P, where
the resonator response is linear, we extract the damping

rates associated with the coupling capacitor 	1 and the
linear dissipation in the resonator 	2. We extract these from
the half-width ��	1+	2� /2�� and the depth of the dip
��	2−	1� / �	2+	1�� in ��� at the resonance frequency
�0=2�f res. For a flux of �=0.2�0, we find the resonator’s
linear parameters f res=6.952 GHz, 	1 /2�=1.9 MHz, and
	2 /2�=1.1 MHz. As we increase the pump power, the Kerr
nonlinearity decreases the resonance frequency according to
the equation �0−�m+KE=0, where �m is the frequency at
which � is minimum, K is the Kerr constant, and E is
the energy stored in the resonator.12 Above the critical power
Pc, � is discontinuous and the resonator’s response is
bistable. From the frequency and power dependence of �,
we estimate the critical power and Kerr constant to be
Pc=3±1.3 fW and �K=−1.5±0.7
10−5, respectively. The
large uncertainty comes from the 4 dB uncertainty of
the incident power on the resonator. From Appendix A
in Ref. 12, we can calculate the Kerr constant from the
number of SQUIDs and their Ic. The expected value for the
Kerr constant is �K=−0.8
10−5, in agreement with our
measurement. To model more completely the behavior of
the resonator, we also include a nonlinear dissipation term
	3=0.027�K�. From the physical characteristics of the reso-
nator, we can predict f res, 	1, and K; however, we do not yet
understand the physical origin of 	2 and 	3.

The analysis of the parametric amplifier follows closely
the theory developed by Yurke and Buks for parametric am-
plification in superconducting resonators.12 In their model,
the Kerr nonlinearity is provided by the intrinsic kinetic in-
ductance of a superconducting film,13 while in our case it
arises from the nonlinear Josephson inductance of the
SQUIDs �Eq. �1��.

The intermodulation gain �IG� and direct gain �DG� can
be predicted from the resonator’s parameters. We define DG
as the ratio between the reflected signal power with the pump
on and the incident signal power; IG is the ratio between the
intermodulation tone and the incident signal. To verify the
behavior of the parametric amplifier, we operate it in the
nondegenerate mode and measure the frequency dependence
of both gains in two different ways. In the nondegenerate
mode �fp� fs� f I�, the signal and the pump frequencies are
different and the generator that creates the signal tone also
provides the LO to the demodulator. In the first test, we
apply the pump at a frequency close to �m and analyze DG
and IG as we detune the signal frequency from the pump by
an amount �f . In Figs. 3�a� and 3�b�, we plot both IG and DG
as a function �f for two different pump powers. We also plot
the predictions from the theory in Ref. 12 where the param-
eters in the theory are extracted from the measurements of �.
From this plot, we estimate the 3 dB bandwidth to be about
300 kHz when DG and IG are 18 dB. Next, we measure IG
and DG as a function of pump detuning, i.e., the difference
in frequency between the applied pump and f res. In this test,
the signal and the pump frequency differ by a fixed amount,
�f =10 kHz �Figs. 3�c� and 3�d��. From the agreement seen
in Fig. 3, we conclude that Ref. 12 provides an appropriate
model for our device.

For f res=6.95 GHz ��=0.2�0�, we have also operated
the JPA in a doubly degenerate mode �fp= fs= f I�, where the
pump and the signal are at the same frequency and the gain
depends on their relative phase. To measure this phase de-
pendence, we amplitude modulate the signal at 20 kHz and
adjust the phase of the pump relative to the signal. We define

FIG. 2. �Color online� Flux and power dependences of the resonance circuit.
�a� Resonance frequency as a function of flux. �b� Reflection coefficient
magnitude as a function of frequency at different pump powers for
�=0.2�0.

083509-2 M. A. Castellanos-Beltran and K. W. Lehnert Appl. Phys. Lett. 91, 083509 �2007�
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Figure 2.17: Resonance frequency as a function of flux. Figure reproduced from
[53] with publisher’s consent.

This widely tunable parametric amplifier has been demonstrated to work in both

a non-degenerate (ωs ̸= ωp ̸= ωi) and a doubly degenerate (ωs = ωp = ωi) mode. In

the non-degenerate mode of operation, the optimum value of both the direct gain

(DG, defined as the ratio between the reflected signal power with the pump on and

the incident signal power) and the intermodulation gain (IG, defined as the ratio

between the idler tone and the incident signal) is 18 dB with a dynamic bandwidth

of 300 kHz. On the other hand, the maximum gain in a doubly degenerate state,

obtained by adjusting the signal-pump phase is 28±0.2 dB.
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Chapter 3

Electrostatic study of quantum

paraelectric materials

In recent years, there has been a renewed interest in applications of incipient

ferroelectric materials (such as single-crystal strontium titanate (SrTiO3) and

potassium tantalate (KTaO3)) for microwave and radio frequency (rf) devices

due to their chemical stability, lattice constant, and dielectric characteristics. At

cryogenic temperatures, these transition metal oxides exhibit interesting dielectric

properties which could potentially be used to improve rf and microwave measure-

ment techniques. However, before integrating these materials into the cryogenic

measurement setup, they require electrostatic characterisations to understand the

basics of quantum paraelectricity. In this chapter, I focus mainly on two questions

concerning this material – (1) How does temperature affect dielectric constant? (2)

How can an external electric field influence the permittivity at low temperature (at

10mK)?

Description of voltage (V in volts) sweeps used in this chapter

For a span of ± Vmax (-Vmax ≤ 0 ≤ +Vmax), forward sweep: 0 to +Vmax;

reverse sweep: +Vmax to -Vmax; return sweep: -Vmax to 0. For different span,

Vmax is different. Each cycle starts with a forward sweep and ends with a

return sweep with an intermediate reverse sweep.
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Chapter 3. Electrostatic study of quantum paraelectric materials

3.1 Variable capacitor

In literature review 2.2, we learnt that these materials can be used at low

temperatures. Since I want to investigate the dielectric properties, making a

capacitor out of this material and characterising the capacitor at low temperatures

can provide insight into the material. Hence, I design and fabricate a planar

capacitor on top of this material. Since the geometrical capacitance depends on the

dielectric constant, any change in that should result in a change of the capacitance.

3.1.1 Device

I design concentric planar capacitors with three different separation gaps between

the electrodes to investigate how the tunability of the dielectric constant depends

on the separation. There are four capacitors of each kind, as shown in figure 3.1.

The capacitors are placed at different places to examine the homogeneity of the

substrate. Different values of the same geometrical capacitors at different places will

indicate that the substrate is not homogeneous. The device used in the experiment,

shown in figure 3.1, is manufactured on a single crystal SrTiO3 substrate from

SurfaceNet. The metal layer (dark in figure 3.1) is made from titanium (Ti) / gold

(Au) (10/100 nm) using laser lithography followed by evaporation and lift-off (see

appendix C.2).

N

W

S

E

30 𝝁m50 𝝁m 15 𝝁m

300 𝝁m

Figure 3.1: Dark field microscopic images of 50 µm, 30µm, and 15 µm gap
capacitors. E, W, N, and S refers to east, west, north, and south direction to
indicate the capacitors of different gap sizes in different directions.
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3.1. Variable capacitor

3.1.2 Measurement and analysis

Following wire bonding, the measurement is performed at 10mK in a dry dilution

refrigerator (Triton model, Oxford Instruments). The capacitances of five different

capacitors are measured simultaneously during cool-down using lock-in amplifiers.

At the base temperature (10mK) of the refrigerator, each capacitor is individually

characterised.

3.1.2.1 Temperature dependence of the capacitors

A

A

A

A A

50 µm gap 30 µm gap 15 µm gap

Devices at 10mK

Master

Slave1 Slave2
LIA LIA LIA

N
W

S W S

Figure 3.2: Experimental setup for measuring multiple capacitors simultaneously
using lock-in amplifiers (LIAs).

The quasi-dc (direct current) measurement setup for measuring different ca-

pacitors during cool-down is shown in figure 3.2. Three 50 µm gap capacitors are

measured simultaneously using three lock-in amplifiers along with a 30 µm and a

15 µm gap capacitors using two other lock-in amplifiers. Each individual capacitor

is biased with an oscillating voltage signal (Vac) of amplitude of 100mV and the

current is measured using a lock-in amplifier. For 50 µm, 30µm, and 15µm gap

capacitors, the frequencies of the oscillating fields are 91.742Hz, 74.447Hz, and
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Chapter 3. Electrostatic study of quantum paraelectric materials

113.089Hz, respectively. The frequencies are chosen in such a way that they are

well below the cut-off frequency of the low-pass filter installed on the dc lines inside

the fridge. The frequencies are well separated to avoid cross-talk between the dc

lines. The unused electrodes are kept grounded during measurement.

In this chapter, I am going to use a notation, C<x><D> to indicate different

capacitors at different positions. C<x><D> refers to a capacitor (C) with a

separation gap of x µm between the electrodes in the D direction, where ‘x’: 50

or 30 or 15 and ‘D’: E (east) or W (west) or N (north) or S (south). The direction

in the nomenclature is indicated in figure 3.1

As shown in figure 3.2, C15S, C30W, C50W, C50N, and C50S are measured

during cool-down. The lock-in amplifiers used to measure C50W, C50N, and C50S

are clock synced and are set up in a master-slave configuration. To measure the

capacitance, I measure the impedance (Zcap) by sending an ac voltage signal of a

fixed frequency and then measuring the current passing through each capacitor. As

we know,

|Zcap| =
|Vac|
|Iac|

,

=⇒ 1

2πfC
=

|Vac|
|Iac|

,

=⇒ C =
|Iac|

2πf |Vac|
(3.1)

where, C is the capacitance, f is the signal frequency, Vac is the amplitude of the ac

signal and Iac is the measured current at the signal frequency. Using equation 3.1,

I calculate the capacitance of all capacitors.

The capacitance value for individual capacitors in figure 3.3 is obtained by

subtracting the parasitic capacitance of the wiring from the measured value. Figure

3.3 shows that as the temperature decreases, the capacitance increases for each

capacitor. This indicates that the dielectric constant of the substrate has a higher

value at low temperatures than at room temperature. Below 4K, the dielectric

constant remains the same, resulting in no further change in capacitance. These
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3.1. Variable capacitor

Figure 3.3: Temperature dependence of different capacitors (a) similar structure
at different places, (b) different capacitors with different separation gaps between
the electrodes. The data are taken during cool-down.

results agree with the results of previous experiments [27, 43, 44]. Figure 3.3a also

dictates that the substrate is not uniform as the capacitors of the same gap at

different locations have different values. The measured capacitance values are listed

in table 3.1 which tells us that the capacitance at 10mK is much higher than at

room temperature, as is the dielectric constant.

50 µm 30 µm 15 µm
East - 77 102
West 59 (2) 71 (3) 35
North 80 (1) - -
South 82 (4) 74 108 (1)

Table 3.1: Initial capacitance values in pF for all capacitors measured at 10mK
(the capacitance values at room temperature are written in blue).

3.1.2.2 Electric field tunability of the capacitors

At the base temperature (10mK) of the fridge, the capacitors are individually

characterised. At first, I measure C50N with the application of different dc voltages

on the electrodes as shown in figure 3.4, while monitoring the dc current flowing
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V

V

V

DMMA

Device at 10mK

Lock-in amplifier

Bias-tee

500 kΩ

1 µF

DMMB

HV source

IV

converter

Figure 3.4: Measurement configuration for electric field dependent dielectric
constant (HV: high voltage; DMM: digital multi-meter).

through the circuit using two digital multi-meters (DMMs). DMMA provides the

current value drawn from the high voltage source while DMMB detects if any dc

current is passing through the device capacitor. I use equation 3.1 to measure the

capacitance using a lock-in amplifier.

Initially, I sweep the voltage from 0 to 5V (forward sweep) with a step size of

0.25V while measuring the capacitance at each set voltage. Then the voltage is

swept to −5V (reverse sweep) and finally returns to 0V (return sweep) with the

same voltage step size. This produces the plot shown in figure 3.5a. Since, on the

removal of the voltage, the capacitance value does not return to its initial value, I

keep sweeping the voltage of the same span as described above to see when the value

at 0V stops changing. Figure 3.5b shows that after the first cycle (which includes the
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3.1. Variable capacitor

Figure 3.5: C-V characteristic of C50N (a) for different voltage sweeps in first
cycle, (b) for different cycles of the same voltage span.

forward sweep, reverse sweep, and return sweep), the pattern of the capacitance vs.

voltage curve does not change any more. It is a well-known fact that the substrate

does not restore its initial state after the application of an external electric field,

which causes a change in the capacitance value at 0V [28, 30, 45].

Figure 3.6: C-V characteristic of C50N for different voltage spans from ±5V to
±50V.
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To further investigate, I continue to increase the voltage span from ±5V to

±50V. For each voltage span, I continue to sweep the voltage in the above-

mentioned trend until the C-V curves stop changing their pattern for a specific span

of voltage. From figure 3.6, we can see that the initial capacitance value cannot be

recovered after applying ±50V across the electrodes on the same cool-down.

C15S is then characterised. The capacitance value (105 pF) is slightly different

from its initial value, mentioned in table 3.1. A similar measurement sequence is

followed to examine how different voltages affect this capacitor. In figure 3.7a it is

shown that this also follows the same pattern as C50N. However, beyond a certain

voltage, the capacitor starts leaking dc current, which means that a conductive path

is created through the substrate between the electrodes.

(a)

(b)

(c)

1st cycle

1st cycle

Figure 3.7: C-V characteristic of C15S. (a) for different voltage cycles. (b) and (c)
present leakage current and phase respectively, for forward (green), reverse (black),
and return (orange) voltage sweeps in the first cycle with a span of ±10V.
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With an increase in the voltage span from ±5V to ±10V, for the forward sweep

the capacitor starts to leak (figure 3.7b) and the phase of the ac signal also changes

(figure 3.7c). When the device is totally capacitive, the phase of the signal is 90◦.

The phase starts to decrease beyond +6V, supporting the notion that a conductive

path has opened up in parallel with the capacitor. Surprisingly, in the reverse sweep

(figure 3.7b) current almost stops leaking above +6V (except at +10V). Instead, it

starts to leak below −6V, which is again supported by the phase change. During the

return sweep in figure 3.7b, there is no leakage current except at −10V (although

the amount of leakage current is reduced). The leakage current vanishes for the

next cycle of the same voltage span. However, it appears again when the maximum

voltage is set to a higher value and vanishes again in the next few cycles. This

behaviour is shown in figure 3.8.

1st cycle 3rd cycle

∼
∼

∼
∼

∼
∼

∼
∼

Figure 3.8: Leakage current through C15S for reverse sweep of different voltage
spans for (a) 1st cycle and (b) 3rd cycle. The arrow indicates the direction of
scanning.

When comparing figure 3.8a and figure 3.8b, it can be said that with increasing

number of voltage sweep cycles, the cutoff voltage increases. In other words, the dc

current starts to leak near the upper end of a voltage sweep. For the positive voltage

in a higher cycle, the leakage current almost vanishes. However, for a negative
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voltage, even at a higher cycle, the leakage current exists, although the threshold

voltage is higher for a higher cycle.

Evaluating the tunability of devices: The tunability of the capacitance

values for different gaps is demonstrated in figure 3.9. The plot is based on the

data acquired during the reverse voltage sweep of the second cycle. In figure 3.9, C0

denotes the capacitance value in the absence of an external electric field.

Figure 3.9: Tunability comparison between a 50 µm and a 15µm gap capacitor.
The tunability is measured by the ratio between capacitance at different voltages
(CV) and capacitance at V = 0 (C0).

As expected, it is very evident from figure 3.9 that 15µm gap devices are

more tunable than 50 µm gap devices. Tunability is measured by the change in

capacitance with the dc voltage. The more tunable the device, the larger the change

in capacitance with the same amount of voltage.

After characterising C50N and C15S, when I measure the capacitance of C30W,

the value (60 pF) has changed significantly (compared to table 3.1) due to the effect

of the stray electric field from other capacitors. Although C30W is separated by

∼ 2mm from the other measured capacitors, the stray electric field is strong enough

to leave an impression. As discussed earlier in this section, if a capacitor experiences

any external electric field, it becomes unable to restore its initial dielectric constant.
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Hence, I have characterised C30W in the same pattern as before with its new value

[figure 3.10].

Figure 3.10: C-V characteristic of C30W for different voltage spans from ±5V to
±50V.

Figure 3.10 shows that C30W also follows the same trend of C-V characteristics

as C50N and C15S. Hence, it can be concluded that, for all kinds of gap capacitors,

the dielectric constant is more affected by the negative voltages. This is true even

when all sweep directions are reversed.

1. The initial polarisation state is more affected by the negative voltages than by

the positive voltages [45].

2. The maximum capacitance (and therefore dielectric constant) shifts toward

the negative voltage after a full cycle (comprising forward, reverse, and return

sweeps) of the voltage sweep [28].

Following the same fashion of applying voltage up to ±50V to the capacitors,

the new capacitance values become very different from their initial values due to the

inability to restore their initial phase. The new values are listed in table 3.2.

To further investigate the tunability of the devices and the mechanism of

restoring the initial state of the material, I continue to sweep voltage (with a
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50 µm 30 µm 15 µm
East - 32 46
West 19 15 35
North 19 - -
South 22 3 32

Table 3.2: Capacitance value in pF for all capacitors after experiencing maximum
voltage of ±50V.

span of ±50V) while warming the fridge in a controlled way (using PID controller

(proportional-integral-derivative) up to 90K) to room temperature (280K).

Figure 3.11: C-V characteristic of C50N for different temperatures during warming
up the fridge (a) when the device experienced very high voltage of ±50V during 1st

cool-down, (b) when the device experienced a maximum of ±5V during 2nd cool-
down.

The device used for this experiment is C50N. Figure 3.11a presents the data

acquired after the device (let us call it the ‘Cooldown-I device’) has experienced a

maximum of ±50V along with the stray fields from adjacent devices. As shown

in figure 3.11a, at 10mK the maximum capacitance cannot be achieved within the

range of ±50V. However, the change in capacitance with voltage is visible up to

50K, indicating that beyond 50K, the capacitance (or the dielectric constant) of a

50 µm gap capacitor is no longer electric field dependent. Moreover, the dielectric
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constant decreases as the temperature increases.

Figure 3.11b represents the same device (C50N) without experiencing a large

electric field (let us call it the ‘Cooldown-II device’). Hence, maximum capacitance

can be achieved within the range of ±5V. Similar to the Cooldown-I device, for

the Cooldown-II device also, the dielectric constant decreases with the increase in

temperature, resulting in lower capacitance. However, unlike the Cooldown-I device,

beyond 30K, the electric field tunability of the dielectric constant for a 50 µm gap

capacitor vanishes for the application of a maximum of ±5V. Thus, figure 3.11

provides insight into how the tunability of the dielectric constant of a quantum

paraelectric material depends on the temperature.

Restoring the initial phase with a thermal cycle: Once the polarisation

state of the material is distorted by a very high electric field at low temperatures,

the conventional way to restore the initial condition is to thermally cycle up to

room temperature [45]. For three different capacitors (as shown in figure 3.12), the

capacitance values at low temperatures (below 10K) for the 1st cool-down are more

than those for the 2nd cool-down. Hence, the highest capacitance (and also dielectric

constant) is not achieved in the 2nd cool-down. This indicates that a thermal cycle

up to room temperature does not completely restore the initial polarisation state

for these devices. This contradicts the conventional approach, necessitating further

research to identify any additional contributing factors.

C50N C30W
C15S

Figure 3.12: Capacitance vs. temperature for three different capacitors (a) C50N,
(b) C30W, and (c) C15S.
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3.2 Outlook

This chapter is a detailed investigation of the dielectric response of a quantum

paraelectric material at 10mK in the presence of an external electric field. The

conclusions of this chapter can be drawn as follows.

• The experimental results of the temperature dependence of the capacitance

(and therefore the dielectric constant) agree with the theoretical model

(discussed in chapter 2) which tells us that the dielectric constant increases

drastically at low temperatures.

• The capacitance vs. voltage curves show that the dielectric constant is a

function of an external electric field which can be explained by the LDG theory

[45].

• Using these characteristics, an on-chip cryogenic variable capacitor is con-

structed on a quantum paraelectric material (SrTiO3).

• It is observed that the negative voltages have more impact on the dielectric

constant of the material than the positive voltages. This means that the initial

polarisation state is more affected by the voltages of negative polarity.

• The C-V characteristics for different gap capacitors have been analysed in this

chapter. This reveals that when the gap is 15µm or below, the capacitors leak

current through beyond certain voltages.

• The tunability of the capacitors with respect to the applied voltages is studied,

which tells us that the less the gap between electrodes, the more tunable the

capacitor.

However, the chapter ends with an open question about the mechanism of restoring

the initial polarisation state of these materials which is discussed in detail in chapter

6.
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Chapter 4

Impedance matching device

After a thorough study of the dielectric nature of the quantum paraelectric materials

through electrostatic characterisation, it is time to explore the response of these

materials to high-frequency electromagnetic fields and this is carried out in this

chapter by demonstrating a lumped element impedance matching network. A

detailed discussion of this type of matching circuit has been described in section

2.1. From section 2.2, we know that quantum paraelectric materials show a high

and tunable dielectric response at low temperatures. Chapter 3 demonstrates that

an on-chip variable cryocapacitor can be made of this material. Taking advantage

of these characteristics, I make an impedance matching device where the lumped

elements (capacitors) are made of strontium titanate (SrTiO3).

4.1 Significance of impedance matching

For measuring any quantum device (such as quantum dots [29], spin qubits [76]), we

use a transmission line (either a coaxial cable or a coplanar wave guide structure)

and there is generally an impedance mismatch between the device and the readout

line [29, 77]. The typical impedance of a quantum system such as a single electron

transistor is ∼ h/e2 ≈ 25.8 kΩ, while the typical impedance of a transmission line

is similar to the impedance of the free space ∼
√

µ0

ϵ0
≃ 377Ω. Most commercially
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available coaxial cables have a standard impedance of 50Ω. Therefore, to ensure

an optimum power transfer, the impedance of the quantum device must match

the impedance of the feedline. In this way, the best charge and capacitance

sensitivities are also achievable [28]. However, unpredictable variations between

device impedances often require in situ tunability in the matching circuit, which

is possible by implementing a variable capacitor. Moreover, the tunability of

the resonance frequency is also needed for optimal performance within certain

bandwidths allowed by other high-frequency components. Therefore, coupling the

quantum devices to an impedance matching circuit with an in situ tunable resonator

could potentially improve the readout scheme.

4.2 Simulation using Microwave Office software

Prior to building an on-chip impedance matching network using a quantum

paraelectric material, I simulate the design (as shown in figure 4.1) in AWR

Microwave Office software [78] to choose the correct electrical configuration and

to optimise the circuit parameters for a perfect match.

Cd

CsCm Rbias

Ls

Rnet

Figure 4.1: Schematic diagram of a lumped element-based impedance matching
network with an in situ tunable electrical resonator. The resonator is formed from
an inductor Ls and a variable capacitor Cs. The variable capacitors Cm and Cd

controls the impedance of the circuit and decouples the circuit from the fridge’s
electrical controls respectively. Parasitic losses in the circuit are parametrized by an
effective resistance Rnet.

The matching device consisting of an in situ tunable LC resonator [29] is

configured in a reflectometry setup. This matching network can be used to match a
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4.2. Simulation using Microwave Office software

quantum device with high impedance to a 50Ω transmission line. Now, to construct

an electrical LC resonator, an inductor (Ls) is added in series with a capacitor (Cs).

Therefore, the resonance frequency (fs) is given by 1/(2π
√
LsCs). To make the

resonator tunable Cs is considered as a variable capacitor. In order to improve the

impedance matching between the sample and the 50Ω transmission line, a matching

capacitor (Cm) and a decoupling capacitor (Cd) are introduced in the circuit in

parallel and in series with the sample, respectively. The reactance of (Cm) adjusts

the net impedance of the entire circuit to be closer to the perfect matching point. A

parasitic resistor (Rnet) has also been included. For biasing the sample with voltage,

a resistive path (Rbias) has also been introduced to the circuit. However, for the

sake of simplicity, Rbias is grounded in the simulation.

In the simulation, Ls is chosen to be a spiral inductor with: 5 turns; inner radius

= 300µm; turn width = 10 µm; spacing between turns = 20 µm. The value of Ls is

31.679 nH (calculated using an online tool [79]). For Ls = 31.679 nH, the value of

Cs determines the resonance frequency, as shown in figure 4.2

Figure 4.2: Reflection coefficient S11 plotted as a function of frequency for different
values of Cs. In this plot I have chosen Cm = 104 pF and Cd = 75pF.

I choose to operate the device at Cs = 54 pF. Now, keeping Cd the same as

before, the value of Cm is swept from 50 pF to 104 pF. As shown in figure 4.3, the
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signal is the strongest for Cm = 77pF. Hence, the match is optimal at this point.

As mentioned above, although the resonance frequency shifts slightly higher with

decreasing Cm, the impact is negligible.

Over-coupled

Critically-coupled

Under-coupled

Im(S11)

Re(S11)

Figure 4.3: The effect of Cm on S11 for fixed Cs = 54 pF. In the inset, the Smith
chart shows different coupling conditions.

As shown in figure 4.2, for Ls = 31.679 nH and Cs = 54pF, fs is 193MHz. For

this particular frequency, when the value of Cm is 77 pF (given Cd = 75 pF), there is

the best match between the 50Ω transmission line and the tunable resonant circuit.

This is directly associated with the critical coupling condition as shown in figure

4.3. Therefore, we can see that Cm controls the coupling conditions and also results

in a slight change in fs. Thus, the critical coupling as well as the best matching

condition can be obtained by modifying Cm. The optimised parameters derived from

the simulation for the best impedance match are listed in table 4.1.

Ls 31.679 nH
Cs 54 pF
Cm 77 pF
Cd 75 pF
Rnet 2Ω
Rbias 10 kΩ

Table 4.1: Optimised values of all circuit parameters.
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4.3 Measurement configuration and device char-

acterisation

This section contains a detailed description of the reflectometry measurement scheme

for impedance matching devices and device characterisations in the sub-GHz range

at 10mK. An overview of the device design is also provided for three different

generations of the same type of devices with minor modifications. The details of the

fridge wiring for reflectometry measurements of these specific devices can be found

in appendix A. In the following subsections, I am not impedance matching a real

sensor but testing the efficiency of the matching circuit, which could potentially be

integrated with a high impedance device.

4.3.1 First generation device characterisation

The spiral inductor (Ls) as shown in figure 4.4, is made of a 165 nm thick niobium

(Nb) film sputtered on a 1µm thick silicon dioxide (SiO2) terminated highly resistive

5mm×5mm silicon (Si) chip from inseto. The superconducting film is used for the

propagation of the lossless signal. The rest of the device (including Cm, Cd, Rbias)

is also made of 165 nm thick niobium but on a titanium dioxide (TiO2) terminated

10mm×10mm SrTiO3 chip. The details of the fabrication recipe can be found in

appendix C.

Figure 4.4 shows how the device is electrically connected to the room temperature

equipment. A vector network analyser (VNA) is used to monitor the reflected signal

S11, while high voltage sources are used to tune the variable capacitors Cs, Cm,

and Cd. To avoid the escape of the radio frequency (rf) signal through dc ports,

the variable capacitors (varactors) are biased via on-chip low pass filters (LPFs)

(consisting of a spiral inductor and finger capacitors). A bias tee (on the PCB) is

used to adjust Cd.
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A

A

VNA

Ls

Cs

SrTiO3/TiO2 Si/SiO2

PCB

R1

C1

Bias tee

R2

C2

Cm

R3R3

Rbias

LPFLPF

LPF

Cd

HV sourceVs

HV sourceVm

HV sourceVd

Directional coupler

HEMT amplifier
(+36 dB)

Cryo-attenuator
(-32 dB)

ac ground

dc ground

Quantum
device

300K
Cryostat

Figure 4.4: Experimental setup for impedance matching network. This is a direct
implementation of the simulated design (figure 4.1). If there were a device to
measure, it would be connected to Ls as shown in the figure. Every component
inside the green box is at 10mK. R1 = 50 kΩ; C1 = 10nF; R2 = 1kΩ; C2 =
1nF; R3 = Rbias = 5kΩ; LPF: low pass filter; VNA: vector network analyser; PCB:
printed circuit board; HV: high voltage; HEMT: high electron mobility transistor.

I have used a 14-turns spiral inductor with an inner radius of 300 µm and there is

a circular pad of radius 250µm in the center used for wire-bonding. The presence of

a superconducting circular pad in the center of the inductor lowers the inductance.
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Hence, the inductance value calculated using an online tool [79] is no longer valid. I

simulated the capacitance of different structures in ANSYS [80], but from chapter 3,

we know that the same structures can have different values of capacitance. Hence,

one way to find the resonance frequency, fs (assuming that there appear many

unwanted parasitic resonances) is by tuning Cs. Therefore, the plan of action is to

find the resonance frequency (fs) first by varying Cs by applying a dc voltage Vs

across the capacitor. Once fs is found, keeping Cs constant, Cm needs to be varied

(by applying Vm) to find the perfect match point, where the reflected signal has the

minimum amplitude. After finding the matching point, Cd can be tuned to search

for critical coupling.

According to the plan, Vs is varied from 0V to +60V while monitoring the

reflection coefficient (S11) in VNA. A frequency sweep from 10 to 500MHz (expected

range of fs) is performed in the VNA with a constant power of -80 dBm at the input

of the device (including 33 dB attenuation along the refrigerator line and 12 dB

attenuation by the directional coupler).
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(a) (b)

Figure 4.5: Finding fs by tuning Vs. (a) forward sweep (from 0V to +60V) of Vs

(b) reverse sweep (from +60V to 0V) of Vs. The dashed lines are to trace fs. The
arrows denote the voltage scan directions.

Figure 4.5a shows that there is a resonance that changes with Vs. However, the

signal is so faint that it is barely visible in the spectrum. To detect the change, I

plotted ∆S11 (= actual S11 - average S11 along the voltage axis) instead of actual
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Chapter 4. Impedance matching device

S11 on the colour axis. The frequency change is highlighted by the dotted line in

figure 4.5a. Upon sweeping Vs from +60V to 0V, it produces a similar result as

shown in figure 4.5b.

A similar pattern is found between 300 and 350MHz as shown in figure 4.6 where

the change is indicated by the dashed line. There are two parasitic resonances near

332MHz and 340MHz which are not affected by the change in Cs. The difference

between the resonance near 70MHz (figure 4.5) and the resonance near 320MHz

(figure 4.6) is that the former one does not show any signal at Vs = 0, while the

latter is visible.
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Figure 4.6: Finding fs by tuning Vs. (a) forward sweep (from 0V to +60V) of Vs

(b) reverse sweep (from +60V to 0V) of Vs. The dashed lines indicate the changes
in fs. The arrows dictate the scanning directions.

To confirm if any of these resonances is the resonance of the in situ LC resonator,

I extend the voltage span from +60V to −60V. For the resonance near 70MHz,

it does not show any sign of resonance for Vs < 0, while the other one produces an

interesting plot shown in figure 4.7. This is quite promising, as the plot can be fitted

with a model developed from the LGD theory [30, 45].

Repetition of the measurement as shown in figure 4.7 produces a different

result. The reflected signal becomes very faint and shifts its position towards higher

frequency. This is due to the application of negative voltages, as it permanently

changes the capacitance. We learnt from chapter 3 that after applying a negative
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𝑉 𝑠
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Frequency (MHz)
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LGD fit

Figure 4.7: Measurement of reflected signal as a function of Vs in order to trace fs.
The change in fs with respect to voltage is fitted using equation 2.5 from Landau-
Ginzburg-Devonshire (LGD) model [81]. For the fit, the dielectric constant at zero
electric field is chosen to be 27400 and the electric field tunability parameter is set
as a free parameter. To take account of the hysteresis, an offset term is introduced
to the model.

voltage the dielectric constant cannot be completely restored upon removal of the

applied voltage. This is the reason why the resonance frequency shifts upwards at

Vs = 0. In other words, after applying the negative voltage, Cs decreases, resulting

in a higher fs. As the system remains partially polarised even when Vs is set to zero,

the initial capacitance value cannot be retrieved and it causes a permanent change

(until the device undergoes a thermal cycle up to room temperature which restores

its initial state) in fs.

Bear in mind that the device is not 50Ω matched assuming that the geometrical

capacitance of Cm is far from the value required for the perfect matching point.

Hence, a weak signal is what we expect. As we now know the frequency range for fs

to appear, I next tune Cm to the correct value for which the signal has the minimum

reflection. Another point to remember is that by applying voltage (of any polarity),

we can only lower the capacitance value. Hence, the geometrical capacitance is the

Go to Contents↑ 51
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highest value, which could only be lowered by applying a voltage of any polarity.

Unfortunately, no significant change in reflected signal power in that frequency

range is observed when adjusting Cm by voltage ranging between +60V and -60V.

This indicates that the device cannot achieve the matching point. A probable reason

could be that the matching capacitance required for impedance matching is beyond

the geometrical capacitance of Cm. Therefore, by applying the voltage on Cm, the

matching point can never be obtained. In addition, it is possible that part of the

signal is lost through Rbias.

There are a few drawbacks of this device discussed here which I improved in the

next generation of devices.

1. The sputtered niobium does not stick well with the TiO2 terminated SrTiO3

chip. This causes some lumps on the conducting line as shown in figure 4.8.

This raises the requirement for an adhesive layer during fabrication.

2. Rbias used in this circuit is a thin film resistor mounted on the PCB. It can be

improved by fabricating an on-chip resistor.

3. The spiral inductor can be surrounded by a ground plane to avoid floating

charges.

(a) (b) (c)

100 𝜇m

Figure 4.8: (a), (b), and (c) show different distorted parts of the conducting line.
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4.3.2 Second generation device characterisation

The second-generation device is modified in such a way that the space on the SrTiO3

chip is fully utilised by accommodating two devices. One chip contains two matching

devices with different Cm values (indicated as Cm1 and Cm2 in figure 4.9). In case

one matching device does not work, the other one could be tested without further

fabrication delay. Another modification for second-generation devices is that Rbias

is fabricated on the chip to reduce signal loss through that path.

Ls

Rbias Cd

Cm1

Cm2

Cd

S11

Cs

Cs

LPF LPF

LPF LPF

Si/SiO2

SrTiO3/TiO2

Figure 4.9: Schematic of two impedance matching devices on one SrTiO3 chip.
They share the same Rbias to save space. The top device is drawn in an operational
mode when the bottom one is electrically disconnected.

A significant difference between first- and second-generation devices is that,

except for the spiral inductor, the matching device is made of 200 nm thick Au

on TiO2 terminated SrTiO3, where 10 nm thick titanium (Ti) is used as an adhesive

layer. Ls is still made of 165 nm thick niobium on a SiO2 terminated Si chip.

However, Ls is surrounded by a ground plane to define a constant potential around
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the inductor. One limitation of this device is that both the networks cannot be

used at the same time for impedance matching as they both share a common Rbias

(10 kΩ, measured at room temperature).

Following the same measurement scheme mentioned in section 4.3.1, the devices

are characterised one at a time. However, both devices do not show any sign of

reflected signal. Even a faint signal, as in the case of a first-generation device, does

not appear which could be traced by adjusting Cs. The change in Cm and Cd also

did not make the suppressed signal appear. This means that not only does the

matching network not function, but also the energy from the resonator is highly

dissipated along the signal path.

One of the probable causes is the resistive conducting lines. Unlike a first-

generation device, the signal in these devices suffers from two main loss mechanisms-

–the dielectric loss and the dissipation due to resistivity. Due to the high loss

tangent of SrTiO3, the signal weakens while propagating in both the first- and

second-generation devices. In addition, the second-generation device uses a resistive

conducting path, which dissipates the signal. Moreover, the way Rbias is placed

next to the signal-carrying path [shown in figure 4.10] introduces a large parasitic

capacitance parallel to Cm. These are likely to be the main reasons why the reflected

signal does not appear in the reflection measurements.

500 𝝁m

Cs

𝐂𝐦𝟏

𝐂𝐝

𝐂𝐝

𝐂𝐦𝟐

LPF

𝐕𝐦𝟏

𝐑𝐛𝐢𝐚𝐬

Matching device 1

Matching device 2

Figure 4.10: Image of 2nd generation devices.
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To improve the 3rd generation device, the following modifications are made:

1. Dedicate an entire SrTiO3 chip to each impedance matching network to reduce

parasitic components.

2. Maximise the tunability of Cm.

3. Reduce parasitic capacitance between the conducting line and on-chip Rbias

by placing them as far away as possible from each other.

4. For both first- and second-generation devices, Cm, Cd, and Cs are electrically

connected in such a way that when Cd is tuned by applying voltage through

the bias tee (on PCB) or through Rbias, the electric field across Cm or Cs

changes, respectively. To avoid this, in third-generation devices, I replace the

variable Cs with a fixed Cs for voltage-independent fs.

5. Reduce the resistive path length.

4.3.3 Third generation device characterisation

Implementing these modifications, the final version of the device is shown in figure

4.11. Ls and Cs are fixed, while Cm and Cd are tuned by voltages, Vm and Vd,

Cm1

Cm2

Cm3 Cd

500 μm

Rbias

Vm

500 μm

Figure 4.11: Optical image of 3rd generation fabricated device.

respectively, as shown in figure 4.12.
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The measurement setup (figure 4.12) allows the reflected signal to be measured

simultaneously with the values of Cm and Cd. The plan is to find the value of Cm

for which the reflected signal is minimum. Then, to ensure that the critical coupling

is achieved, Cd can be varied.

A

A

VNA

+36dB

-32 dB

Cs

Ls

Cd
R1

C1

Bias-tee

Si/SiO2SrTiO3/TiO2

LPF

LPF

R3R3

Rbias

Cm1 Cm2 Cm3

PCB

R2

C2

ac ground

dc ground

Bias-tee

Bias-tee

LIA

LIA

C3

C3

R4

R4

HV
source

HV
sourceVm

Vd

Figure 4.12: Experimental setup for reflectometry measurement. Every
component inside the green box is at 10mK. R1 = 50 kΩ; C1 = 10nF; R2 =
1kΩ; C2 = 1nF; R3 = 5kΩ; R4 = 500 kΩ; C3 = 1 µF; LPF: low pass filter; VNA:
vector network analyser; PCB: printed circuit board; HV: high voltage; LIA: lock-in
amplifier.

Figure 4.13a shows that when Vm ∼ 6.5V, the reactance of Cm (Cm1 + Cm2 +

Cm3) makes the impedance of the entire circuit close to 50Ω resulting in a better
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impedance match and consequently the strongest signal, which is denoted by the

blue region in figure 4.13a. To confirm that impedance matching is happening,

I extend the voltage span to -15V. As a result, we can see in figure 4.13b that

for both polarities of Vm, the signal gets stronger. This could be illustrated in

the following way: when Vm = 0V, the impedance of the circuit is far from the

matching point; increase in |Vm| brings the impedance closer to the matching point,

thus enhancing the signal; a further increase in |Vm| pushes the impedance away

from the matching point, causing the signal to fade away. This is good evidence

that the circuit is capable of adjusting the impedance and therefore will be useful for

impedance matching when incorporated with a high-impedance device. Although in

principle |V +
m | = |V −

m | (where V +
m and V −

m are, respectively, the positive and negative

voltages applied on Cm at the perfect matching points), due to the hysteric nature

of the material (as discussed in chapter 3) |V −
m | − |V +

m | ≠ 0.
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Figure 4.13: Plot of the measured reflection coefficient (S11) as a function of
frequency and Vm. (a) Vm is swept from 0V to +15V (forward sweep). (b)Vm is
lowered from +15V to −15V (reverse sweep).

Similarly to the 1st generation device, after the application of negative voltages,

the resonance is no longer retrievable (due to the permanent change in capacitance

value). Therefore, the sample is given a thermal cycle up to room temperature and

cooled to 10mK to restore its original state. The signal is rediscovered with a slight

change in frequency, as shown in figure 4.14a. Since it is known from the previous
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experiment, I focus on the voltage region where the perfect matching is obtained. In

figure 4.14a, at Vm = 5.5V, the reflection is minimum. This result is reproducible

as long as the negative-polarity voltage is not applied. Simultaneously, the values

of Cm and Cd are measured for different Vm as shown in figure 4.14b and 4.14c.

Ideally, the change in Cd with Vm should be zero. But figure 4.14c shows a slight

change in Cd with Vm. This behaviour can be explained by the impact of stray field

as discussed in chapter 3

V
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Frequency (MHz)
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1
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(b) (c)

Figure 4.14: Perfect impedance match point where the reflected signal is minimum.
(a) Reproducible colour plot of S11 as a function of Vm and frequency. (b) and (c)
show the impact of Vm on Cm and Cd, respectively when Vd = 0V.
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4.4. Conclusion

Now it is time to assess the critical coupling point by tuning Cd. In figure 4.15

Vd is varied from 0V to +50V. However, there is no change in the reflected signal

for different values of Cd. This indicates that the value of Cd (even at Vd = 50V)

is too high to have an effect on the reflected signal. This can be explained in the

following way. The value of Cd (at Vd = 0V) is almost 100 times larger than the

value of Cs. Cd will have an impact on the reflected signal only when its value is

comparable to Cs.

Figure 4.15: Cd as a function of Vd when Vm = 0V.

4.4 Conclusion

In this chapter a lumped element impedance matching network based on a quantum

paraelectric material (SrTiO3) is thoroughly studied. Starting with a simulation for

optimising the device parameters, this chapter ends with a promising demonstration

of impedance matching. Therefore, the matching network is now ready to integrate

with a high-impedance device. This chapter can be summarised as follows.

• The simulation in AWR Microwave Office software [78] gives insight into the

functions of different elements in the matching network (that is, Cs controls

the resonance frequency and Cm adjusts the impedance of the circuit).
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• A tunable LC resonator is successfully made out of SrTiO3, whose frequency

can be tuned by voltage. The experimental data are in good agreement with

the LGD theory [45].

• Finally, a successful impedance matching device based on SrTiO3 has been

demonstrated, which is capable of adjusting the impedance of the circuit.

Since this matching network is controlled by a dc voltage, one must be careful

about applying a dc voltage to this material due to its hysteric nature in

polarizability. It is shown that the impedance matching condition is achievable

by the voltage of both polarity. Therefore, it is better to avoid applying a

negative voltage since it has more impact than a positive voltage on changing

the initial polarisation state.

In general, this chapter is about optimising readout sensitivity to changes in device

impedance, which is very useful for studying high-impedance devices (such as

quantum dots [28–30]). The response of the quantum paraelectric material to the

high-frequency electromagnetic field is investigated in the next chapter.
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Chapter 5

Wave mixing in a quantum

paraelectric medium

The study of quantum paraelectric (QPE) materials can now be extended to the

wave mixing regime to observe the nonlinear response to a radio frequency (rf)

signal. This chapter is focused on mixing two high-frequency electromagnetic waves

by leveraging the intrinsic nonlinearity of these materials. This is a step towards

Coupling capacitor

Figure 5.1: A λ/2 CPW resonator on a QPE chip capacitively coupled to both
the input and output ports.

parametric amplification. It allows for on-chip frequency generation and modula-

tion/demodulation. The experiment is performed by probing a superconducting
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half-wave (λ/2) coplanar waveguide (CPW) resonator in a transmission mode setup

(figure 5.1). In a λ/2 resonator, electromagnetic waves inserted to the input port

travel through the central strip-line and exit from the output port only when the

electromagnetic wavelength is twice the length of the strip-line or a multiple.

5.1 Simulation of a CPW resonator in ANSYS

In order to guide the design of the mixer this section describes the simulation of a

superconducting λ/2 CPW resonator on top of a quantum paraelectric material

to evaluate the S-parameters by HFSS (high frequency structure simulator) in

the ANSYS Electronic Desktop [80]. The fundamental frequency of a λ/2 CPW

resonator [82] is

f0 =
c

√
ϵeff

1

2l
(5.1)

where c is the speed of light, l is the length of the resonator, ϵeff = ϵr+1
2

is the effective

dielectric constant, and ϵr is the dielectric constant of the substrate. Equation 5.1 is

2000

1000

0

𝐄 [V/m] Port 1

Port 2

Τλ 2 resonator

(a)

l = 300 µm
ϵr = 4500

(b)

Figure 5.2: Products of a HFSS simulation of a λ/2 CPW resonator model in
ANSYS. (a) Electric field distribution along the central strip-line. The intensity of
the electric field is maximal at the ends while the minimum is located at the center.
(b) S-parameters plot. The peak in S21 and the dip in S11 indicate the fundamental
resonance ∼ 10GHz (expected at 10.5GHz using equation 5.1).
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true for a one-dimensional model, and assuming ϵr is constant. A detailed discussion

of a CPW resonator can be found in appendix B.

Description of the model [figure 5.2]: The length of the resonator is 300 µm.

The substrate is potassium tantalate (KTaO3) with a uniform dielectric constant

ϵr = 4500. The thickness of the substrate is 500 µm. The resonator is coupled to

the input and output ports by 5 µm gap capacitors. The width of the strip-line is

30 µm and the ground plane spacing is 15 µm.

Figure 5.2 contains the simulation results of the electric field distribution and

S-parameters. An electromagnetic wave is sent to port 1 and received from port 2.

The transmission is highest at resonance. Therefore, for all frequencies except f0,

the value of the transmission coefficient (S21) should ideally be zero and at f0, S21

should have the highest value. On the other hand, the reflection coefficient (S11)

should be minimal at f0.

As shown in figure 5.2a, the electric field distribution on the resonator agrees

with the theory that says that for a λ/2 resonator, the voltage is zero at the center of

the strip-line while the maximum voltage is experienced on both ends. Figure 5.2b

demonstrates S21 and S11 of the resonator for a frequency sweep from 9 to 11GHz.

The maximum S21 or the minimum S11 indicates that the fundamental mode (f 300
0 )

for a 300 µm long resonator is ∼ 10GHz. Hence for a 30000µm long resonator, the

resonance frequency is (using equation 5.1),

f 30k
0 = f 300

0 × 300

30, 000
≃ 100MHz (5.2)

Possible conflicts may occur between the simulated model and a practical device

for the following reasons – (1) The fundamental resonance frequency (f0) could

be different depending on the dielectric constant of the substrate. (2) The loaded

quality factor (QL = f0/∆fFWHM, where FWHM stands for full-width half maxima)

may vary depending on the coupling strength (alternatively coupling capacitor). (3)

The insertion loss may differ for different values of the loss tangent of the substrate

at different frequencies.
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5.2 Electrostatic simulation in MATLAB

In this section the discussion highlights the response of a CPW resonator on KTaO3

(KTO) when the central strip-line experiences a dc electric field. As shown in chapter

3, the application of a dc voltage modifies the dielectric constant, resulting in the

change of capacitance between the central strip-line and the ground planes (figure

5.3b). To simulate this, I use a 2-dimensional model based on the Landau-Ginzburg-

Devonshire (LGD) theory [81], in which the dielectric constant of KTO (ϵKTO
r ) is a

function of an electric field (E).

ϵKTO
r (E) = 1 +

ϵKTO
r (0)

[1 + (E/E0)2]1/3
(5.3)

where E0 is a tunability parameter of the dielectric constant for an applied electric

field. This 2-dimensional model helps to know the value of dielectric constant

everywhere inside the geometry (figure 5.3b) and the dependence of capacitance

on voltage.

A MATLAB script is written to perform a 2-dimensional electrostatic simulation

of a CPW resonator in a GROUND-VOLTAGE-GROUND configuration (figure

5.3b). The purpose is to analyse how the effective dielectric constant of KTaO3

changes under various externally applied voltages. The simulation uses the Partial

Differential Equation (PDE) Toolbox to solve for electric potential and electric field

distribution and compute corresponding dielectric properties.

Geometry and model setup The dimensions of the simulation box, the

coplanar structure and the mesh size are defined. An electrostatic model is initialised

using createpde(‘electromagnetic’,‘electrostatic’). The regions (vacuum and KTaO3)

are defined by constructing multiple rectangular blocks (upper and lower background

layers, central signal line (voltage applied) and ground planes on either side of

the signal line). The geometries are then assembled and combined using Boolean

operations to form the final simulation domain.

Mesh generation A quadratic mesh is generated with defined mesh size in

64 Go to Contents↑

https://uk.mathworks.com/help/pde/ug/pde.electromagneticmaterialassignmentrecords.findelectromagneticproperties.html


5.2. Electrostatic simulation in MATLAB

order to access each nodal point inside the geometry. The mesh elements and nodes

associated with different faces are identified for post-processing and visualisation.

Material definition The materials for different regions are defined by their

permittivities. The vacuum has a fixed permittivity while KTaO3 is characterised

by a nonlinear field-dependent permittivity (equation 5.3).

Boundary conditions and voltage sweep To simulate multiple bias condi-

tions, a range of voltages is applied on the central strip-line. Boundary conditions

are imposed on the edges representing the signal and ground planes.

Solving the model For each applied voltage, the electrostatic PDE is solved

to obtain the electric potential distribution. From this solution, the nodal electric

field is evaluated and the local field magnitude is used to determine the effective

permittivity based on the nonlinear field-dependent dielectric model.

Post-processing Effective permittivity distribution is plotted as shown in

figure 5.3b. In order to assess the voltage-dependent resonance frequency of the

CPW resonator, energy stored per unit length (Ul) is calculated as follows.

Ul =
∑
i

(Energy density (i)× Area(i)) (5.4)

We know, energy density for i-th node =
ϵiE

2
i

2
, where ϵi is the dielectric constant at

i-th node and Ei is the electric field at i-th node. Both ϵi and Ei are known from the

PDE solution. Due to the quadratic mesh configuration, the area associated with i-

th node is an area of a triangle. Thus, using equation 5.4 energy density is calculated

by integrating the permittivity-weighted field energy over all the mesh elements.

Since the resonance frequency of a CPW resonator is inversely proportional to the

square root of the energy stored per unit length, figure 5.3a is plotted using equation

5.4 for different voltages.

This model helps to understand the nonlinear dielectric response of KTaO3 under

varying bias voltages. By simulating the structure of a CPW resonator, one can

predict how the dielectric constant and hence the resonance frequency will respond

to an applied electric field.
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(a)

V

KTaO3

Vacuum

D
ielectric co

n
stan

t

30 𝜇m

(b)

Figure 5.3: MATLAB simulation results for a 2-dimensional CPW model. (a) The
tunability of the fundamental mode for different dc voltages is plotted where the
voltage is applied on the central line. (b) Cross-sectional view of the CPW model.
The colour bar refers to the dielectric constant of the substrate (KTaO3) under an
applied dc voltage of 5V.

A complete MATLAB code of the model is given in appendix D. Figure 5.3a

shows how the fundamental frequency (f0) of the CPW resonator changes with

the applied voltage. In summary, the simulation results show how the dielectric

constant and consequently the resonance frequency can be varied with voltages in

a controlled way. This analysis would be beneficial for assessing 3-wave mixing in

quantum paraelectric materials.

5.3 Analytical optimisation of device parameters

This section tells us how to find the optimised parameters such as the length of the

resonator, the value of coupling capacitance.
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5.3.1 Length l of the resonator

The fundamental resonance frequency of a λ/2 CPW resonator is given by,

f0 =
c

√
ϵeff

1

2l
(5.5)

Considering the available measurement setup, f0 is desired to be 100MHz. From

[43], we know that below 4K, the relative permittivity (ϵKTO
r ) of KTaO3 (KTO) is

approximately 4500. Hence, the effective relative permittivity is given by,

ϵeff =
ϵKTO
r + 1

2
≃ 2250 (5.6)

Therefore, for f0 = 100MHz the length of the resonator required is ∼ 31.5mm.

5.3.2 Coupling capacitance CK for critical coupling

The loaded quality factor (QL) of a system is dominated by either internal (Qint) or

external (Qext) quality factor depending on the coupling condition (see appendix B

for a detailed discussion), as shown in equation 5.7.

1

QL

=
1

Qint

+
1

Qext

(5.7)

At critical coupling, Qext = Qint. The loss tangent (tan δ) of a resonator, which

incorporates both surface losses and dielectric losses can interchangeably be used

for 1
Qint

. An earlier experiment [44] shows that at 3GHz, tan δ of KTaO3 (tan δKTO)

is 4.2 x 10 −5 at 5.4K. Assuming this is true for 100MHz at 10mK, the internal

quality factor is given by,

Qint =
1

tan δKTO

= 23, 800 (5.8)
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Hence, at critical coupling, Qint = Qext = 23, 800. The coupling capacitance (CK)

at each port for a two-port circuit is [82]

CK =

√
π/Qext

2ω0Z0

(5.9)

where Z0 is the characteristic impedance of the resonator which depends on the

relative permittivity of the substrate (ϵKTO
r ), thickness of the substrate (t), the

trace width (w) and the ground plane spacing (s). For ϵKTO
r = 4500, w = 30 µm,

s = 15 µm and t = 0.5mm, the characteristic impedance (Z0) is 2.5Ω (calculated

using an online tool [83]). For overcoupling, I choose the coupling capacitance to be

20 pF. The reason behind choosing overcoupling is the uncertainty in the value of

ϵKTO
r . The dimensions of the coupling capacitor are optimised for ϵKTO

r = 4500 in

order to achieve critical coupling. If the value of ϵKTO
r is less than 4500, for a similar

geometrical structure, the capacitance value decreases, resulting in undercoupling.

b 𝑎

Unit cell
Vacuum

KTaO3

t

Top view Cross-sectional view

L

(a) (b)

ϵ1 = ϵKTO
r

ϵ2 = ϵvacuumr

Figure 5.4: Schematic view (a: top view; b: cross-sectional view) of an
interdigitated capacitor on a KTaO3 chip.

I choose interdigitated capacitors to connect the resonator to 50Ω matched lines.

The expression for an interdigitated capacitance [84] with N fingers of length L is

Ctot = (N − 1)LCuc (5.10)
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where

Cuc = ϵ0(ϵ1 + ϵ2)
K(

√
1− (a/b)2)

K(a/b)
+ 2ϵ0ϵ2

t

a
(5.11)

where a, b, t, ϵ1, and ϵ2 are indicated in figure 5.4. K(⋆) is a complete elliptic

integral of the first kind. For a = 5 µm, b = 20 µm and t = 200 nm the second

term in equation 5.11 can be neglected. Therefore, to achieve, CK = 20 pF with

Cuc = 7× 10−8F, I choose N = 5 and L = 70 µm.

5.4 Device design and fabrication

60 𝝁m

80 𝝁m 80 𝝁m

Input port Output port

Central line

500 𝝁m

Voltage 

Bias line

(a)(b) (c)

(d)

(e)

Figure 5.5: Overview and details about the device layout. (a) Photograph of the
chip. (b), (c), and (d) are the darkfield images of the input port, the output port,
and the center of the strip-line respectively. (e) Microscopic image of the voltage
bias line.

The design of the superconducting λ/2 CPW resonator is based on the optimised

parameters mentioned above. The resonator is made of superconducting thin film

(Al) of thickness of 200 nm on top of a single-crystal 10mm×10mm×0.5mm KTaO3
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chip. The length of the resonator is about 30mm. The resonator is capacitively

coupled to a 50Ω matched line at both ends via interdigitated capacitors as shown

in figure 5.5.

A voltage bias line is connected to the strip-line in the center. This is to apply a

dc voltage on the central strip-line to change the effective dielectric constant. The

fabrication recipe is described in detail in appendix C. The ground planes separated

by the strip-line and the voltage bias line are connected by bonded wires.

5.5 Cryogenic characterisation

Initially, the resonator is characterised at 10mK using a vector network analyser

(VNA) to discover the fundamental resonance frequency, f0 (expected at about

110MHz). Figure 5.6 shows the data from a VNA where the fundamental resonance

Figure 5.6: S21 transmission spectrum of a CPW resonator symmetrically coupled
to both input and output lines. Data points (red) are fit with a Lorentzian line

(black). The Lorentzian function looks like S21 = 10 log10

(
4Aw

4(f−f0)2+w2

)
+ y0 where

A = 3.592× 105, w = 1.868× 105, f0 = 126.27× 106, and y0 = −4.4.

frequency (f0) is found to be 126.264MHz with a loaded quality factor (QL) of 676.

Assuming Qint = 23,800 [44], from equation 5.7, we know that the external quality
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factor (Qext) is approximately 700. The measurement is performed with a signal

power of −70 dBm at the input of the resonator.

Spectrum analyser

+36 dB-28 dB

300 K
Cryostat

HV
source

fS

a1

fP

a2

Coupling loss (a1): -12 dB
Mainline loss (a2): -2 dB

Device at 10mK

Figure 5.7: Experimental setup for wave mixing. The CPW resonator is coupled
to an input line (with 28 dB attenuation) and a readout line (with 36 dB gain) via
symmetrical interdigitated capacitors. A HV (high voltage) source is used to apply
voltage on the central strip-line to tune f0.

The device is then configured in a two-tone measurement setup as shown in

figure 5.7 to explore nonlinear wave mixing in quantum paraelectric materials. Two

electromagnetic waves (a strong pump tone and a weak signal) combined at room

temperature are injected through a 28 dB attenuated coaxial cable to the input port
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of the resonator. The output port of the device is connected to a spectrum analyser

via a 4K HEMT (high electron mobility transistor) amplifier with a gain of 36 dB.

For the 4-wave mixing scheme the high voltage source is set to 0V while for 3-wave

mixing the dc voltage is applied to the central strip-line through the voltage bias

line as shown in figure 5.7.

5.5.1 4-wave mixing

Upon finding the resonance frequency, the device is now ready to explore wave

mixing. The device is first examined for 4-wave mixing. I inject two tones, pump

and signal. Typically, the pump tone is stronger than the signal tone. The frequency

(fP) of the pump tone is set to the fundamental mode of the resonator while the

frequency (fS) of the signal tone is swept around fP. The spectrum at the output

port is monitored by a spectrum analyser. The same process is run for different

pump powers (PP). The strength (PS) of the weak signal tone is −100 dBm at the

input of the resonator. As discussed in chapter 2, in 4-wave mixing the two tones

generate an ‘idler mode’ of frequency fI in such a way that their frequencies share

the following relation,

2fP = fS + fI (5.12)

Figure 5.8 is a graph for the power spectra for different weak signal frequencies

(fS) when the pump tone is set to f0 (126.264MHz) with a power of −55 dBm

at the input of the resonator. From figure 5.8, it is evident that there appear idler

modes associated with each weak signal frequency and they satisfy the 4-wave mixing

condition,

|fP − fS| = ∆f = |fP − fI| (5.13)
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˜̃ ˜̃

fS = 126.064MHz

fS = 125.864MHz

fS = 125.664MHz

fS = 125.464MHz

fS = 125.264MHz

fS = 125.064MHz

fS = 124.864MHz

Figure 5.8: Demonstration of 4-wave mixing in quantum paraelectric material.
The plot represents power spectra for different weak signal frequencies (fS) when
the pump tone is at f0 (126.264MHz) with a power of −55 dBm. The bottom trace
(purple) shows the actual output power. Each subsequent trace is vertically offset
by 2 dB from the one immediately below it to improve visibility. The appearance of
the idler mode for each fS in the presence of a strong pump tone is the evidence of
4-wave mixing. The red trace is plotted in figure 5.9.

To simplify the explanation, the red trace from figure 5.8 is drawn in figure

5.9. Figure 5.9 demonstrates the appearance of an idler mode at fI = 126.664MHz

for a weak signal fS = 125.864MHz satisfying equation 5.13 with ∆f = 400 kHz.

This plot confirms that a quantum paraelectric material (KTaO3) can exhibit the

phenomenon of 4-wave mixing at 10mK in the MHz frequency range with a certain

pump tone strength.
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∼ ∼∼ ∼

Figure 5.9: Power spectrum for a particular weak signal frequency (fS =
125.864MHz) with PP = −55 dBm and fP = 126.264MHz. The plot shows the
existence of the idler mode (fI) at 126.664MHz.

The idler modes remain prominent even at higher pump powers. Figure

5.10 depicts a measurement in which the pump power is increased to investigate

parametric amplification in the 4-wave mixing regime. The gain in the weak signal

Figure 5.10: Gain as a function of signal detuning from the pump tone frequency,
fP (or f0). (a) and (b) presents gain in weak signal and in idler mode, respectively,
for different pump powers as indicated in the legends.
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(defined as the difference between the output powers at fS with pump on and off)

and the gain in the associated idler mode (defined as the difference between the

output powers at fI with pump on and off) with respect to the signal detuning

from fP (or f0) are plotted in figure 5.10 for different pump powers (PP). When

PP = −100 dBm, there is no sign of gain in both weak signal and idler mode. At

PP = −55 dBm, the idler mode appears with a significant gain for different signal

detunings. But the weak signal starts to lose its power. This may seem to be because

the energy is transferred from the signal tone to the idler mode. The highest gain

of the idler mode is observed at PP = −46 dBm while the power loss of the signal

mode continues for higher values of PP. The gain of the idler mode drops drastically

at PP = −28 dBm.

This could be due to two reasons.

1. The power of the signal at the input of the 4K HEMT (high electron mobility

transistor) amplifier is near the saturation level, and this causes an unstable

(unreliable) gain from the HEMT amplifier.

2. The pump power is so high that the signal starts to leak to the ground plane,

resulting in a lesser amount of energy propagation.

Since any pump power above −55 dBm results in signal loss, it is not possible

to observe if any amplification occurs at higher pump power. Therefore, it can

be concluded that even though the paraelectric material (KTaO3) exhibits 4-wave

mixing, for this specific design of the resonator and the pumping scheme, it is

not possible to achieve the right nonlinear regime where the resonator can be

characterised as a parametric amplifier.
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5.5.2 Generation of a frequency comb

The experiment is pushed further by increasing the strength of the signal tone. The

measurement is carried out in the following way. For a strong signal with a power of

−70 dBm (at the input of the resonator), the pump tone is set to the fundamental

mode. The signal is detuned by 100 kHz from fP and the measurement is performed

over a range of pump powers (PP) from −70 to −50 dBm, while monitoring the

output powers in a spectrum analyser.

The results are shown in figure 5.11. Initially, when the pump power is fixed

at −70 dBm, the spectrum analyser witnesses the onset of a comb-like resonance

structure (figure 5.11a) with 100 kHz spacing. Further increase in PP strengthens

the comb resonance. At PP = −60 dBm, the maximum number of comb teeth

appears in the frequency spectrum, as shown in figure 5.11c. This power is the

critical power for which the comb resonance becomes the most prominent. For PP

above −60 dBm, the comb structures gradually disappear and the measurement is

stopped at PP = −50 dBm (figure 5.11b) as the saturation power level of the HEMT

amplifier is reached.

Figure 5.11c describes a control experiment in order to investigate the origin

of the frequency comb. Initially, two tones, pump and signal, are injected into

the input of the resonator device on KTAO3, while the output of the resonator is

connected to a HEMT amplifier at 4K as shown in Figure 5.7. For PP = −60 dBm,

a frequency comb appears in the power spectrum. Then a similar measurement

is made after the resonator is replaced with a 50Ω matched coaxial cable (with

attenuation < 0.5 dB). Since the resonator device is removed, the injected tones

are directly amplified by the HEMT amplifier. But there is no sign of a comb-like

structure in the power spectrum. Therefore, from the comparison in figure 5.11c,

it can be said that the generation of comb resonances is due to the nonlinear wave

mixing in the superconducting resonator made of aluminium (Al) on the quantum

paraelectric chip (KTaO3). The appearance of a frequency comb is reported in

an earlier experiment [85] in a superconducting resonator made of niobium titanium
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PP = −70 dBm PP = −50 dBm

PP = −60 dBm

Figure 5.11: Frequency comb for different pump powers with PS = −70 dBm.
(a) Onset (PP = −70 dBm) & (b) over-pumped version (PP = −50 dBm) of the
frequency comb. (c) Frequency comb at PP = −60 dBm with and without the
resonator device. (d) & (e) are the data (with device) inside the green and black
box of (c) respectively.

Go to Contents↑ 77



Chapter 5. Wave mixing in a quantum paraelectric medium

nitride (NbTiN) due to the kinetic inductance. As the resonator in my device is made

of Al (the least favorable material for applications related to kinetic inductance due

to its very low kinetic inductance value [82, 86, 87]), it is likely that the mechanism

for wave mixing (or the generation of comb resonance) is the intrinsic nonlinearity

of the quantum paraelectric medium (KTaO3). The nature of this comb resonance

is very similar to the optical frequency comb observed in a crystalline whispering

gallery mode (WGM) resonator [88], a monolithic microresonator [89], and a soliton

crystal comb [90], apart from the operating frequency range.

Figure 5.11d shows the wavy nature of the comb teeth in amplitude that has

been observed in the soliton crystal [90] and a perfectly tuned crystalline calcium

fluoride WGM resonator [88].

Figure 5.11e validates the equidistant frequency spacing of the comb teeth. The

mechanism behind the comb generation can be illustrated in the following way. Due

to 4-wave mixing, the pump tone (fP) and the signal tone (fS) give rise to an idler

mode (fI). Now, due to non-degenerate 4-wave mixing, the signal and the idler

produce higher sidebands, which coalesce into a continuous frequency comb. The

frequency relation for the higher order sidebands can be written in the following way

2nd order signal, fS2 = fP + fS − fI = fP + 2∆f (5.14)

where fP − fS = ∆f = fI − fP. Similarly,

2nd order idler, fI2 = fP + fI − fS = fP + 2∆f (5.15)

Hence,

|fP − fSN| = N∆f = |fP − fIN| (5.16)

where N is the order number. In brief, increasing the pump power leads to

a cascading process which results in generating a frequency comb with multiple

equispaced signal and idler sidebands.
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Figure 5.12: Pattern of the frequency comb around fP = 126.264MHz for five
different signal detunings (or frequency spacing, ∆f) at PP = −60 dBm.

Figure 5.12 provides an overview of how the shape of the frequency comb is

modified with different frequency spacing (∆f). The data obtained are for PP =

−60 dBm at fP = 126.264MHz and PS = −70 dBm.

Figure 5.13 is plotted with the same parameters [fP = 126.264MHz, PP =

−60 dBm, signal detuning (∆f) = 100 kHz] as figure 5.11c, while measuring near

1st (2fP) and 2nd (3fP) harmonics of the pump tone. Although the amplitudes are
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different, both show a similar frequency comb pattern as in the fundamental mode

(fP).

(a)

(b)

Figure 5.13: Overview of the generation of frequency comb at higher harmonics
of the pump frequency (fP = 126.264MHz) for PP = −60 dBm and ∆f = 100 kHz.
(a) 1st harmonic (2fP = 252.528MHz). (b) 2nd harmonic (3fP = 378.792MHz).

The pump tone is also set to an off resonance frequency (fP = 160MHz) where

the strength of the transmitted wave is much weaker than that of the on resonance.

Figure 5.14 is a proof that the generation of the frequency comb also occurs at an

off-resonance frequency.

Figure 5.14: Nature of the frequency comb at an off resonance frequency of
160MHz for PP = −60 dBm with ∆f = 100 kHz.
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5.6 Conclusion

Quantum paraelectricity is probed by a superconducting λ/2 CPW resonator in

this chapter. The successful fabrication of an aluminium resonator on KTaO3

with optimised parameters, obtained from simulations, is followed by cryogenic

characterisations at 10mK. The resonator is investigated for nonlinear wave mixing

via two-tone measurement. The chapter wraps up with a few key findings that make

research in quantum paraelectric materials particularly fascinating.

• First, the material’s Kerr nonlinearity allows the resonator to participate in a

4-wave mixing process. Therefore, a signal tone and a pump tone interact in

the nonlinear medium and create an idler mode. This property of the material

is advantageous for developing an on-chip cryogenic mixer.

• The device is then further investigated for parametric amplification with higher

pump power in the 4-wave mixing regime. But this results in an ohmic leakage,

and as a consequence the signal leaks to the ground. Therefore, with the

current design of the resonator, it is not possible to inject higher pump power.

• The device has yet to be explored in the 3-wave mixing regime. For operating

the device in 3-wave mixing mode, a dc voltage is required to be applied on

the central strip-line through the voltage bias line as shown in figure 5.7. In

this way, the system can be driven from the centro-symmetric part to the

nonlinear part of the energy-voltage curve. We discussed in chapter 3 that

for a gap smaller than 15 µm, dc current leaks through. Since the gap in

the coupling capacitor is 5µm in this design, it is not possible to apply a dc

voltage on the strip-line. The raises a need for a new design which is discussed

in chapter 6.

• Furthermore, it is observed that in the 4-wave mixing process when a strong

signal tone is injected with the pump tone, it produces a frequency comb.

This could potentially be useful in the field of quantum metrology in the radio

frequency range.
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Chapter 5. Wave mixing in a quantum paraelectric medium

Thus, this chapter ends with exciting experimental results and leaves some open

questions and scope for future improvement.
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Chapter 6

Conclusion and future directions

This chapter summarises the thesis while underlining the experimental results and

the scope of improvements of the devices described in different chapters. Quantum

paraelectricity at low temperatures is studied by electrostatic characterisation of

a concentric planar capacitor in chapter 3. The study tells us that a quantum

paraelectric material (SrTiO3) can be used to develop a cryogenic on-chip variable

capacitor leveraging its two unique characteristics at low temperatures, namely a

relatively high dielectric constant and electric field-tunable permittivity. However, it

also reveals that for too small gap between the electrodes, beyond a certain voltage,

a conductive path opens up, resulting in a leakage current. The threshold voltage

(at which the current starts leaking) depends on the last electric field experienced

by the substrate. Furthermore, the stray field has a large impact on the adjacent

devices separated by ∼ 2mm.

Chapter 3 also tries to understand the dependence of temperature on the

tunability of the dielectric constant and the mechanism of restoring the initial

polarisation state. A further study could be carried out to understand the restoring

mechanism in which the substrate is depolarised with a series of descending voltage

sweeps (as shown in figure 6.1) instead of removing the electric field at once at low

temperatures. This could potentially replace the conventional way (thermal cycle up

to room temperature, which is very time-consuming) of retrieving the initial state
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of the quantum paraelectric materials.

Figure 6.1: Depolarisation scheme (new: proposed way, old: discussed in chapter
3) for restoring the initial state, avoiding thermal cycles.

The discussion in chapter 4 focuses on the response of the quantum paraelectric

material (SrTiO3) when it experiences both dc and high-frequency signals at the

same time. The investigation is conducted using a lumped element impedance

matching network. The study shows the evolution of the devices, starting with

an initial demonstration of a tunable LC resonator and ending with a successful

impedance matching device. However, there is scope to improve the performance

of matching devices even further by replacing the resistive conducting line with a

superconducting line (Nb), as shown in figure 6.2.

Ti/Au

Ti/Nb

Bonding wires

𝐒𝐫𝐓𝐢𝐎𝟑

Figure 6.2: Proposed design of an impedance matching device.
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Chapter 5 highlights the response of a quantum paraelectric material (KTaO3)

while interacting with two high-frequency signals. The quantum paraelectricity is

probed by a superconducting half-wave coplanar waveguide resonator fabricated on

top of KTaO3. Initially, the material is characterised for the 4-wave mixing process

and then used for generating a frequency comb. The study is conducted further

towards parametric amplification in a 4-wave mixing regime. Unfortunately, no

amplification is observed due to the limitations of the design of the device and the

driving (pumping) scheme. However, the material has yet to be explored in the

3-wave mixing regime which requires some modifications in the experimental setup

and device design, as depicted in figure 6.3.

Spectrum analyser

Circulator Isolator

+36 dB-28 dB

HV source 300K

Cryostat

fS

a1

fP

a2

Bias tee

PCB
KTaO3

a1: -12 dB
a2: -2 dB

Device
at 10mK

Figure 6.3: Proposed experimental setup for conducting 3-wave mixing process in
a reflectometry mode to investigate parametric amplification.
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Chapter 6. Conclusion and future directions

This thesis contains a detailed discussion on the dielectric and high-frequency

response of the quantum paraelectric materials in different situations (such as

interaction with a static electric field, interaction with both the dc signal and

the high-frequency signal, and interaction with two high-frequency tones) and

concludes with the future directions of further investigations on improving the

devices’ performances. The experimental result shows the success of developing

an on-chip impedance matching device using this material. Furthermore, the study

identified its capability for wave mixing as a step toward parametric amplification.

However, exploring the 3-wave mixing process could unveil the potential of this

material to be the base of a parametric amplifier which could be operated in an

external magnetic field. Overall, the work presented in this thesis demonstrates

the potential of quantum paraelectric materials in the field of radio frequency (rf)

measurements in a cryogenic environment to improve readout signals.
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Appendix A. Wiring of a dry dilution refrigerator

This appendix contains information about the layout of a dry dilution refrigerator

(Triton model, Oxford Instruments) and the cryogenic characterisation of a

travelling wave parametric amplifier (TWPA from VTT, Finland). The wiring of

two fridges and the noise temperature measurement of the TWPA are accomplished

in collaboration with Patrick, while the fridge layout is designed by Edward.

Cryo-
attenuator

TWPA

Circulator

HEMT
amplifier

Coupler

DC block

LPF

NbTi
AgCu
CuNi

300 K

70 K

4 K

700 mK

200 mK

10 mK

Quantum devices

(a) (b) (c) (d)
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2
d
B
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5
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B
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B
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Figure A.1: Fridge layout. (a) Measurement with TWPA. (b) Radio frequency
and microwave controls. (c) dc control and measurement. (d) Reflectometry setup.
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Acronyms used in figure A.1: LPF: low pass filter; NbTi: semi-rigid niobium-

titanium superconducting coaxial cable; AgCu: copper coaxial cable (with silver-

plated inner conductor); CuNi: cupro nickel coaxial cable. Labels for different

thermal stages in figure A.1: 300 K: room temperature; 70 K: pulse tube 1 (PT

1); 4 K: PT 2; 700 mK: still plate; 200 mK: cold plate; 10 mK: mixing chamber

(MC) plate.

Vector magnet

Thermal 

clamp

Sample puck

RC filters for dc lines

Coaxial cables

Cryo-attenuators

1
2

4

5

6

7

3

Figure A.2: Different parts inside the fridge. Mounted microwave components are
(1) low pass filter, (2) circulator, (3) & (6) directional couplers, (4) & (5) HEMT
(high electron mobility transistor) amplifiers and (7) Mu-metal magnetic shielding
for TWPA.
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A.1 Noise temperature characterisation of a TWPA

The Y-factor technique is used to characterise the noise temperature of a TWPA. A

thermal noise of a specific temperature from a noise source (as shown in figure A.3a),

whose temperature is adjusted in a controlled way through the fridge circuitry, is

sent to the input of a TWPA. The linear noise power from the output of the TWPA

through an amplification chain is measured in a spectrum analyser for different

temperatures of the noise source (TNS), for a noise spectrum over a range between

3.5 and 8GHz. Figure A.3b is an example for a specific frequency of 5GHz.

TWPA
NS

HEMT
(+36 dB)

RTA
(+36 dB)PA

Spectrum analyser

CS

Pump

-12 dB -15 dB -24 dB

300 K 4 K 700 mK 10 mK(a)

(b)

f = 5 GHz

(c)

Figure A.3: Overview of the noise temperature measurement of a TWPA.
(a) Experimental setup [Acronyms: PA (pre-amplifier), RTA (room temperature
amplifier), NS (noise source), CS (current source)]. (b) Linear noise power as a
function of the temperature of the noise source at a specific frequency (f) of 5GHz.
(c) Gain profile and noise temperature of the TWPA over the working bandwidth.
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A.1. Noise temperature characterisation of a TWPA

According to the Y-factor method, the slope of the fit line (in figure A.3b) is

kBGDUT [where, k = Boltzmann constant, B = measurement bandwidth (1MHz)

and GDUT = gain of the device under test (DUT)] and the intercept equals the noise

power of the DUT (NDUT = kTDUTBGDUT, where, TDUT = noise temperature of the

DUT). Therefore, the gain can be determined from the slope and sequentially the

noise temperature can be derived from the intercept for a particular frequency.

Since the DUT includes other amplifiers in series with the TWPA (as shown

in figure A.3a), to extract the gain and noise temperature of the TWPA, a similar

measurement is performed while bypassing the TWPA. With an average gain of

12 dB within the working bandwidth, the TWPA maintains its noise temperature

near 350mK as shown in figure A.3c while the noise temperature of the HEMT

amplifier is near 80mK.
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Appendix B. Characterisation of a superconducting microwave resonator

A brief overview of the working principle of a superconducting resonator,

especially a coplanar waveguide (CPW) structure, is described in this appendix.

When a superconducting cavity is coupled to a 50Ω matched transmission line,

depending on the coupling condition, a standing wave is formed within the cavity

and the shape of the waveform along the cavity length determines the nature of the

resonator as shown in figure B.1.

Vacλ/2 resonator λ/4 resonator

(a) (b)

Figure B.1: Schematics of (a) a half-wave and (b) a quarter-wave CPW resonators.
The voltage distribution (yellow line) at resonance is also drawn where the length
of the arrow denotes the voltage amplitude of the ac signal.

The resonance occurs only when the cavity length matches half (or quarter) of

the wavelength of the electromagnetic wave for the λ/2 (or λ/4) resonator. An

important figure of merit for assessing the standard of a resonator is the loaded

quality factor (QL) which is a function of the coupling strength [g: the ratio between

the internal quality factor (Qint) and the external quality factor (Qext)].

• Undercoupling (g < 1): QL is governed by Qint.

• Critical coupling (g = 1): Qext = Qint = 2QL.

• Overcoupling (g > 1): QL is governed by Qext.

Therefore, the coupling capacitor (Ck) plays a crucial role in the construction of a

premium quality resonator.
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B.1. Relation between Ck and Qext

Quality factor (Q)

Q = ω × average energy stored

energy loss per unit time

B.1 Relation between Ck and Qext

R∗ R∗C∗ C∗C LR

Figure B.2: Norton equivalent of symmetrically coupled parallel LCR resonator
with two ports.

For symmetric input/output coupling as shown in figure B.2, the loaded quality

factor (QL) of a two-port circuit is given by

QL = ω∗ C + 2C∗

1/R + 2/R∗ (B.1)

where,

ω∗ =
1√

L(C + 2C∗)
≃ 1√

LC
≃ ω (as C∗ << C) (B.2)

Using equation B.2 in equation B.1 we have,

1

QL

=
1

ω
[
1

RC
+

2

R∗C
] (B.3)

Since the internal quality factor (Qint) of a parallel LCR resonator is defined as

Qint = ωRC and 1
QL

= 1
Qint

+ 1
Qext

, the external quality factor,

Qext =
ωR∗C

2
(B.4)
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Appendix B. Characterisation of a superconducting microwave resonator

where,

R∗ =
1 + ω2C2

kR
2
L

ω2C2
kRL

(B.5)

At resonance, RL = Z0 (characteristic impedance). Hence,

R∗ =
1 + ω2C2

kZ
2
0

ω2C2
kZ0

(B.6)

Since ω2C2
kZ

2
0 << 1, R∗ = 1

ω2C2
kZ0

. From equation B.4, we have

Qext =
C

2ωC2
kZ0

=⇒ C2
k =

C

2ωZ0Qext

(B.7)

For a λ/2 coplanar waveguide resonator with two ports,

C =
Cll

2
=

λ/2

2Z0vph
=

π

2ωZ0

(B.8)

where, Cl is capacitance per unit length, l is the length of the resonator, phase

velocity (vph) = 1√
LlCl

and Ll is the inductance per unit length. Therefore from

equation B.7, the mathematical relation between Ck and Qext can be described as

Ck =

√
π/Qext

2ωZ0

(B.9)

B.2 Device design and experimental setup

The device consists of a square wave-like strip-line and a meander-shaped CPW

resonator made of 170 nm thick aluminium (Al) film (deposited in an electron

beam evaporator) on a highly resistive silicon chip with silicon dioxide termination.

The length of the resonator is approximately 13mm. Therefore, according to

f0 =
c√

εeff×2l
, the resonance frequency can be predicted near 5.05GHz with εeff ≃ 5

(simulated in ANSYS) [80]. The strip-line is used to determine the critical

temperature of the superconducting thin film, while the resonator is characterised

at 10mK to study the microwave properties.
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B.3. Cryogenic characterisation

V

300 K
Cryostat

VNA

+
3
6
d
B

-5
1
d
B

100 µm

Ck

λ/2 resonator at 10 mK

Figure B.3: Two-ports trans-
mission measurement setup. The
chip contains a λ/2 CPW res-
onator and a strip-line. The strip-
line is configured into a four-
probes measurement to find out
the critical temperature of the
thin film while the resonator is
characterised at 10mK using a
vector network analyser (VNA).
The resonator is symmetrically
coupled to the input and the
output lines through a finger
capacitor (Ck).

B.3 Cryogenic characterisation

The resistance measurement (I-V characteristics) of the thin film (Al) is carried

out using the square wave-shaped strip-line during the cool-down to determine the

critical temperature (TC). As shown in figure B.4a, for a specific current, the voltage

decreases with temperature and at 1.2K suddenly drops to zero. This indicates that

the resistance of the thin film becomes zero at and below 1.2K. Therefore, TC of

the film is 1.2K where the transition occurs from a normal conducting state to a

superconducting state. The residual resistance ratio (RRR = R292K

R2K
, where R292K

and R2K are resistances at 292K and 2K) is measured approximately 6 which defines

the quality (purity and thermal conductivity) of the superconducting film.
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Figure B.4: Initial characterisation of the superconducting resonator. (a) I-
V characteristics of the square wave-like strip-line at different temperatures. (b)
Resonance peak in transmission coefficient (S21) measurement. The fit is done using
equation B.10.

At the base temperature (∼ 10mK), the transmission coefficient (S21) of the

resonator is measured and, as expected, the resonance frequency f0 is found at

5.081GHz. As shown in figure B.4b, the shape of the resonance peak is distorted

from the Lorentzian shape to a asymmetric line-shape due to the presence of a Fano

resonance [91, 92]. The most probable reason for the Fano resonance is the presence

of a parallel parasitic path between the input and the output ports with a flat

frequency response. This leads to a significant reduction of QL due to the resistive

loss from the normal-conducting PCB and dissipation in the substrate. However,

the asymmetric line-shape can be fit with the following function [93].

|S21| =
(f−f0

g
+ q)2

(f−f0
g

)2 + 1
×H + σ0 + t× f (B.10)

where, f = frequency, f0 = resonance frequency, g = curve width, q = asymmetric

factor,H = gain parameter, σ0 = an offset, t× f = frequency dependent part of the

baseline. The QL of the resonator is approximately 750 derived from

QL = (1−
√

|q|) f0

2g
√√

2− 1
+
√

|q|f
2
0 + g2

2gf0
(B.11)
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B.3. Cryogenic characterisation

Figure B.5: (a) Input power and (b) temperature dependence of the quality of the
resonance peak.

Figure B.5a depicts the power dependence of the loaded quality factor and the

line-shape of the resonance peak at 10mK. When the power at the input of the

resonator is −71 dBm, the resonance peak is the strongest. Further increase in

input power degrades the quality of the resonance peak. Moreover, below −71 dBm

the quality is also poor. This can be explained by an well established loss mechanism

at low power and low temperatures, where defects or two-level systems (TLSs) in

the resonator dielectric absorb microwave photons, resulting in power loss [94].

The resonance frequency and the loaded quality factor also depend on the

temperature below the critical temperature (TC) of the superconducting thin film

(Al). As the temperature approaches zero, the quasiparticle excitations become

fewer, reducing the losses. This is why the distortion in the line shape disappears

and the resonance peak becomes prominent as the temperature is reduced to 10mK

from 1K, as shown in figure B.5b.
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Appendix C. Fabrication recipe

In this appendix, I have described the fabrication recipes that I used to make

the devices discussed in chapter 3, chapter 4, and chapter 5. For the fabrication of

my devices, I used the nanofabrication facilities of Lancaster Quantum Technology

Centre.

C.1 Generic photolithography recipe

• Cleaning: Sonicate for 2 min in acetone, spray nitrogen. Sonicate for 2 min

in isopropanol (IPA), spray nitrogen (N2). Bake for 2 min at 110 ◦C.

• 1st layer spin coating: Spin LOR3A photo-resist for 30 s at 3000 rpm. Bake

for 5 min at 170 ◦C.

• 2nd layer spin coating: Spin S1813 photo-resist for 45 s at 6000 rpm. Bake

for 2 min at 118 ◦C.

• Exposing: Write the design pattern using a PicoMaster 100 laser writer with

the following parameters:

Exposure energy = 150 mJ/cm2; Step resolution = 225 nm; Spot size = 550

nm; Laser power = 130 µW (for SiO2/Si), 200µW (for SrTiO3 and KTaO3).

• Developing: Develop for 30 s in MFCD-26 developer, rinse in water. Bake

for 5 min at 125 ◦C. Develop for 45 s in MFCD-26 developer, rinse in water.

Bake for 5 min at 125 ◦C.

C.2 Fabrication details for device in chapter 3

• Photo-lithography: Follow the bilayer coating recipe and define the design

pattern using the laser writer as described in section C.1.

• Metal deposition: Evaporate in Moorfield thermal evaporator

10 nm titanium (Ti) at 1 Å/s

100 nm gold (Au) at 7.5 Å/s
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C.3. Fabrication details for device in chapter 4

• Lift off: Dip in Remover-1165 for overnight. Rinse with acetone and IPA.

Spray N2.

C.3 Fabrication details for device in chapter 4

C.3.1 Device on SrTiO3

The device was fabricated on a 10mm×10mm SrTiO3 chip following the same recipe

as mentioned in section C.2.

C.3.2 Device on SiO2/Si

• Metal deposition: 165 nm thick niobium film sputtered at the cleanroon in

University College London by Dr. Ed Romans’ group.

• Photo-lithography: Follow the same recipe as section C.1 with a single layer

of S1813 resist coating.

• Dry etch: Etch Nb with a rate of 55 nm/min in Oxford Instruments Reactive

Ion Etcher (RIE). The gas used : SF6 (40 sccm) + Ar (10 sccm). O2 ashing

(40 sccm) for 3 min to remove any residual resist from the etched surface.

• Cleaning: Dip in Remover-1165 at 75 ◦C for 2 min. Rinse in acetone and

IPA. Spray N2.

C.4 Fabrication details for device in chapter 5

• Photo-lithography: Follow the bi-layer spin coating recipe from section C.1.

• Metal deposition: Evaporate 200 nm thick aluminium (Al) in a Moorfield

electron beam evaporator with a rate of 5 Å/s on a KTaO3 chip.

• Lift off: Dip in Remover-1165 for overnight. Rinse with acetone and IPA.

Spray N2.
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C.5 Specification of the substrates

• SrTiO3:

Manufactured by SurfaceNet [UK distributor : PI-KEM Limited]

TiO2-terminated single-crystal SrTiO3

Crystal orientation: (001)

Dimension: 10mm×10mm×0.5mm

One side epi polished

Dielectric constant: 300 at room temperature

• KTaO3:

Manufactured by SurfaceNet [UK distributor : PI-KEM Limited]

Single-crystal KTaO3

Crystal orientation: (001)

Dimension: 10mm×10mm×0.5mm

one side epi polished

• Si/SiO2:

Manufactured by inseto

1 µm thick SiO2-terminated 0.5mm thick Si wafer

Resistivity: > 10,000 Ω-cm
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Appendix D. Electrostatic simulation

This appendix provides a MATLAB code for the two dimensional electrostatic

simulation for finding the change in dielectric constant with different voltages applied

on the central strip-line of a coplanar waveguide resonator.

% MATLAB Simulation for GROUND-VOLTAGE-GROUND configura-

tion :-

d1 = 500E-6; % x coordinate of the box

d2 = 500E-6; % y coordinate of the box

d3 = 0.2E-6; % width of the blocks

M = 3E-6; % max mesh size

% Create a model :-

emagmodel = createpde(‘electromagnetic’,‘electrostatic’);

% Draw a geometry with multiple shapes :-

% Draw each shape :-

R1 = [3,4,-d1,d1,d1,-d1,0,0,d2,d2]’;

R2 = [3,4,-d1,d1,d1,-d1,0,0,-d2,-d2]’;

R3 = [3,4,-5E-6,5E-6,5E-6,-5E-6,0,0,d3,d3]’;

R4 = [3,4,-d1,-11.6E-6,-11.6E-6,-d1,0,0,d3,d3]’;

R5 = [3,4,d1,11.6E-6,11.6E-6,d1,0,0,d3,d3]’;

% Make the length of the row of all the shapes equal :-

R2 = [R2;zeros(length(R1) - length(R2),1)];

R3 = [R3;zeros(length(R1) - length(R3),1)];

R4 = [R4;zeros(length(R1) - length(R4),1)];

R5 = [R5;zeros(length(R1) - length(R5),1)];

% Combine all the geometries :-

gm = [R1,R2,R3,R4,R5];

sf = ‘(R1+R2)-(R3+R4+R5)’;

ns = char(‘R1’,‘R2’,‘R3’,‘R4’,‘R5’);

ns = ns’;

% Create the final geometry :-
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g = decsg(gm,sf,ns);

geometryFromEdges(emagmodel,g);

% Plot the geometry :-

pdegplot(emagmodel,‘EdgeLabels’,‘on’,‘FaceLabels’,‘on’);

axis equal;

% Create the mesh :-

mesh = generateMesh(emagmodel,‘GeometricOrder’,‘quadratic’,‘Hmax’,M,‘Hmin’,1E-

14);

% Find the mesh electents and nodes associated with each face :-

Ef1 = findElements(mesh,‘region’,‘Face’,1);

Ef2 = findElements(mesh,‘region’,‘Face’,2);

Nf1 = findNodes(mesh,‘region’,‘Face’,1);

Nf2 = findNodes(mesh,‘region’,‘Face’,2);

% Plot the mesh with/without Node and Element numbers :-

figure;

pdemesh(mesh,‘ElementLabels’,‘off’);

hold on;

pdemesh(mesh.Nodes,mesh.Elements(:,Ef1),‘EdgeColor’,‘r’,”ElementLabels”,”off” ,”Node-

Labels”,”off”);

hold on;

pdemesh(mesh.Nodes,mesh.Elements(:,Ef2),‘EdgeColor’,‘b’,”ElementLabels”,”off” ,”Node-

Labels”,”off”);

% Define material properties :-

emagmodel.VacuumPermittivity = 8.8541878128E-12;

electromagneticProperties(emagmodel,‘RelativePermittivity’,1,‘Face’,2);

perm = @(region,state) 1+27400./power((1.+((state.ux. ˆ 2 + state.uy. ˆ 2)./71500 ˆ 2)),(1/3));

electromagneticProperties(emagmodel,‘RelativePermittivity’,perm,‘Face’,1);

% Define the boundary conditions :-

L1 = [];
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for j = -3:1:5

L1 = [L1,j];

end

L2 = [];

L3 = [];

for i = L1

vv = 0; % Always should be zero for this particular model

VOL = i;

electromagneticBC(emagmodel,‘Voltage’,-vv,‘Edge’,[14 9 5]);

electromagneticBC(emagmodel,‘Voltage’,VOL,‘Edge’,[11 15 4 3]);

electromagneticBC(emagmodel,‘Voltage’,-vv,‘Edge’,[13 16 6]);

% Solve the model :-

R1 = solve(emagmodel);

V1 = R1.ElectricPotential;

EX = R1.ElectricField.Ex;

EY = R1.ElectricField.Ey;

E1 2 = EX. ˆ 2 + EY. ˆ 2;

% Write a table containing all electric fields :-

ep = [];

for j = 1:length(mesh.Nodes)

if mesh.Nodes(2,j)>0

ep = [ep,1];

end

if mesh.Nodes(2,j)<=0

E = sqrt(EX(j).ˆ2 + EY(j).ˆ2);

Ep = 1.+27400./power((1.+power(E/71500,2.)),(1/3));

ep = [ep,Ep];

end

end
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figure;

pdeplot(emagmodel,‘XYData’,ep)

I = 0;

for i = 1:length(mesh.Elements(:,Ef1))

T = [];

ElementNumber = i;

T = mesh.Elements(:,i)’;

x = [];

y = [];

z = 0;

for j = T

x = [x,mesh.Nodes(1,j)];

y = [y,mesh.Nodes(2,j)];

E = sqrt(EX(j).ˆ2 + EY(j).ˆ2);

Ep = 1.+27400./power((1.+power(E/71500,2.)),(1/3));

Ep E = E1 2(j).*Ep;

z = z + Ep E;

end

z = (z/6);

Area = 0.5*abs(det([x(1),x(2),x(3);y(1),y(2),y(3);1,1,1]));

I = I + z*Area;

end

for i = length(mesh.Elements(:,Ef1))+1:length(mesh.Elements)

T = [];

ElementNumber = i;

T = mesh.Elements(:,i)’;

x = [];

y = [];

z = 0;

Go to Contents↑ 109



Appendix D. Electrostatic simulation

for j = T

x = [x,mesh.Nodes(1,j)];

y = [y,mesh.Nodes(2,j)];

Ep = 1;

Ep E = E1 2(j).*Ep;

z = z + Ep E;

end

z = (z/6);

Area = 0.5*abs(det([x(1),x(2),x(3);y(1),y(2),y(3);1,1,1]));

I = I + z*Area;

end

UpL = (I*8.854E-12)/2

CpL = (I*8.854E-12)/VOLˆ2

L2 = [L2,CpL];

L3 = [L3,UpL];

end
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Figure D.1: The impact of different voltages on the relative permittivity of SrTiO3.
The colour bar at the bottom represents the value of ϵSTO.
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