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Abstract10

We present a statistical model of the ionospheric electric potential derived from line-of-11

sight plasma velocity measurements from the Super Dual Auroral Radar Network (Su-12

perDARN). Electric potential patterns are produced using an established technique that13

models the ionospheric electric potential as a spherical harmonic expansion. Improve-14

ments over existing models are achieved by the use of novel parameterizations that cap-15

ture three major sources of time-variability of the coupled solar wind-magnetosphere-16

ionosphere system. The first source of variability relates directly to the time-dependence17

of the system on the upstream solar wind conditions, specifically the strength and ori-18

entation of the interplanetary magnetic field. The magnetosphere-ionosphere system is19

not static under continuous driving by the solar wind but evolves with time, even if the20

solar wind conditions themselves remain steady. We account for this by defining a so-21

lar wind steadiness timescale with which we parameterize the electric potential. The sec-22

ond source of variability relates to the storage and release of energy in the magnetosphere23

that is associated with magnetospheric substorms. The electric potential evolves through-24

out the substorm cycle, and its morphology is strongly influenced by the location of sub-25

storm onset. We therefore parameterize by substorm onset location and the time rela-26

tive to substorm onset. Lastly we account for the variability introduced by geomagnetic27

storms. The ionospheric electric potential evolves differently through each phase of a storm,28

so we parameterize by storm phase. We discuss the details of the model, and assess its29

performance by comparison to other models and to observations.30

Plain Language Summary31

The ionosphere, one of the upper layers of the atmosphere, contains plasma that32

moves, generating electric fields and currents. These electric fields and currents are vi-33

tal for generating space weather effects on Earth, directly influencing the magnetosphere-34

ionosphere system, such as aurora location and plasma flows. Plasma flows are governed35

by the system’s time history and external drivers like the solar wind. Due to their com-36

plexity, these flows are hard to model, and most space weather models lack time-history37

information.38

We present a statistical model of the ionospheric electric potential, derived from39

radar data. Our model improves on existing ones by capturing three major sources of40

time-variability and history of the magnetosphere-ionosphere system: interplanetary mag-41

netic field strength, orientation and timescale of solar wind steadiness; and energy re-42

lease during magnetospheric substorms; and progression through geomagnetic storms.43

We assess the model’s performance through comparisons with other models and obser-44

vations. The electric potential is directly related to the electric fields and plasma flows45

and this model is therefore of general relevance to space weather.46

1 Introduction47

Ionospheric electric fields, driven by solar wind-magnetosphere-ionosphere coupling,48

play an important role in the dynamics of the upper atmosphere, transferring heat and49

momentum to the neutral atmosphere via ion drag and Joule heating (e.g. Huang et al.,50

2012). This is an important aspect of space weather that is incorporated into atmospheric51

models, although presently quite outdated empirical plasma convection patterns are used52

to specify the electric field or electric potential (as discussed by Liu et al., 2018; Orr et53

al., 2023). The morphology of the ionospheric electric potential has traditionally been54

described in terms of the upstream solar wind driver; the speed of the solar wind and55

the strength and orientation of the interplanetary magnetic field (IMF). The orientation56

of the IMF is often quantified by the clock angle, θ, the angle the field vector makes with57

the Geocentric Solar Magnetospheric (GSM) north direction. To a first approximation58

the electric potential can be well ordered by a characterisation which involves the speed,59
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IMF strength and θ and various empirical models of the ionospheric electric potential60

have been produced this way (e.g. Ruohoniemi & Greenwald, 2005; Pettigrew et al., 2010;61

Thomas & Shepherd, 2018). A limitation of these models is that they provide outputs62

that are the same regardless of how the time history of the magnetosphere or solar wind63

has evolved, whereas the dynamics of the coupled magnetosphere-ionosphere system are64

known to vary on a variety of timescales from minutes to hours. This is particularly prob-65

lematic on the night side of the planet where convection is driven by dayside reconnec-66

tion but also magnetotail reconnection that proceeds somewhat independently of the con-67

ditions in the solar wind (Cowley & Lockwood, 1992). The objective of the Time-Variable68

Ionospheric Electric potential (TiVIE) model is to better represent the ionospheric elec-69

tric potential by using novel parameterizations that capture the major sources of time-70

variability of the coupled solar wind-magnetosphere-ionosphere system.71

The first source of variability relates directly to the dependence of the system on72

the time-variability of the upstream solar wind conditions, specifically the strength and73

direction of the IMF. The magnetosphere-ionosphere system is not static under contin-74

uous driving by the solar wind but evolves with time, even if the solar wind conditions75

themselves remain steady. For example, so-called Tail Reconnection during IMF-Northward76

Non-substorm Intervals (TRINNIs) have been found that produce a distinct signature77

in the nightside ionospheric electric potential pattern (e.g. Milan et al., 2005; Grocott78

et al., 2007, 2008). TRINNI patterns have been reported in a number of case studies in79

which they were observed after the IMF had been steadily northward, but BY -dominated,80

for at least 4 hours (e.g. Grocott et al., 2003, 2004, 2005). This time-dependence was81

further addressed by Grocott and Milan (2014) who considered different timescales over82

which a given IMF state had been uninterruptedly maintained. They found the iono-83

spheric electric potentials to be strongly dependent on this IMF ‘steadiness’ timescale,84

with the longer timescales tested (5 to 10 h) resulting in electric potential patterns that85

differed considerably from models that do not consider different steadiness timescales.86

The second source of variability relates to the storage and release of energy in the87

magnetosphere that is associated with substorms. The electric potential evolves through-88

out the substorm cycle according to substorm phase (e.g. Morelli et al., 1995; Lewis et89

al., 1997; Yeoman et al., 2000; Grocott et al., 2002; Provan et al., 2004; Grocott et al.,90

2006). Rather than being controlled by the concurrent solar wind conditions, the elec-91

tric potential morphologies during substorms are therefore more directly linked to the92

dynamics of the magnetotail. Limited attempts to account for this in electric potential93

models have been made, for example, Weimer (2001) included a substorm parameter-94

ization based on the AL auroral electrojet index. This fails to take into account the lo-95

cation of the substorm onset in the tail, however. Whilst onset is typically observed in96

the near-Earth pre-midnight sector tail (Nagai et al., 1998), the location can vary sig-97

nificantly and may map to a range of latitudes and local times in the ionosphere (Frey98

et al., 2004). The electric potential morphology has been found to be highly dependent99

on both substorm onset latitude (Grocott et al., 2009) and local time (Grocott et al.,100

2010, 2017). This local time dependence, in particular, is found to override any pre-existing101

IMF By-induced asymmetry in the midnight-sector electric potential pattern (Grocott102

et al., 2017). This makes substorm onset location a critical parameter in describing the103

patterns that cannot be accounted for with solar wind parameterizations alone.104

A third source of variability is introduced by geomagnetic storms, with the iono-105

spheric electric potential evolving differently through each storm phase (e.g. Walach &106

Grocott, 2019; Walach et al., 2021). (Gillies et al., 2011) found that the electric poten-107

tial becomes enhanced during the main phase of the storm, with the degree of enhance-108

ment being related to the strength of the storm. They also found that the electric po-109

tential enhancement occurred in concert with an increase in IMF Bz. This might imply110

that the conditions in the solar wind would be sufficient to parameterize the electric po-111

tential. Closer inspection, however, reveals changes that cannot be directly attributed112
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to the solar wind. Walach et al. (2021) found evidence of a rotation of the convection113

throat from a slight alignment with the late morning sector to be more sun-aligned. This114

rotation evolves throughout the main phase, but it is not accompanied by a correspond-115

ing rotation in the IMF. Walach et al. (2021) further found an enhancement of the day-116

side electric potentials, as the main phase of a geomagnetic storm evolves. This result117

is consistent with the findings from Coxon et al. (2023) who found that the dayside field118

aligned electric currents also enhance during geomagnetic storms. Walach and Grocott119

(2019) further considered the difference between the electric potentials driven during ge-120

omagnetically active times and those characterised solely by the level of solar wind driv-121

ing. They found quite similar peak electric potential magnitudes for both categories, but122

very different spatial extents. During active times (Sym-H < −80 nT) the convection123

generally extends to lower latitudes (45◦ to 55◦) with the most likely occurrence at ∼124

52◦ whereas during non-storm times (but times when the magnetosphere was still be-125

ing strongly driven, as determined by an IMF strength of > 8 nT and the clock angle126

magnitude, |θ| > 100◦) the distribution of convection coverage stretches over a broader127

and higher latitude range (50◦ to 70◦) with a most commonly observed value at ∼ 65◦128

in AACGM v2 coordinates (Shepherd, 2014).129

These three sources of variability: solar wind driving, storage and release (substorms)130

and geomagnetic storms, all contribute to the time-dependent evolution of the ionospheric131

electric potential, yet remain unresolved in most current electric potential models. To132

improve our upper-atmospheric modelling capabilities, a more realistic ionospheric elec-133

tric potential model is therefore desirable. We have developed such a model, the ‘Time-134

Variable Ionospheric Electric potential’ model, hereafter referred to as ‘TiVIE’. TiVIE135

is pronounced as /tivi/, which rhymes with TV, the abbreviation for television, and is136

based on recent results using observations from the Super Dual Auroral Radar Network137

(SuperDARN). In this paper we describe the model and the methods used in its deriva-138

tion. We also present the results of a simple validation exercise in which we compare the139

model outputs to observations.140

2 Data Sets and Methodology141

In this section we provide brief details of the data sets and methodology employed142

in deriving the TiVIE model.143

2.1 SuperDARN144

Large-scale observations of the ionospheric electric potential have been provided145

by the Super Dual Auroral Radar Network (SuperDARN) from 1995 to the present. Su-146

perDARN is an ever-evolving international array of HF ionospheric radars located in the147

polar regions of both hemispheres whose fields-of-view cover much of the polar, auroral148

and subauroral regions. Although SuperDARN is located in both northern and south-149

ern hemispheres, TiVIE is based only on data from the northern network owing to the150

wider radar coverage necessary for TiVIE to capture the mid-latitudes. We briefly out-151

line the SuperDARN data processing here and how we produce the SuperDARN data152

archive, which was used to build TiVIE. The SuperDARN Map Potential archive that153

we use is produced in the same way as D4 in Walach, Grocott, Staples, and Thomas (2022),154

so we refer the interested reader to this paper.155

Figure 1 shows the fields-of-view of the SuperDARN radars in the northern hemi-156

sphere in AACGM-v2 coordinates (Shepherd, 2014). The colours indicate the different157

latitude bands that the radars are located in: polar (green), auroral (blue) and mid-latitude158

(red). Each radar measures the line-of-sight (LOS) Doppler velocity, v0, of ionospheric159

plasma irregularities from which the radars scatter (Greenwald et al., 1995; Chisham et160

al., 2007). During the common modes used for convection maps, the radars scan through161

16 beams (look directions) making observations at 75 or more locations along each beam162
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Figure 1. Fields of view of the northern hemisphere SuperDARN array as of August 2020.

The radars are located in three latitude bands, nominally defined as: polar (green), auroral (blue)

and subauroral (red). The plot was made by Virginia Tech (https://vt.superdarn.org).

at between 180 km and over 3500 km in range. The LOS velocities are derived from lin-163

ear fits to the phase of the autocorrelation function of the backscattered radar signals.164

At the time of writing, and in the results presented here, this fitting is performed using165

the FITACF2.5 library contained in version 4.2 of the Radar Software Toolkit, RST (SuperDARN166

Data Analysis Working Group et al., 2018). The fitted velocities equivalently provide167

a measure of the convection electric field, E, (given by E = −(v ×B), where B is the168

ionospheric magnetic field vector and v is the plasma drift vector). The electrostatic po-169

tential Φ is defined by E = −∇Φ (Ruohoniemi & Baker, 1998). Due to the mathemat-170

ical definition of the gradient, the electric field has a higher dependence on the coordi-171

nate system (e.g. altitude and directionality), whereas the electric potential is a scalar172

and thus easier to use. Typically SuperDARN observes the F-region ionosphere at > 250 km,173

nevertheless, previous studies of Joule heating have demonstrated the validity of assum-174

ing height-independent B and E vector fields down to peak heating altitudes of ∼ 160 km175

(e.g. Baker et al., 2004). SuperDARN observations thus provide an extremely useful tool176

not only for studying solar wind-magnetosphere-ionosphere coupling, but ionosphere-thermosphere177

coupling as well.178

To produce each distinct convection map pattern, the sorted LOS vectors are mapped179

onto an equal-area magnetic latitude (MLAT) - magnetic local time (MLT) grid in Altitude-180
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Adjusted Corrected Geomagnetic Coordinates (AACGM v2)(Baker & Wing, 1989; Shep-181

herd, 2014) in 2-min temporal bins using the “gridding” technique (Ruohoniemi & Baker,182

1998) that is also contained within the RST toolkit. In performing the gridding of the183

LOS data we use only the “Common Time” radar data, in which the radars were run184

in a standard operating mode using 45-km range separation and 1 or 2 min total scan185

integrations times. We also apply the “range limit” criteria in which only observations186

from slant ranges greater than 800 km and less than 2000 km are included (after Thomas187

and Shepherd (2018)). This limits contamination by lower-velocity E region echoes at188

near ranges (Chisham & Pinnock, 2002) and minimises geolocation inaccuracies that be-189

come more significant at further ranges (Chisham et al., 2008).190

To produce the large-scale convection patterns, the maps of gridded velocity vec-191

tors are combined. An established technique for combining the LOS measurements in-192

volves fitting them to a sixth order expansion of the ionospheric electric potential in spher-193

ical harmonics (Ruohoniemi & Baker, 1998), which is readily performed with RST (SuperDARN194

Data Analysis Working Group et al., 2018). In the spherical harmonic analysis, the mod-195

elled electric fields, Em, are converted to equivalent velocity vectors, vm, according to196

vm = (Em ×B)/B2. The global sum of the differences between the observed velocity197

magnitudes and the parallel component of the modelled velocities are minimised, where198

the observed velocity magnitudes are v0 (i.e. v0 = |v0|) and the parallel component of199

the modelled velocity vectors is (vm · v0)/v0. The value of the magnetic field, B, used200

in the above calculation is determined from the IGRF-12 model, which we specify us-201

ing the AACGM-v2 library in RST (Shepherd, 2014). To appropriately scale the pat-202

terns, a zero potential boundary at the equatorward edge of the convection pattern is203

required (Ruohoniemi & Baker, 1998). This is determined by fitting the Heppner-Maynard204

boundary (HMB) to the data (Shepherd & Ruohoniemi, 2000; Heppner & Maynard, 1987),205

which is circular on the nightside but lies at higher latitudes on the dayside. The usual206

procedure is for the HMB to be set according to an automated assessment of the avail-207

able observations. This is not always reliable, but works well for individual SuperDARN208

maps when the number of backscatter echoes per map, n, is high (n ≥200 (Walach, Gro-209

cott, Staples, & Thomas, 2022)). For our SuperDARN convection maps, we utilise the210

method from Imber et al. (2013) and Walach, Grocott, Staples, and Thomas (2022), which211

uses the latitude where three radar velocity measurements are greater than 100 m/s to212

define the HMB. Usually when high-resolution (1 to 2 minute) convection maps are pro-213

duced using this method, the often sparsely distributed data are supplemented with data214

from an empirical model (e.g. Ruohoniemi & Greenwald, 1996; Cousins & Shepherd, 2010;215

Thomas & Shepherd, 2018). This empirical model is often referred to as “the background216

model” and we use the most recent one from Thomas and Shepherd (2018) for our dataset217

and a time-resolution of 2 minutes. In summary, our SuperDARN dataset is processed218

using standard SuperDARN techniques. Walach, Grocott, Staples, and Thomas (2022)219

and Walach, Grocott, Thomas, and Staples (2022) provide statistical analyses of the dataset220

(equivalent to D4 in their papers) in comparison to other processing methods and his-221

torical versions of the convection maps.222

2.2 Parameterizing the TiVIE model223

Previous models constructed with SuperDARN data do not account for the vari-224

ability in the time-dependence of the magnetospheric response to the solar wind driver.225

In developing TiVIE we have isolated three sources of time-variability which we incor-226

porate into three different TiVIE modes in order to better capture the time-dependence.227

The flowchart in Figure 2 shows the different steps involved in producing the TiVIE228

model and the outputs shown later, as well as the processing differences in the TiVIE229

modes. In this section, we explain how TiVIE is parameterized and how we utilise the230

SuperDARN data archive to produce TiVIE. In step 1 in Fig. 2, an archive of fitted 2-231
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minute SuperDARN convection maps is first made using the method described in sec-232

tion 2.1. TiVIE can produce 3 different modes.233

In step 2 in Fig. 2, the time interval and TiVIE mode is selected. Mode 1 is the234

IMF mode, mode 2 is the substorm mode and mode 3 is the geomagnetic storms mode.235

In Fig. 2 the mode-specific steps are outlined by the coloured boxes, which relate to modes236

1 (yellow), 2 (green) and 3 (pink), whereas common steps are outlined by grey boxes.237

A large proportion of the TiVIE processing is inspired by the data combination processes238

employed by the Thomas and Shepherd (2018) SuperDARN model, which established239

the current best-practice for producing statistical convection patterns and is outlined in240

the steps 3 to 7 below. For constructing both modes 1 and 3, we utilize SuperDARN data241

from the years 2012-2018, the same as in Walach, Grocott, Staples, and Thomas (2022);242

Walach, Grocott, Thomas, and Staples (2022), whereas mode 2 uses data from 2000-2005,243

the same as in Grocott et al. (2017), which covers the Frey list. These time periods were244

used for consistency with Walach, Grocott, Staples, and Thomas (2022); Walach, Gro-245

cott, Thomas, and Staples (2022); Grocott et al. (2017) but in principle, this could be246

extended to other years. All radars available for these time periods in the northern hemi-247

sphere were used.248

In step 3 in Fig. 2, the time periods are filtered based on the IMF or geomagnetic249

conditions of the chosen mode. We now explain the binning of each mode separately: Mode250

1 employs a similar method to that discussed in detail by Grocott and Milan (2014). Us-251

ing solar wind data from the OMNI database we sort the gridded radar data into bins252

of different solar wind conditions, much like previous models have done. For mode 1 we253

use bins similar to those employed by Ruohoniemi and Greenwald (2005), i.e. param-254

eterized by IMF strength and clock angle. TiVIE uses IMF magnitude bins of 0−3 nT,255

3− 5 nT, 5− 10 nT and ≥ 10 nT; and 16 clock angle bins of 50◦ width. The clock an-256

gle bin centres are separated by 22.5◦ such that there is overlap between three consec-257

utive clock angle bins (i.e. the clock angle bins are centred on 180◦, −157.5◦, −135◦, −112.5◦,258

−90◦, −67.5◦, −45◦, −22.5◦, 0◦, 22.5◦, 45◦, 67.5◦, 90◦, 112.5◦, 135◦, 157.5◦). These clock259

angle bins and IMF strength bins were chosen to optimise data availability whilst main-260

taining flexibility to represent different IMF directions. If a measurement falls into more261

than one bin, it is counted for each bin where the criterion is met. This allows the model262

to be smooth across bins without the need for explicit smoothing. In addition, however,263

we also sort according to how long those conditions had been steadily met. This means264

that the conditions have to be met 90% of the time. The latter criterion we define as the265

‘solar wind steadiness timescale’, τB . The values used for τB will typically range between266

20mins and 10 hours, although the bin sizes tend to increase as τB increases, owing to267

the reduced number of intervals with high τB . Figure 1 of Grocott and Milan (2014) presents268

the data distribution with respect to the clock angle and τB bins. Grocott and Milan269

(2014) showed that for all bins only two (southward IMF and longest τB) had low oc-270

currence numbers. For TiVIE we use τB of 20− 30 minutes, 30− 40 minutes, 40− 60271

minutes, 60−90 minutes, 90−120 minutes, 120−240 minutes, 240−360 minutes and272

longer than 360 minutes. With mode 1, TiVIE is thus able to provide different convec-273

tion patterns, for the same instantaneous solar wind conditions, but in the very differ-274

ent cases that the solar wind conditions have, for example, either changed very recently,275

or have been stable for a longer time.276

Mode 2 is the substorm mode. This mode employs a similar method to that dis-277

cussed by Grocott et al. (2017) and produces a superposed epoch analysis with respect278

to substorm onset. Here, observations of substorm onsets, from a published list are used279

to sort the radar data into bins of substorm onset location (i.e. within a specified mag-280

netic latitude and MLT range) and substorm epoch time (i.e. the time relative to sub-281

storm onset). We utilize the list from Frey et al. (2004), but other lists such as Forsyth282

et al. (2015), Newell and Gjerloev (2011), or Ohtani and Gjerloev (2020) are available.283

Onsets tend to occur over a latitude range of 55◦ to 75◦ and MLT range of 20 to 03 hours,284
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with a peak occurrence close to 66◦ and 23 MLT. Around this peak the size of the bins285

may be small, with the bin size necessarily becoming larger towards the extremes of these286

ranges in order to maintain sufficient events (see, e.g., Figure 3(a) of Grocott et al. (2010)).287

Given that we are interested in the time-evolution of the pattern, we only include iso-288

lated substorms (i.e. those occurring at least 2 hours after a previous onset). This avoids289

the situation where effects of multiple substorms overlap. In the Frey et al. (2004) list,290

for example, there are 1979 northern hemisphere substorm onsets with which to param-291

eterize TiVIE. Mode 2 enables TiVIE to more accurately represent the nightside iono-292

spheric convection pattern in comparison to models parameterized by solar wind con-293

ditions.294

Mode 3 is the geomagnetic storm mode. This mode employs a superposed epoch295

analysis with respect to storm phase, similar to that discussed by Walach and Grocott296

(2019); Walach et al. (2021). In this case, the convection pattern has been parameter-297

ized by the time relative to the start and end of each storm phase which is identified us-298

ing the Sym-H index according to the method described by Walach and Grocott (2019).299

In brief, this is accomplished as follows: First, the minimum in Sym-H is found, which300

must be < −80 nT for a storm to be identified. The time of this minimum marks the301

beginning of the recovery phase with the end of the recovery phase being identified where302

Sym-H next reached a quiet level (−15 nT). The beginning of the main phase is defined303

as the last point where Sym-H crossed the quiet level. The initial phase is then charac-304

terised by the maximum in Sym-H, above the quiet level, prior to the main phase. The305

beginning of the initial phase is where Sym-H last surpassed the quiet level prior to this.306

Since the development of the mid-latitude “StormDARN” extension to SuperDARN (i.e.307

from 2012-2018) there were 52 storms identified by the Walach and Grocott (2019) method308

that are available for TiVIE parameterization. Sorting the radar data in this way en-309

ables TiVIE to distinguish differences in the convection patterns that arise under con-310

ditions of strong solar wind driving that evolve throughout the storm.311

The nature of the interval sorting is tailored according to the different TiVIE modes312

as described above, but the process for combining those data is common. After having313

identified and filtered the relevant time periods for each mode in step 3, we combine the314

gridded LOS data from the SuperDARN archive of Map Potential convection maps in315

step 4, Fig. 2: We combine the data onto a common quasi-magnetic local time grid. This316

gridding accounts for the fact that the data we combine are from different time periods317

with different dipole tilts. First, we take the median of the magnetic field strength at318

an arbitrary point in geodetic coordinates. We choose a latitude of 60◦ and longitude319

of 0◦ and 0km altitude for all our input data and calculate the median of the magnetic320

field strength at this point using the AACGM-v2 library. Once we have calculated all321

the magnetic field values for all input timeperiods, we then choose the date which is equiv-322

alent to the closest match of the median magnetic field strength. We then use the new323

date when specifying the magnetic field at each measurement location. This forms our324

new quasi-magnetic local time onto which we grid the data. For the gridding we use the325

same method as Ruohoniemi and Baker (1998). The gridding allows us to combine data326

from different time periods and specifying the most suitable dipole tilt as well as an ap-327

propriate magnetic field vector, similar to the method used by Thomas and Shepherd328

(2018).329

In step 5, Fig. 2, we use a method similar to the ‘MERGE’ technique (Cerisier &330

Senior, 1994). The technique we use merges the vectors using an expansion of the stan-331

dard SuperDARN technique. The ‘MERGE’ algorithm was developed to combine two332

LOS measurements from two overlapping radars’ field-of-view to produce a single vec-333

tor per grid cell. Our merging performs a least squares linear regression to each grid cell,334

assuming that the LOS velocity magnitude variation with respect to the azimuthal di-335

rection should be a cosine, and hence fit a cosine to the LOS magnitude variation with336

respect to the azimuthal direction. An example of this method is shown by Ruohoniemi337
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and Baker (1998) in plates 3 and 4. Our method extends the original technique to com-338

bine as many measurements as are available per grid cell, instead of just two. Similarly339

to Thomas and Shepherd (2018), our merging vectors have to satisfy a minimum azimuth340

separation of 25◦, but unlike Thomas and Shepherd (2018), we do not impose a mini-341

mum number of vectors per grid cell. Instead, we merge vectors wherever possible but342

if there is only one measurement, we keep the single LOS vector, which avoids gaps in343

the coverage. In the same way as Thomas and Shepherd (2018), we retain an error as-344

signed to each grid cell: This is calculated as the mean of the input velocity vector er-345

rors in that cell.346

For mode 1 and mode 3, most bins have over 4000 vectors and good spatial cov-347

erage but for mode 2, the number of vectors tends to be between 2000 and 3000. Due348

to the chosen time period for mode 2, the number of radars is reduced in comparison to349

mode 1 and 3, so the spatial coverage is not as good. Nevertheless, it is still way in ex-350

cess of the ∼200 vectors shown by Walach, Grocott, Staples, and Thomas (2022) to be351

required for a well-constrained fit.352

To be able to find the best fit global solution for the electrostatic potential from353

the merged vectors, we need to specify the lower latitude boundary, the HMB. This is354

done in step 6, Fig. 2. First we discuss this for mode 1 and then 2 and 3. To avoid the355

risk of a single-point failure in the automated detection algorithm adversely affecting the356

TiVIE results for mode 1, we do not apply the usual method of finding the HMB from357

gridded data that was described in section 2.1, which does not always work for statis-358

tical analyses, as discussed by Thomas and Shepherd (2018) and further below. Instead359

we use information from a statistical analysis of all 2-minute SuperDARN intervals con-360

tributing to a given TiVIE map to determine the HMB. The statistical distribution of361

HMB data was collected in step 4, alongside n, the number of LOS measurements per362

map. We choose the mean HMB location for the 20% of input maps (i.e. the data in-363

gested in step 4) with the highest number of backscatter vectors. The 20% was an ar-364

bitrary choice that provided a stable result whilst minimizing a regression to the mean365

effect.366

Similarly, when finding the HMB for modes 2 and 3, the traditional HMB-finding367

algorithm often places the HMB too high and produces unphysical results. The method368

used for mode 1 does not work as well for mode 2 due to fewer data points in some of369

the bins. An analysis of the HMB distributions found that the the median tends to place370

the TiVIE boundary too high, whereas the lower quartile value provides a good fit for371

substorms and geomagnetic storms alike (Walach et al., 2021). Walach and Grocott (2019)372

show the HMB distribution for geomagnetic storms (e.g. Figures 5 and 8) and Walach373

et al. (2021) found the HMB distribution is not symmetric about the median value. Con-374

sequently, the lower quartile of the HMB was used. We find a similar asymmetry for sub-375

storms and therefore use the lower quartile of the HMB distribution with respect to time,376

to determine the HMB in mode 2 and mode 3. Whilst this appears arbitrary as a choice,377

the HMB placement was based on the results by Walach and Grocott (2019); Walach378

et al. (2021) and is less arbitrary than choosing by eye as was done by Thomas and Shep-379

herd (2018). Furthermore, this choice of HMB is a variable that can be changed in fu-380

ture versions of TiVIE.381

The shape of the HMB was determined by Shepherd and Ruohoniemi (2000) and382

is indented to be more oval and located more poleward on the dayside than on the night-383

side. Once the HMB is chosen, we infill this dayside region where the HMB is indented384

with zero velocity vectors. This method was also used by (Thomas & Shepherd, 2018;385

Walach et al., 2021) to ensure the potential does not overreach the dayside HMB (some386

diffusion of the spherical harmonics is expected but we want to keep this to a minimum).387

In step 7, Fig. 2, we apply the spherical harmonic analysis which produces the fit-388

ted electric potential maps. This method is the same as in the standard SuperDARN data389
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processing technique developed by Ruohoniemi and Baker (1998). Here, the electrostatic390

potential distribution across the MLAT/MLT grid is calculated from the fitted veloc-391

ity vectors using the equations v = E×B/B2 and E = −∇Φ. The main difference to392

the usual SuperDARN processing technique outlined in section 2.1, is that we do not need393

a background model due to the high spatial coverage of vectors. We specify a sixth or-394

der expansion and the spherical harmonic fitting in the RST software finds a solution395

for Φ that best fits the vectors in each map. The final product is the electric potential396

maps, which are specified by the coefficients in the spherical harmonic expansions. The397

resulting maps for all three modes are available to download (Walach & Grocott, 2024b).398

The model is defined in the form of an electric potential map, but the electric field can399

in principle be readily computed from the resulting patterns.400

TiVIE is very versatile and can produce modelled convection patterns for essen-401

tially any specification of input parameters (as long as this provides sufficient intervals402

of SuperDARN data for fitting). However, running the TiVIE model requires access to403

the fitted SuperDARN data archive and the SuperDARN analysis software RST. We there-404

fore also provide a “TiVIE light” version of the model, that consists of model outputs405

for the set of predefined TiVIE runs which we present in this paper (TiVIE version 1.0).406

This is outlined by an optional step 8 in Fig. 2, which highlights our TiVIE light soft-407

ware package in the Python programming language (Walach & Grocott, 2024c). Along-408

side the TiVIE outputs (Walach & Grocott, 2024b) and the supplementary TiVIE light409

data (Walach & Grocott, 2024a), it can be used to produce individual convection maps410

and timeseries such as the ones we will showcase in the following sections. In specify-411

ing the input parameters, consideration has to be given to the probability of such con-412

ditions being met such that sufficient SuperDARN data are available to construct a con-413

vection map. For a sixth order expansion, the number of vectors required in principle414

to constrain a map is only 49 (Walach, Grocott, Staples, & Thomas, 2022), although the415

spatial distribution of the measurements is also critical (e.g. Walach, Grocott, Staples,416

& Thomas, 2022). Only by inspection can it be readily determined if sufficient data are417

available to produce a reliable map, but owing to the fact that coverage is uneven and418

patchy, the number of vectors is likely to be of the order 1000 or more. When the num-419

ber of individual intervals available for the chosen TiVIE mode exceeds 5000, the num-420

ber of data that are combined are truncated, such that they are limited to 5000 randomly421

chosen 2-minute input convection map intervals. Furthermore, similar to Cousins and422

Shepherd (2010) or Thomas and Shepherd (2018), it would also be possible to produce423

discrete maps and interpolate between the coefficients but this is not currently imple-424

mented in TiVIE.425

Whilst we already mentioned that other convection models with parametrized maps426

exist, there are a number of advancements that the TiVIE model provides: 1) Mode 1427

provide convection maps that not only reflect the IMF magnitude and clock angle but428

also the solar wind steadiness timescale, which is a novel addition. 2) Modes 2 and 3 pro-429

vide the evolution of a substorm and geomagnetic storm, respectively. Other existing mod-430

els do not explicitly capture the time evolution. 3) Modes 2 and 3 work when there are431

gaps in the solar wind measurements. This provides a clear benefit over existing mod-432

els, for substorms and geomagnetic storms. We show examples of the modes and their433

benefits in the following sections.434

To supplement the examples in the following sections, we show in the Supporting435

Information histograms of the Euclidian distances between model vectors and the merged436

vectors. We compare each map shown in this paper and compare the long τ data with437

short τ data, as well as long τ data with long τ model. For the substorm and storm modes,438

we compare the Euclidian distances between merged vectors and model vectors at on-439

set, as shown in the manuscript and we compare these to the Euclidian distances between440

the merged vectors and the southward IMF model. In the supporting information, we441

also quote the mean of each distribution. In all cases in the SI, we clearly show that the442
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TiVIE light 

2.) Choose TiVIE mode and time interval 

Mode 1:  
IMF mode 
2012-2018

Mode 2:  
Substorm mode 

2000-2005

Mode 3:  
Geomagnetic storms mode 

2012-2018

3.) Filter time periods based on IMF or geomagnetic conditions according to the chosen mode

IMF conditions: 
IMF strength 
Clock angle 
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Isolated substorm onsets:  
Onset MLT 

Onset MLAT 
Time from onset

Geomagnetic storms: 
%-time through  

initial, main,  
and recovery phases

4.) Combine gridded LOS data from 1.) using time periods identified in 3.) 
Regularize on same grid by determining a common quasi-magnetic local time. 
Retain n and HMB for step 6.)

5.) Merge vectors 
 using the merge technique (described in section 2.1).

8.) Extract and plot data 

Choose and plot potential maps  
based on mode  

and time interval.

Produce and plot time series  
based on mode and time interval; 
compare to SuperDARN Mappot.  
and/or TS18 background model.

1.) Create fitted SuperDARN Mappotential convection map dataset (as described in section 2.1)

 6.) Choose Heppner-Maynard Boundary according to mode 

  

7.) Apply Spherical Harmonic Analysis Fitting  
using the Radar Software Toolkit.

Identify top 20% of 
highest n-input maps and 
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of HMB distribution with 

respect to time of  
all input maps.
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all input maps.

Model outputs:  
Electric Potential maps

Figure 2. Flowchart illustrating the TiVIE model processing. See text for further discussion

and explanation of the different steps.
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introduction of a long τ criteria provides an improvement to the fitting, as well as sub-443

storm and storm binning.444

3 Results445

3.1 TiVIE Mode 1: Solar Wind Timescales446

Figure 3 presents an example pair of TiVIE maps produced running mode 1. In447

this case, the electric potential has been parameterized using the IMF magnitude (≥ 10 nT),448

clock angle (−92.5◦ < θ < −42.5◦), and steadiness timescale, τB . For the map on the449

left the τB parameterization is 20′ < τB < 30′ and on the right it is τB > 360′. The thick450

black lines and thick black dashed lines show the equipotential lines. The blue to red shad-451

ing illustrates the electric potential strength. The grey dots indicate grid points where452

the model is constrained by data. The green line shows the convection map boundary453

(HMB), which is located just above 60◦ of geomagnetic latitude in both cases. n indi-454

cates the number of constraining vectors, which are 5689 (left) and 2572 (right). The cross455

polar cap potential ΦCPCP shows the magnitude of the difference between the minimum456

and maximum equipotentials and is a measure of overall convection strength. ΦCPCP457

is 31.53 and 42.76kV, respectively for the map on the left and right. Clear differences458

are apparent in the two patterns. The left-hand pattern is similar in morphology to the459

negative IMF BY pattern from Ruohoniemi and Greenwald (2005), in which they im-460

posed a fixed 36min steadiness criterion on the solar wind conditions (we compare to461

their 5-10nT, as this is their highest IMF strength bin). It also strongly resembles the462

negative IMF BY pattern from Thomas and Shepherd (2018) for a small solar wind elec-463

tric field (1.6 ≤ ESW < 2.1 mV/m). The right-hand pattern of Fig. 3, on the other hand,464

displays a much stronger asymmetry between the dawn and dusk cells, with the dawn465

cell shrinking in size and, and the dusk cell both stronger, and extended and rotated such466

that it spans a wider range of local times, crossing both the midnight and midday merid-467

ians. Neither Ruohoniemi and Greenwald (2005) nor Thomas and Shepherd (2018) are468

able to reproduce this asymmetry due to their lack of binning by τB .469

The τB > 360′ map (right panel) shown in Figure 3 resembles previously reported470

observations of so-called TRINNI (Tail Reconnection during IMF-Northward, Non-substorm471

Intervals) flows (Grocott et al., 2005; Milan et al., 2005; Grocott et al., 2007). An ex-472

ample interval of data corresponding to the conditions of the right-hand panel in Fig. 3473

is shown in Figure 4. In Fig. 4, n is 263, and these vectors are all concentrated around474

the nightside as shown by the pink vector scale. The black lines are showing the elec-475

trostatic potentials, for which the total magnitude difference from minimum to maxi-476

mum is given by ΦCPCP as 34.66kV. The green line is showing the HMB. In this pat-477

tern, the dawn cell is largely missing, and the dusk cell is extended in local time across478

the midnight meridian. The IMF clock angle during this interval was θ ≃ −70◦ and479

the magnitude was ∼ 10 nT, putting it within the ranges used to parameterize the model480

maps in Fig. 3 (right). In this case the IMF conditions during this interval had been rel-481

atively steady, within the range for τB ∼ 6 hours. The convection map in Fig. 4 shows482

clear evidence for the importance of τB , being appreciably different from the pattern in483

Fig. 3 (left). Conversely, it appears to show that TiVIE is remarkably good at captur-484

ing the morphology of the electric potential under these conditions. This map is from485

1999 and these data were not included in TiVIE, so this shows that the model is con-486

sistent with the expected convection map morphologies.487

3.2 TiVIE Mode 2: Substorms488

A number of previous studies have demonstrated that substorms can have a sub-489

stantial impact on the morphology of the ionospheric convection pattern (e.g. Provan490

et al., 2004; Grocott et al., 2002, 2006, 2009, 2010; Grocott, 2017). In particular, it has491

been shown that the latitude and local time of substorm onset are key factors in con-492
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Figure 3. Two example electric potential patterns in AACGM-v2 coordinates for TiVIE mode

1. The IMF clock angle bin is −92.5◦ < θ < −42.5◦ and the magnitude bin is ≥ 10 nT. The map

on the left corresponds to an IMF steadiness timescale 20′ < τB < 30′ and on the right τB > 360′.

The thick black lines and thick black dashed lines show the equipotential lines. The colours (blue

to red) illustrate the electric potential strength. The grey dots indicate grid points where the

model is constrained by data. The green line shows the convection map boundary (HMB). n

indicates the number of constraining vectors and ΦCPCP shows the magnitude of the difference

between the minimum and maximum equipotentials.
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Figure 4. An example 2-min SuperDARN convection pattern in AACGM-v2 coordinates from

03:12 to 03:14 UT on 2nd December 1999. Flow vectors are shown by the pastel pink to bright

pink vectors, where gridded radar data were available during the 2-min interval. The black vector

in the bottom left shows a fast flow vector for scale. The black contours represent the electric

equipotentials and the green line represents the convection map boundary (HMB). n indicates

the number of constraining vectors and ΦCPCP shows the magnitude of the difference between

the minimum and maximum equipotentials.
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trolling the substorm influence. Grocott et al. (2009) showed that the convection pat-493

tern size and transpolar voltage increases with lower latitudes of onset locations. Grocott494

et al. (2010); Grocott (2017) on the other hand, showed that the location of the convec-495

tion reversal is dependent on the onset local time. Depending on the nature of any par-496

ticular use case for TiVIE, it might therefore be desirable to have a choice of substorm497

onset bins. Here, we show parameterizations focussing on either the MLT or the latitude498

of onset to ensure reliable coverage is kept. Figure 5 presents four examples of TiVIE499

maps produced running ‘substorms’ mode 2. In all cases, the electric potential has been500

parameterized by the time relative to substorm onset (0−2mins), but we show two ex-501

amples of different onset bins for the substorms here: The top row shows a static MLT502

band (20:00 to 03:00 MLT) for onset and a varying magnetic latitude (59 to 61◦ and 67503

to 68◦, respectively). The bottom row shows a static magnetic latitude range (64 to 69◦)504

and a varying MLT range (00:00 to 02:00 and 20:00 to 22:00 MLT, respectively). Each505

map is in AACGM-v2 coordinates and the black (dashed) lines show the equipotential506

contours. The blue to red shading shows the electrostatic potential and the HMB is shown507

by the outer green boundary. The boundary for possible onset locations in each case is508

shown by the outlined area in green, using observations from the Frey et al. (2004) list.509

In the bottom row the magnetic latitude range is slightly larger, which is to ensure that510

the number of substorms is similar for all four configurations. n is high (above 2000) for511

all maps and the grey dots show the distribution of constraining vectors, which are well512

spread out. The magnitude of the difference between the minimum and maximum equipo-513

tentials, ΦCPCP , is ∼30-40kV for all maps, except for the top left map, where ΦCPCP514

is much higher at ∼58 kV. This can be explained due to the onset location, which is at515

a lower latitude than the other convection maps and implies that the substorm growth516

phase was larger. Clear similarities and differences are apparent between the four pat-517

terns. For the top row, the primary difference lies in the size of the pattern and the trans-518

polar potential: Substorm onsets which occur at a lower magnetic latitude lead to a larger519

pattern, but also a higher transpolar voltage. When we specify substorm onsets with a520

stricter MLT range but keep the magnetic latitude static (see bottom row), ΛHMB and521

ΦCPCP are more similar but the convection pattern changes shape: When the substorm522

onsets are located post midnight (bottom left), the convection pattern is such that the523

onset location is overlapping with the flow reversal region on the nightside. When the524

onsets are located in the pre midnight sector (bottom right), the convection cells are ro-525

tated, such that the flow reversal region lies in the pre midnight sector. In this case, the526

flow reversal region does not fully align with the onset region.527

Grocott et al. (2010) also produced average substorm patterns, which looked sim-528

ilar to our bottom two rows of Fig. 5. They chose a single onset latitude bin of 65 to 67◦529

and then subdivided by average IMF BY conditions: This yielded an onset pattern sim-530

ilar to the two in our bottom row with the convection reversal on the pre midnight side531

for positive IMF BY and the convection reversal on the post midnight side for negative532

BY at onset. Since we did not subdivide our substorm categories by IMF conditions, we533

do not expect the patterns to be identical. For example, Grocott et al. (2010) found the534

mean substorm onset location for negative BY to be sitting on the duskside edge of the535

convection reversal boundary, whereas our convection reversal location for the pre-midnight536

onsets does not fully overlap with the onset location, as discussed above. Our substorms537

not being sub-divided by IMF conditions could be a reason for this difference. Another538

reason could be the fact that the dusk cell generally dominates the convection pattern:539

Walach, Grocott, Thomas, and Staples (2022) showed that the dusk cell dominates 77%540

of all time during the years 2010 to 2016. Further differences between our processing meth-541

ods and those of Grocott et al. (2010) are also likely to be contributing. Grocott et al.542

(2010) used an older version of the SuperDARN data processing algorithm (e.g. FitACF543

version <2.5, whereas we used version 2.5) and they also did not use a range limit when544

ingesting radar data.545
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Both substorm binnings (wider MLT bin or wider MLAT bin) are available, but546

which one is used is up to the individual user: A narrower MLAT bin provides a more547

reliable HMB but comes with a wider MLT bin and therefore the nightside convection548

reversal region is more smoothed, whereas a wider MLAT bin and a narrower MLT bin549

provides a better parameterization of the nightside convection reversal region, but a less550

accurate HMB location, so there is a trade-off. Ideally, we would have a bin that is nar-551

row in MLT and MLAT but the coverage would not be as good and result in fewer vec-552

tors being binned. Smaller bins would therefore mean a less accurate map overall and553

would be a more severe trade-off. Instead we have provided the user with options, de-554

pending on their needs.555

Figures 6 and 7 show an illustrative example of TiVIE mode 2 in action for the sub-556

storm onset at 04:18UT on 26th December 2000. Figure 6 shows a convection map of the557

substorm onset time. The timeseries of this is shown in Fig. 7 by the purple lines in the558

last few panels. The convection map is in AACGM-v2 coordinates and the electrostatic559

potentials are shown in black. The green boundary indicates the HMB. The map shows560

that n is high (363) and well-distributed across almost all MLT sectors. The vectors are561

shown in pink and are mostly quite light, indicating that the plasma is fairly slow mov-562

ing. This substorm’s onset occurred at a latitude of 67 to 68◦ and an MLT of around563

23:30 as indicated by the cross in Figure 6. Comparing the convection map in Fig. 6 with564

Fig. 5, our onset location would match the top right bins, but the convection morphol-565

ogy is most similar to the binning on the bottom right. For the example on the bottom566

right in Fig. 5, we used the early-midnight onset bin described earlier and our example567

in Fig. 6 is just outside this bin, but at a similar magnetic latitude. This means that this568

particular substorm was not included in the binning of the substorms in the bottom right569

in Fig. 5 and serves as a simple validation test. The similarity between Fig. 5 and Fig. 6570

shows that the substorm binning reproduces the same morphologies and is representa-571

tive of this substorm example. ΦCPCP is also comparable for both the convection map572

in Fig. 6 (35.15 kV) and the bottom right binning in Fig. 5 (37.48 kV). The top right573

binning in Fig. 5 is also comparable with (31.76kV) but because it is a broader bin in574

MLT, the morphology is less similar.575

Fig. 7 shows a timeseries of the previously mentioned isolated substorm with the576

vertical black dashed line denoting onset. The timeseries shown encompasses the time577

period 02:18 UT to 06:18 UT on 26th December 2000. The first two panels show the IMF578

components, and the solar wind speed which indicate that there is enhanced solar wind579

driving. The third and fourth panels show the geomagnetic conditions: AU and AL, which580

indicate an isolated substorm, and the Sym-H index, which indicates little intensifica-581

tion of the ring current and hence no geomagnetic storm activity. The next three pan-582

els show a comparison between TS18 model (bright pink), TiVIE mode 1 (light pink),583

TiVIE mode 2 (light green), and the SuperDARN convection maps, labelled as Mappo-584

tential (purple). For TiVIE mode 2, we show the bin in which our substorm onset falls585

in, which is the wider MLT binning and higher latitude range (e.g. top right panel in586

Fig. 5). The fifth panel shows the transpolar voltage (ΦCPCP ), which increases slightly587

prior to substorm onset (from ∼3:40 UT) for TiVIE mode 2 and the SuperDARN maps.588

The TS18 model and TiVIE mode 1 on the other hand show the electrostatic potential589

peaking around an hour before substorm onset when the solar wind driving is higher.590

We also see the TS18 ΦCPCP dropping after onset, which is associated with the increase591

in IMF BZ , whereas both the SuperDARN maps and the TiVIE ΦCPCP remain elevated.592

We speculate that this is due to ongoing driving from the magnetotail, which TS18 does593

not capture. The latitude of the HMB, is very similar for the SuperDARN maps, TiVIE594

mode 1 and 2, whereas ΛHMB is a little more variable for TS18. The changes in the HMB595

for TiVIE are almost the same for all data shown: We see a small decrease (towards the596

equator) during growth and increase (towards the pole) during expansion/recovery of597

a degree or so, which is in agreement with the ECPC model. The sixth panel shows the598

number of data points for the maps and whilst it is much lower for the SuperDARN maps,599
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Figure 5. Four example electric potential patterns in AACGM-v2 coordinates for TiVIE

mode 2. In all cases the maps are comprised of data from the 2-min interval following the on-

set. The top row shows substorms observed between 20:00 and 03:00 MLT and the bottom row

shows substorms, which have a narrower MLT occurrence bin: between 00:00 and 02:00 MLT

(bottom left) and 20:00 and 22:00 MLT (bottom right). The magnetic latitudes of onset were

59 to 61◦ (top left) and 67 to 68◦ (top right) and 64 to 69◦ (bottom row). The onset region is

marked by the green band and the HMB is also shown in green. The thick black lines and thick

black dashed lines show the equipotential lines. The colours (blue to red) illustrate the electric

potential strength. The grey dots indicate grid points where the model is constrained by data. n

indicates the number of constraining vectors and ΦCPCP shows the magnitude of the difference

between the minimum and maximum equipotentials.
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Figure 6. An example electric potential patterns for a substorm onset in AACGM-v2 coordi-

nates. The map shows the SuperDARN map at onset time from Fig. 7. The green cross indicates

the substorm onset location (left map). The flow vectors are shown by the pink scale. The bot-

tom left shows a black vector scale for the plot on the left. The thick black lines and thick black

dashed lines show the equipotential lines. The green line shows the convection map boundary

(HMB). n indicates the number of constraining vectors and ΦCPCP shows the magnitude of the

difference between the minimum and maximum equipotentials.
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n remains above 200 for the entire interval. Whilst the TiVIE model is constructed with600

many more data points (∼times a factor of 10), 200 data points is still considered good601

number for any individual map (Walach et al., 2021).602

3.3 TiVIE Mode 3: Geomagnetic Storms603

Figure 8 presents three example TiVIE maps in AACGM-v2 coordinates, produced604

running ‘geomagnetic storm’ mode (3). In this case, the electric potential has been pa-605

rameterized by the time relative to the start of each storm phase as described in section 2.2.606

In this example, we use no further parameterizations, which means this mode is immune607

to gaps in IMF data, like the mode 2. This makes sense in practise as it provides a way608

of assessing and capturing the variability more directly associated with storm evolution,609

as shown by Walach et al. (2021). Each map shows the equipotentials with black lines610

and the blue to red shading indicates the electric potential. The grey dots show the lo-611

cation of the constraining vectors and the green boundary shows the HMB.612

The maps in Figure 8 correspond to the start of each phase, which is (from left to613

right) the initial, main and recovery phase. The three patterns reveal clear differences,614

however, in order to demonstrate the relevance of such a parameterization and its value615

in TiVIE over existing solar wind parameterized models, we must still consider the IMF616

conditions in this case. We quickly summarise the average IMF conditions for the ge-617

omagnetic storms used here, which can also be found in Walach and Grocott (2019) and618

Walach et al. (2021)). ΦCPCP increases from the initial (34.13kV) to the main phase (62.72kV)619

and then again to the recovery phase (79.02kV).The average IMF BY component is un-620

derstandably fairly small for geomagnetic storms. The average IMF BZ , on the other621

hand, becomes strongly negative during the storm parameterization used here, as all storms622

are strongly solar wind-driven times, and this is reflected in the average conditions cap-623

tured by TiVIE here. In fact, at the start of the initial phase (left panel in Fig. 8), the624

IMF BZ component is on average typically small, and consequently the resulting elec-625

tric potential pattern is quite weak, and actually resembles a cross between the BY >626

0 and BY < 0 patterns for weak solar wind driving presented by Thomas and Shep-627

herd (2018). The pattern for the start of the main phase (middle panel in Fig. 8), on628

the other hand, is much stronger, which is consistent with the fact that the IMF BZ com-629

ponent is on average −4 nT at this time during a prototypical storm. The more inter-630

esting result is that revealed by the third pattern (right panel in Fig. 8), from the start631

of the recovery phase. The average IMF BZ component for a geomagnetic storm is −4 nT632

at this time, the same as for the main phase, yet the pattern is clearly larger in size, hav-633

ing expanded from a HMB of 53◦ down to 50◦ magnetic latitude. This implies that a634

simple IMF parameterization would be inappropriate for geomagnetic storms.635

It is worth considering that during the main phase of a geomagnetic storm, the av-636

erage IMF BZ component remains negative (e.g. see Walach and Grocott (2019) and Walach637

et al. (2021)). Thus, an alternative way of parameterizing the storm-time behaviour might638

be to use TiVIE mode 1, with an appropriate τB . For the storms used to parameterize639

TiVIE here, the median main phase duration was ∼ 9 hours. Performing TiVIE model640

1 runs, with IMF BY = 0, BZ = −4 nT and 20′ < τB < 30′ for the first run and641

240′ < τB < 360′ for the second, yields the results shown in Figure 9. These show two642

convection maps for the chosen TiVIE mode using the same layout, colour-coding and643

coordinates, as previous TiVIE convection maps. The mode 1 examples in Figure 9 and644

mode 3 patterns in Figure 8 look quite similar. But here we also see the effects of pro-645

longed strong solar wind driving, with the convection pattern expanding from 53◦ down646

to 43◦ magnetic latitude, whereas for the beginning of the recovery storm phase, ΛHMB647

only reaches 50◦. Furthermore, we see in the right panel in Fig. 9 that when the solar648

wind driving is prolonged, the dusk convection cell drapes across the nightside merid-649

ian, which is a less pronounced feature in geomagnetic storms. Whilst the HMB latitude650

of the pattern on the right in Fig. 9 is lower than for the beginning of the recovery phase,651
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Figure 7. A summary plot showing TiVIE mode 2 in action for the time period 02:18 UT

to 06:18 UT 26th December 2000. The panels show the IMF components, the solar wind speed,

the AL and AU indices, the Sym-H index, the transpolar voltage (ΦCPCP ), the latitude of the

Heppner-Maynard boundary (ΛHMB), and number of data points per map (n). For the last three

panels, we show the TS18 model (bright pink), the TiVIE mode 1 (light pink), TiVIE mode 2

(light green), and the SuperDARN maps, labelled Mappotential (purple). The vertical dashed

black line shows the substorm onset at 04:18 UT on 26th December 2000. Substorm onset oc-

curred at a latitude of 67 to 68◦.
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Figure 8. Three example electric potential patterns in AACGM-v2 coordinates for TiVIE

mode 3, corresponding to the times of the start of each storm phase. From left to right, this is

the initial, main and recovery phase. The storm phases were determined from the Sym-H index

according to the method described by Walach and Grocott (2019). The thick black lines and

thick black dashed lines show the equipotential lines. The colours (blue to red) illustrate the

electric potential strength. The grey dots indicate grid points where the model is constrained

by data. The green line shows the convection map boundary (HMB). n indicates the number of

constraining vectors and ΦCPCP shows the magnitude of the difference between the minimum

and maximum equipotentials.
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Figure 9. Two example electric potential patterns in AACGM-v2 coordinates for TiVIE mode

1. The IMF clock angle bin is 155◦ < θ < −155◦ and the magnitude bin is ≥ 10 nT. The map on

the left corresponds to an IMF steadiness timescale 20′ < τB < 30′ and on the right τB > 360′.

The thick black lines and thick black dashed lines show the equipotential lines. The colours (blue

to red) illustrate the electric potential strength. The grey dots indicate grid points where the

model is constrained by data. The green line shows the convection map boundary (HMB). n

indicates the number of constraining vectors and ΦCPCP shows the magnitude of the difference

between the minimum and maximum equipotentials.
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the IMF field strength is also higher. Walach et al. (2021) analysed the time variabil-652

ity of the storm time convection patterns and quantified the changes using a Principal653

Component Analysis. One of the findings from Walach et al. (2021) was that the storm654

time patterns, a key sample of which is shown in Fig. 8, show a time-variability in re-655

lation to the sun-midnight meridian alignment of the dayside convection throat. This656

feature is particularly visible in the Principal Component Analysis when the geomag-657

netic storm mode convection maps from the whole storm are analysed together. This is658

a morphological feature which the IMF mode maps do not always express (for the in-659

terested reader we recommend Fig. 8, which analyses these changes in more detail). These660

results show that there may be more than one TiVIE mode that can be used, and that661

which mode is chosen, might depend on the specific circumstances under investigation.662

Figure 10 shows an example convection map, where the IMF has been strongly south-663

ward for a long time (several hours) and a geomagnetic storm occurs. The coordinates664

and colour-coding is the same as Fig.4: Flow vectors, where SuperDARN measurements665

are available are shown by the coloured dots. ΛHMB is shown by the green coloured shape666

and the black contours represent the equipotentials. For this map, 637 flow vectors were667

available, which is an unusually high number of vectors. Furthermore, the vectors are668

well distributed geographically, as coverage is available across most nightsectors, from669

almost 15:00 to 03:00 MLT, and another patch of vectors is available near 09:00 MLT.670

In this example, the IMF has been southward for some time and we can see the convec-671

tion map has taken on the shape of the map shown on the right side of Fig. 9 and the672

ΦCPCP is similar too (albeit it is higher here with 112 kV instead of 85 kV). Fig. 10 par-673

ticularly illustrates the way the dusk convection cell stretches across the midnight merid-674

ian, which we do not see for intervals of short southward IMF. It is worth noting how-675

ever that ΛHMB in Fig. 10 only reaches ∼50◦, making it more similar to TiVIE mode676

3, as opposed to the TiVIE mode 1 shown in Fig. 9. Clearly, TiVIE modes 1 and 3 can677

produce similar ΦCPCP and choosing the correct mode, may well be dependent on the678

context: Fig. 10 shows one snapshot in time, which agrees well with TiVIE mode 1, ex-679

cept for the ΛHMB . In order to represent the geomagnetic storm well, however, mode680

3 may be more appropriate as mode 3 incorporates the entire time-history of the geo-681

magnetic storm and is not susceptible to gaps of solar wind data or lack in SuperDARN682

measurement coverage.683

Figure 11 shows a timeseries for a geomagnetic storm during the time period 14:46684

UT 6th March 2012 to 10:48 UT 8th March 2012. The panels are ordered in the same685

way as for Fig. 7. The vertical black dashed lines indicate the beginning of the main and686

recovery phases. We see that when the IMF BZ component is negative, the Sym-H in-687

dex decreases and the storm main phase in the TiVIE mode 3 causes ΦCPCP to increase688

and then slowly decay again with the storm. When the storm main phase occurs, ΛHMB689

for TiVIE mode 3 also moves to lower latitudes, which is mirrored by the instantaneous690

SuperDARN maps (Mappotential line), as well as TiVIE mode 1 and the TS18 model.691

We see that for this storm, the number of data points used to create the SuperDARN692

archive, n, is ∼500-1000 in the early hours of the storm, which is very high (Walach &693

Grocott, 2019; Walach, Grocott, Staples, & Thomas, 2022). Later, during the recovery694

phase of the storm when Sym-H is recovering from the decrease the n drops close to 0695

for the SuperDARN maps, which illustrates a key issue that TiVIE is able to solve: The696

rapidly fluctuating n affects the quality of the instantaneous (Mappotential) convection697

maps and this is reflected in the abruptly fluctuating ΦCPCP and ΛHMB . Similarly, the698

TS18 model and TiVIE mode 1 completely drop out at times when no IMF information699

is available, whereas TiVIE mode 3 is much more stable: Both ΦCPCP and ΛHMB are700

much smoother for TiVIE mode 3 and it may therefore be a more appropriate model for701

geomagnetic storms. The fact that the geomagnetic storm mode can perform when no702

IMF data is available is a clear benefit of TiVIE over the TS18 model or similar mod-703

els.704
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Figure 10. An example 2-min SuperDARN convection pattern from 06:30 to 06:32UT on 17

March 2015 in AACGM-v2 coordinates. Fitted flow vectors are shown by the pink scale where

gridded radar data were available during the 2-min interval. The black vector in the bottom left

corner shows a scale for the vector length. The black contours represent the electric equipoten-

tials and the green line represents the lower latitude boundary (HMB). The magnitude of the

difference between the minimum and maximum potential is given by ΦCPCP as 112.16kV and the

number of vectors for this map was 707 (n).
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Figure 11. A summary plot showing TiVIE mode 3 in action for the time period 14:46 UT

6th March 2012 to 10:48 UT 8th March 2012. The panels show the IMF components, the solar

wind speed, the AL and AU indices, the Sym-H index, the transpolar voltage (ΦCPCP ), the lat-

itude of the Heppner-Maynard boundary (ΛHMB), and number of data points per map (n). For

the last three panels, we show the TS18 model (bright pink), the TiVIE mode 1 (light pink),

TiVIE mode 2 (light green), and the SuperDARN maps, labelled Mappotential (purple). Dashed

vertical black lines show the beginning of the storm main and recovery phases.
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4 Summary and Conclusions705

We have presented the details of, and initial results from, the Time-Variable Iono-706

spheric Electric potential (TiVIE) model. TiVIE is designed to capture three major sources707

of time-dependence in the coupled solar wind-magnetosphere-ionosphere system. The708

first source of variability relates directly to the time-dependence of the system to the up-709

stream solar wind conditions, specifically the interplanetary magnetic field or solar wind710

electric potential. To account for the evolution of the electric potential with time, we de-711

fine a solar wind steadiness timescale with which we parameterize the electric potential.712

Using some examples, we show that the timescale can have a profound effect on the con-713

vection pattern, such as enhancing the transpolar voltage and convection strength to sim-714

ilar levels as those seen during geomagnetic storms. The second source of variability re-715

lates to the storage and release of energy in the magnetosphere that is associated with716

the substorm. The electric potential evolves throughout the substorm cycle, and its mor-717

phology is strongly influenced by the location of substorm onset. We show two param-718

eterizations relative to substorm onset location, based on previous studies: One which719

prioritizes the magnetic latitude and one which prioritizes the magnetic local time of on-720

sets. We show that these parameterizations are consistent with previous results (e.g. Gro-721

cott et al., 2009; Grocott, 2017), which have shown that convection pattern size and trans-722

polar voltage increases with lower latitudes of onset locations and that the location of723

the convection reversal responds to onset locations. Lastly we account for the variabil-724

ity introduced by geomagnetic storms. The ionospheric electric potential evolves differ-725

ently through each phase of a storm and this we account for by parameterizing the elec-726

tric potential patterns by storm phase. During a geomagnetic storm, the convection pat-727

tern moves to latitudes as low as 50◦. In this initial study, we present the first version728

of TiVIE, which allows us to interactively take into account the time-dependency of the729

system, which is a major development from previous models. We provide solutions to730

major challenges regarding data gaps: Whilst other models may depend solely on solar731

wind conditions, our TiVIE mode 2 and 3 mean that when a space weather event, such732

as a substorm or geomagnetic event occurs, a model output can still be produced, re-733

gardless of solar wind measurement gaps. Similarly, when SuperDARN suffers from low734

data coverage, which is out of our control, we can use TiVIE to produce a convection735

map that includes the time history of the solar wind-magnetosphere interactions.736

Future developments may include further modes to encompass other types of ge-737

omagnetic activity, for example, steady magnetospheric convection events, sawtooth events738

and recurring substorms (e.g. Walach & Milan, 2015; Walach et al., 2017). Other av-739

enues for future improvements could include the inclusion of a larger database, such that740

extreme conditions (e.g. higher solar wind strengths or extreme geomagnetic storms) are741

better represented, and the bins could then be fine-tuned and split further. Future stud-742

ies are underway, which will validate TiVIE against existing models and datasets. TiVIE743

may be of particular interest to large-scale models, such as whole atmosphere models or744

space weather models, which rely on an ionospheric electric potential as input. In par-745

ticular, we look to further validate the model and investigate the sensitivity of Whole746

Atmosphere Community Climate Model with thermosphere and ionosphere eXtension747

(WACCM-X) model (Liu et al., 2018) to the choice of input electric potentials derived748

from models during geomagnetic storms.749
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