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Abstract

This project aims to develop high performance III-V gain media used for silicon-

integrated near-infra-red (NIR) lasers with efficient light coupling. Molecular beam

epitaxy (MBE) was used to successfully create advanced GaSb quantum ring (QR)

materials operating in the telecommunication O-band near room temperature (RT).

These structures were the focus of an opto-thermal study and were complimented

with simulations to probe and understand the underlying carrier recombination

mechanisms. A series of GaSb/GaAs quantum ring-in-well (RWELL) structures

were grown, with a change in width of the dilute In0.06Ga0.94As quantum wells

(QWs), using a novel QR formation technique involving in-situ annealing. The

structures were characterised with atomic force microscopy (AFM) and photolumi-

nescence (PL) measurements. Power sweeps were performed on each sample within

a range of 0.07 mW to 260 mW. Temperature sweeps were performed from 4.2 K

to almost RT. Both temperature and power varied linewidth, emission energy and

intensity were studied as a function of QW width. The temperature-dependent anal-

ysis, simulations, and study of electron confinement are to the best of our knowledge,

performed for the first time. The RWELL gain media were found to have higher ac-

tivation energies, and therefore greater thermal efficiencies at low temperature (LT),

than standard GaSb/GaAs QRs. The activation energies reduce with QW width to

a value no less than standard GaSb/GaAs QRs. It was concluded that the wave-

function overlap of the carriers plays a big role in the quenching of PL at 4 K. Strong

confinement of the electrons increases the Coulomb energy, oscillator strengths and

binding energies, hence expected to provide stable PL at RT. Further optimisations

of the growth parameters are still required for the RWELL structures to outper-

form the reference sample at high temperature (HT). The samples characteristically

blueshift with excitation power, demonstrating their type-II band alignment. The

rate of blueshift is found to have a dependence on the QW width, and therefore the

electron localisation.
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Chapter 1

Introduction

The rapid growth of data centres, high-performance computing requirements, and

cloud-based applications has driven network traffic and power consumption at an

exponential rate; therefore, accelerating the need for efficient, high-capacity, and

compact optical interconnects (Figure 1.1). Moreover, the UK government has com-

mitted [1] to the roll-out of fibre-to-the-premises architecture in order to maximise

the security and resilience of the UK’s networks. Clear targets have been set to

establish gigabit-broadband at 85 % of all UK premises by 2025, and nationwide

(> 99 %) by 2030. As part of this, upstream laser diodes (LDs) which meet inter-

national network standards (see Ref. [2]) must be implemented at every site.

Figure 1.1: Schematic diagram of a general optical interconnect, i.e. a communication system
that passes a binary signal from a transmitter to the receiver of an integrated circuit (IC). The
connection is made by an optical waveguide which channels light akin to water inside a hollow
pipe. The optical and electrical components are yellow and grey, respectively. Figure adapted with
permission from [3].
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The LD is essentially a LED placed inside an optical cavity, which uses reflectors

to achieve stimulated emission, i.e. the interaction of an incident photon with an

electron in an excited state. During this process, the electron de-excites across the

bandgap (see Subsection 2.1.2) causing the emission of a second photon with the

same frequency (ν), direction of travel, polarisation, and wave-phase (Θ) as the first.

This is not to be confused with spontaneous emission (see Subsection 2.3.3).

Most telecommunication networks are hybrid integrated systems, whereby the use of

an external LD is standard. A connection between the light source and waveguide is

typically achieved by butt-coupling [4]. Not only is this approach known to reduce

wall-plug efficiency, i.e. the ratio of the total optical output power (radiant flux [W])

to the input electrical power (consumer figure of merit for electrical-to-optical-power

efficiency); it becomes increasingly difficult to scale down circuit size in accordance

with Moore’s law: i.e. the prediction that the number of transistors on an IC doubles

approximately every two years.

Monolithic epitaxy is an attractive alternative to fabricate LDs, and is implemented

at the Quantum Technology Centre, Lancaster University. Photonic ICs are cheaper

to assemble, easier to mass-produce, and save energy by greatly reducing coupling

losses between each component. The performance standards of opto-electronics

grown by MBE and other techniques (e.g. metal-organic chemical vapour deposition

(MOCVD) [5–9], pulsed laser deposition [10], etc.) have much improved, however

they are still yet to satisfy the market requirements of this information age.

Many significant developments of the LD have been accomplished since the late

20th century; thus, shaping the telecommunications industry and influencing the

way we communicate. Consequently, modern LDs outperform other technologies,

e.g. gas lasers, and dye lasers etc. Vertical-cavity surface-emitting laser (VCSEL)

structures [11–15] (see Appendix A) are a popular choice of LD for high-speed

(gigabit) networking solutions, particularly in the context of short-range fibre-optic

communication [12], because of the following coveted properties:

• Low manufacturing cost,

• Feasibility of on-chip testing and characterisation to ensure successful produc-

tion during the stages of device processing (quality control),

• Compact structure designs which facilitates down-scaling towards dense inte-

gration of photonic devices (output power is proportional to the number of

emitters in a 2D VCSEL array),

• High-quality, circular output beam that is compatible with optical fibres,
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• Longevity of structures and reliable lasing with prolonged operation,

• High external quantum efficiency (ηext),

• Low threshold current. This is the least amount of supplied current necessary

before lasing can take place, i.e. the gradual change from spontaneous to

stimulated emission,

• High-speed modulation,

• Wide modulation bandwidth

• Precision of wavelength, λ, is ideal for increasing bandwidth by wavelength-

division multiplexing, i.e. the superposition of data streams, at different

frequencies in a given band, for simultaneous transmission of data packets

through a single optical fibre.

The modulation speed is limited by the damping of the intrinsic modulation response

(inter-symbol interference), self-heating and parasitic impedance [14] for the reasons

outlined below. Further information can be found in Ref. [15]; where the authors

present a model to analyse the speed response of VCSELs, by taking self-heating

into account for the first time.

VCSEL operating temperatures can often reach 85 °C with high current throughput,

due to the dissipation of phonons. Effective cooling systems are required to maintain

optimal continuous-wave (CW) lasing and prevent thermal degradation of photonic

ICs. Operating expenses are therefore increased, along with the carbon (C) footprint

of an organisation. Hence, the latest communication systems require LDs which are

able to maintain their RT modulation bit rates at higher T , without modifying the

operating parameters.

Even the most precise LD cannot produce perfect monochromatic emission. A light

pulse (data packet) is quasi-monochromatic, i.e. a composition of slightly different λ-

values. Chromatic dispersion refers to the broadening of these spectral components

as they travel, at dissimilar phase velocities, through an optical fibre core. This

effect is dependent on the fibre length and spectral width. Signal quality (amount of

distortion), depends on the overlap of consecutive light pulses. Chromatic dispersion

is thus a limiting factor on the optimum data transmission rate (bit rate) [bits/s], and

the minimum number of optical repeaters needed for a long-haul telecommunications

link. On the contrary, chromatic dispersion helps to reduce the impact of non-

linearity in multi-mode fibres. This can lead to improved network performance with

careful design and management.

Signals also attenuate in optical fibres, therefore the communications sector is in-
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terested in light sources which emit at λ-values where transmission losses, i.e. the

absorption of data packets, are minimised. Table 1.1 lists these windows in ascending

order.

Telecommunication
Band

Wavelength Range
(nm)

850 nm 810− 890
Original (O) 1260− 1360
Extended (E) 1360− 1460
Short (S) 1460− 1530

Conventional (C) 1530− 1565
Long (L) 1565− 1625

Ultra-Long (U) 1625− 1675

Table 1.1: Wavelength bands for optical communication.

Figure 1.2: The measured attenuation inside a low loss single mode silica-based optical fibre, is
plotted as a function of wavelength (solid line). The dashed and dotted lines represent the calcu-
lated attenuation for some of the loss mechanisms contributing to the net fibre loss are included.
Figure adapted with permission from [16].

In typical fibres, the dispersion (Figure 1.3) increases between the O- and C- bands,

whereas the attenuation per km is highest (lowest) in the O-band (C-band) (Figure 1.2).

Due to this, LDs operating near 1310 nm are more suited to passive-optical net-

works and Ethernet architectures (local, metropolitan, or wide area networks) etc.

Alternatively, LDs operating in the C-band are desirable for reliable communication

across ultra-long distances (e.g. submarine cables). Although, that is not to disre-

gard their potential effectiveness as next-generation, high-capacity, and short-reach

4



Figure 1.3: Plot of the total dispersion coefficient, per km, as a function of λ for a standard
optical fibre. The total dispersion is a combination of the material and waveguide dispersions.
Here, λ0 is the zero dispersion wavelength, i.e. the point at which the material and waveguide
dispersions are counterbalanced. Figure reproduced with permission from [17].

optical interconnects. In fact, upstream and downstream data can be sent through

a single fibre simultaneously (full-duplex communication), with the implementation

of two LDs; one operating in the O-band and the other in the C-band.

The O-band is the favoured optical channel in high-volume, state-of-the-art data

centres and other cost-sensitive markets, because this λ-range eliminates operating

expenses associated with the power consumption of dispersion management tech-

nologies. Addressing the global need for lower power consumption is a step towards

the realisation of greener data centres. On this note, it is essential to improve

the speed and efficiency of in-house connections, hence further motivating the gain

media presented in this thesis.

Since silicon (Si) is a very cheap and abundant material, there is a general long-

ing in the semiconductor industry to develop Si-based lasers for improved economy

and streamlined fabrication. Thus, indirectly reducing the carbon footprint of any

organisation that employs this technology. It would be ideal to fabricate a telecom-

munication LD using bulk Si, though doing so is very challenging due to its indirect

bandgap. Instead, group III-V alloys are often selected for an active region, due to

their: natural emission in the O-L bands, capability of fine-tuning a direct bandgap,

and ease of epitaxial growth regardless of epi-structure intricacy.

One of the most common quantum structures found in commercial 1.3 µm LDs,

are InxGa1−xAsP QWs lattice-matched to InP substrates [18]. InP substrates are

relatively fragile and restricted in wafer size availability; larger substrates can be

manufactured with GaAs at a fraction of the fabrication cost. InP-based LDs also

tend to suffer from poor thermal stability due to weak quantum and optical confine-

5



ments.

GaAs-based gain media typically emit at an unsuitably short λ for mid-to-NIR

applications. Additionally, (In,Al)GaAs compounds are inherently susceptible to

recombination-enhanced defect reactions [19–21]. Phonon dissipation (localised at

defect sites) increases the temperature of the lattice, thereby increasing the mobility

and density of defects; resulting in a reduced characteristic temperature (Equation

5.4). Hence, necessitating developments of GaAs-based materials to allow efficient

operation in the telecommunication bands, by tailoring Eg along with the confine-

ment of defects and carriers.

Type-I InAs/GaAs materials lead contemporary GaAs-based research results; the

best of which currently only operate around 1.3 µm and therefore set a reasonable

benchmark to compare our GaSb/GaAs-based samples against and gauge market

competition. Type-II GaSb/GaAs active regions are less explored, but provide sev-

eral key benefits over traditional type-I systems (limited by choice of application),

due to an extremely deep hole localisation potential [22] and separation of charges.

GaSb/GaAs LDs have better temperature stabilities, since holes find it difficult

to escape the nanostructures at elevated T , and recombination rates are limited

by their concentration. A reduction in binding energy, Eb (see Subsection 2.3.2)

also causes type-II materials to emit at a longer λ than either of their separated

compounds [23]. Furthermore, samples can exhibit Mott transitions, [24] and the

Aharanov-Bohm effect [25]; both of which are absent in type-I nanostructures. Ex-

citons have longer radiative lifetimes [26] and a greater population inversion, due

to the spatial separation of carriers (weaker Coulomb interaction) [27]. Longer re-

combination lifetimes are not ideal for lasing, since they cause weaker PL emission,

especially at HT. The strong electronic confinement reduces at short distances away

from the GaSb interface; thus lowering Eb and the activation energy, Ea [28]. Fur-

ther work on GaSb/GaAs QD- and QR- based architectures is required to enhance

the rate of radiative recombination. It is a question of how to do this effectively.

A possible solution is to increase the electron density close to the nanostructures.

The confinement far away from the QRs can be increased with the implementation

of a thin cladding layer above and below the QR layers, using a material with a

relatively large CB offset (e.g. AlxGa1−xAs [29] or AlSb [30]). This will blueshift

emission due to an increase of the in-plane exciton reduced mass, resulting from

quantum confinement and VB-mixing effects [31]. Improving type-II PL in this way

is likely to deteriorate the interface quality, and introduce significant strain into

the system if the materials are not lattice-matched. This is undesirable since there

is already a substantial accumulation of strain during growth due to high lattice
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mismatch between and GaAs and other common III-V’s, e.g. InAs (7.2 %) and

GaSb (7.8 %). Therefore making it easier for dislocations to form, yet harder to

extend λ.

As for tackling dislocations, thermal annealing comes with the cost of enhanced dif-

fusion of group-III atoms and variation of the morphology of buried nanostructures;

adding deviations to the expected opto-electronic properties. Despite this, many

techniques such as in situ thermal annealing [32, 33] have been well established to

improve interface smoothness, and lessen the impact dislocations have on the struc-

tural quality of devices; consequently reducing the emission linewidth, i.e. the full

width at half maximum (FWHM), ΓPL.

Several approaches within epitaxial overgrowth [34] and aspect ratio trapping [35]

have been proposed to reduce the density of dislocations and suppress upward

threading, including; two-step growth [36]; selective area growth [37]; various types

of buffer layers [6, 7, 38, 39]; strained-layer superlattice (SLS) filtration [40–45] and

thermal annealing [32,33,46–48]. Despite improving threading dislocation (TD) den-

sity, these techniques significantly increase structural complexity and further inhibit

the realisation of well-integrated Si-based opto-electronics.

Attempts to achieve GaAs-based lasing at λ = 1.55 µm have been made over the

years using various material systems, e.g. dilute nitrides [49] and bismides [50, 51]

etc. Significant Auger recombination in dilute nitrides hinders radiative recombi-

nation. Whereas bismides are still somewhat obscure in comparison to other well-

established materials. Both dilute nitrides (e.g. InGaN/GaN) and bismides (e.g.

GaAsBi) exhibit poor carrier lifetimes due to defect-related recombination [52].

Structural modifications can also extend λ, such as with bilayer 0D nanostruc-

tures [53, 54]. It has been demonstrated that coupling two layers of QRs enhances

luminescence and lengthens recombination lifetimes [54]. Coupled nanostructures

form tensile-strained pockets in the sandwiched GaAs matrix. Although, increasing

λ in this manner is unlikely to be as effective as intentionally lowering the conduction

band (CB) edge (e.g. alloying), without significant defect densities. Furthermore,

thin separation layers in between coupled nanostructures render the growth surface

prone to the formation of floating layers of antimony (Sb), and indium (In), than

than their decoupled-counterparts during arsenic-antimony (As-Sb) exchange, or

gallium-indium (Ga-In) exchange, respectively. Therefore, they have an inherently

wider ΓPL. There is also little scope to tune the density of electrons surrounding the

nanostructures this way, such as with layers of graded composition [50] or SLSs [55].

Stacking QRs also leads to a larger ΓPL due to inhomogeneous distribution of sizes

in each subsequent layer [56–58], along with unintended vertical stacks of nanoscopic
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islands.

So, a way of keeping electrons close to the nanostructures is required, along with

a better way of controlling the change in nanostructure morphology during MBE

growth. If λ can also be extended to 1.55 µm, then an opportunity is presented for

such a gain media to launch the latest generation LD technologies into a wider mar-

ket within the long-distance communications sector. Theoretically, all three issues

can be simultaneously addressed, by putting the QRs in a container; i.e. their inser-

tion into a QW [59], which acts as an electron reservoir above the nanostructures.

Generally speaking, the III-V/Si integration platform has gained traction amongst

an enthusiastic research community, and often regarded as the most promising route

towards commercial deployment of next-generation photonic devices. These systems

are still in their infancy and remain at the frontier of nanotechnology research. Effort

is primarily focused on tackling the fundamental challenges of growth, outlined in

Subsection 2.2.1, which commonly lead to the failure of conventional Si-based QW

lasers [60]. Specifically, large defect densities and the interfacial polar/non-polar

behaviour of III-V/Si cause devices to degrade after long periods of constant current

stress. Whilst remaining open to the possibility of other dissipative mechanisms;

Liu et al. [21], maintain that the gradual degradation of laser performance [61]

is predominantly correlated with slow, recombination-enhanced climb [19] of TDs.

GaAs-based QW LDs grown on Si substrates therefore exhibit poor performance

characteristics and short CW longevities of up to ∼ 200 h at 30 °C [8].

Notably, QDs/QRs have surpassed QWs in the realisation of higher-performance

LDs [11, 20, 21, 40, 41, 53, 62–78], light-emitting diodes (LEDs) [79–82], detectors

[56, 77, 83, 84], and charge-based memory devices [5, 85, 86]. Additionally, these

0D nanostructures have unlocked the possibility of quantum communication and

computation [87], and with it, a quantum internet [88]; via single-photon sources

[89–91]. QDs and QRs are less sensitive to non-radiative recombination centres than

higher dimensional structures, owing to their small size [64]. They were also found

to be less strained and yield fewer defects in their near vicinity, in comparison to

QWs [92]. The plausibility of increasing QD density by over 50 % is suggested

in the work of Ref. [73]. This is of importance, since the intensity of a LD can be

improved by increasing the ratio of radiative 0D nanostructures (e.g. QDs and QRs)

to defects [74]. Despite research efforts ceasing to form active regions entirely from

bulk and 2D materials, in favour of exploring the more interesting lower-dimensional

nanostructures; arrangements of multiple quantum wells (MQWs) and SLSs are still

often implemented as crucial components of innovative designs, e.g. to increase

modal gain [75].
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This field has seen swift progression of pioneering work towards monolithic III-V/Si

technology operating at 1.3 µm. Namely, the first pulsed- [62] and CW- [63] mode

operation of a III-V QD laser on a Si(001) substrate, at RT. The first reliability

study [21] on a III-V/Si QD LD, where the absence of any sudden failure over

2700 h of CW operation at 30 °C is reported. A record-breaking extrapolated

longevity exceeding 22 years was achieved at 80 °C, with an InAs/GaAs narrow

ridge-waveguide Fabry-Perot cavity laser [41]. This dramatically increases to over

∼ 1150 years, when aged at 35 °C, for a similar structure presented in the work of

Ref. [20]. A record HT CW operation up to 165 °C was maintained with a ridge-

waveguide Fabry-Perot laser containing an InAs/InGaAs/GaAs QD-in-QW stack

active region [40]. RT CW threshold current densities have reduced to values near

50 A/cm2 [40, 64], and are comparable to the RT characteristics of QD lasers on

GaAs substrates. The lowest recorded CW threshold current density reported for a

GaAs-based QD LD operating at RT, is 8.8 A/cm2 [65], however the λ here is slightly

less than ideal at 1.22 µm. Relatively high output powers of 176 mW (20 °C) [66],
105 mW (RT) [64], 63 mW (80 °C) [67], and 19 mW (125 °C) [68] have also been

demonstrated. These achievements would not be possible without being able to

manufacture QD lasers on Si with TD densities of the order 106 − 108 cm−2 [69].

Importantly, the targets of this PhD project are:

• Design, grow and characterise GaSb QRs in an InGaAs MQW structure on a

GaAs substrate; which exhibit bright and efficient RT PL at 1.31 µm.

• Develop and optimise this structure to achieve emission at longer λ; aim to

show a shift regardless of intensity/efficiency up to 1.55 µm).

• Understand the dominant radiative and non-radiative recombination mecha-

nisms at play.

The main scientific novelties of this thesis are the epitaxial design, simulation,

growth, and optical properties of NIR gain media. Discussion focuses on the inte-

grated intensity, ΓPL, and reduced quenching at LT observed with this novel GaSb

QRs-in-asymmetric-QW structure. A comprehensive account of fundamental con-

cepts critical to the understanding of results is given in the next chapter. The focus

of Chapter 3 is to introduce the experimental techniques and characterisation meth-

ods used to obtain and process the datasets. The considerations to maximise the

accuracy of results are also included. Theoretical and experimental results are then

presented and discussed in Chapters 4 and 5 respectively. Conclusions are sum-

marised in Chapter 6. Finally, Chapter 7 covers prospective work had setbacks not

caused a drastic reduction of available lab-time.
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Chapter 2

Fundamental Concepts

Nanostructures confined in 3D have revolutionised semiconductor laser gain media.

Due to their importance, this chapter is divided into three major topics to guide

the reader from the conceptualisation of semiconductors and band engineering, to

a way in which heterostructures with low-dimensional features can be manufac-

tured, through to how they produce light and their optical properties. Specifically,

this chapter explores the basics of semiconductor physics, photo-absorption and flu-

orescence; along with the monolithic growth of gain media using MBE, and the

difficulties faced during nanofabrication. By the end of the chapter the reader will

have an intuitive grasp of how semiconductor lasers work, along with the hypotheses

outlined in Section 5.1.

The current section begins with a brief introduction to quantum theory in order to

provide a foundation for explaining the electronic transitions inside the nanostruc-

tures presented within this work. For completeness, an initial derivation is included

to show where fermions and bosons come from mathematically. This leads to an in-

troduction of the Pauli exclusion principle, along with the singlet and triplet states.

The simple Kronig-Penney model is employed to illustrate how bands of allowed

states arise. The T -dependence of the bandgap is then discussed, followed by a

common method to generalise the 1D Brillouin zone (BZ) to the 3D case. More-

over, both isotropic and anisotropic cases of the effective mass approximation are

discussed to provide insight on how strain impacts the movement of electrons. The

electronic density of states (DoS) is then introduced and given for each dimensional

scenario, followed by an explanation of how states are filled with increasing T in

order to derive carrier density. This leads to a discussion on free carriers and the

equilibrium carrier concentration. This section closes with consideration of direct

and indirect bandgaps and the various types of band structure to show how band

alignments may differ.
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2.1 Band Theory of Semiconductors

2.1.1 Brief Introduction to Quantum Mechanics

Quantum theory is the foundation of modern physics and attempts to explain the

nature of matter and energy at the (sub)atomic level. The fundamental principles

of quantum mechanics are:

Postulates of Quantum Mechanics

1. Everything that can be known of a state within a quantum system is com-

pletely specified by a wavefunction, ψ(r, t), where r and t are the position

vector and time, respectively. All possible states of this system are encoded

into a Hilbert space, i.e. a generalised form of Euclidean space.

2. Every physically measurable quantity (an observable) in classical mechanics

must have a linear Hermitian operator associated to it in quantum mechan-

ics, whose eigenvectors construct a complete basis (set of all possible system

states). An operator, Â, is a mathematical construct which acts on a function

to produce a new function, i.e. a mapping between spaces. A matrix, Aij,

represents a function: it is a rectangular array of i rows and j columns, where

each element is either a scalar or an expression. For Aij to be Hermitian,

it must be square and equivalent to its conjugate transpose, A†
ij = A∗

ji.

This ensures that the eigenvalues associated with the possible measurement

outcomes are real.

3. When the operator Â, associated with an observable acts on the wavefunction;

it returns the corresponding measurement value of that observable multiplied

by the wavefunction, i.e. only eigenvalues, Ξ, which satisfy Âψ = Ξψ are

measured. The state does not necessarily have to be an original eigenstate of

Â. An arbitrary state can be expanded into a complete set of eigenvectors of Â

(Âψi = Ξiψi) as ψ =
∑
i

Ξiψi, where the linear sum of independent functions

may be infinite in principle. The probability of observing the eigenvalue Ξi is

|Ξi|2 = Ξ∗
iΞi. Importantly, the state of a system is set to the eigenstate |Ξi⟩

immediately after a measurement yields the eigenvalue Ξi.

4. The time-dependent Schrödinger equation below describes how the wavefunc-

tion evolves in time:

Ĥψ(r, t) = ih̄
dψ

dt
. (2.1)

The Hamiltonian is denoted by Ĥ and represents the sum of potential and

kinetic energies of all particles within a given system. The imaginary unit
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and the reduced Planck constant are denoted by i, and h̄ = h/2π, respec-

tively; where h is the Planck constant. Additionally, a unitary operator Û(t0, t)

transforms a state at time, t0, to a future state at time, t. For an operator

to be unitary, it must be bounded and linear in the Hilbert space and satisfy

Û∗Û = Û Û∗ = 1, where 1 is the identity operator.

The time-independent Schrödinger equation (Equation 2.2) is a linear partial

differential equation that predicts the non-relativistic behaviour of an elec-

tronic wavefunction in a closed quantum system.[
− h̄2

2m∗ ∇̂
2 + V (r)

]
ψ(r) = Eψ(r). (2.2)

Where m∗ is the effective mass (see Section 2.1.2), ∇̂ represents the 3D vector

differential operator with respect to each of the Cartesian coordinate axes.

The potential is dependent on spatial coordinates, hence represented by V (r).

Energy eigenvalues are denoted by E. All other symbols have their usual

meanings.

5. The probability, Pr, of finding a specific measurement outcome, Ξi, of an

observable is given by the Born rule:

Pr(Ξi) = |⟨Ξi|ψ⟩|2 . (2.3)

6. The expectation value, ⟨A⟩, of the observable corresponding to operator Â is

an average of many measurements. It is given by computing the expectation

value integral with respect to the wavefunction:

⟨A⟩ =

∫∞
−∞ ψ∗Âψ∫∞
−∞ ψ∗ψ

. (2.4)

Constraints on the Wavefunction

In order to represent a real, physically observable system, the following constraints

on the wavefunction boundary conditions must be met:

• The wavefunction must be a solution to the Schrödinger equation.

• The wavefunction, and its derivative, must be continuous everywhere.

• The wavefunction (probability amplitude) returns a probability density |ψ(r, t)|2,
i.e. the likelihood of finding a particle between xpos and (xpos + dxpos). In

order for this value to be physically meaningful, the probability must be nor-
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malised such that the total probability for all space is equal to unity.

• The total wavefunction must include electronic spin.

Fermions vs. Bosons

Electrons are indistinguishable particles. Thus the probability density of the electron

cloud should not change upon particle exchange, so the new two-particle wavefunc-

tion must have the following property:

|ψ(r1, r2)|2 = |ψ(r2, r1)|2. (2.5)

This will only be true if the wavefunctions before and after permutation between

different orbitals are related by a phase factor eiΘ:

ψ(r1, r2) = eiΘψ(r2, r1). (2.6)

There is an implicit requirement that a double permutation ought to reproduce the

original wavefunction state, therefore:

eiΘeiΘ = e2iΘ = 1. (2.7)

This is only possible if Θ is a multiple of π, or 0. The exchange operator, Ê⇆, is

a convenient tool which takes this into account. Indeed the eigenvalues are limited

to +1 and −1, causing the wavefunction to be either symmetric or antisymmetric

respectively, upon exchange, as shown by Equation 2.8:

Ê⇆|ψ(r1, r2)⟩ = ±|ψ(r2, r1)⟩. (2.8)

In the case where Θ = π, the phase factor eiΘ = −1; so the wavefunction output

changes sign upon interchanging coordinates. These particles are known as fermions

and have half-integer spin. Here, “spin” refers to an intrinsic angular momentum

proportional to h̄.

Actually, any wavefunction used to describe multiple fermions must also be anti-

symmetric with respect to their permutation. This includes those approximated as

products of single fermionic functions, ϕi, where Coulomb interactions are ignored

for simplicity:

|ψ(r1, r2, · · · , ri)⟩ ≈ ϕ1(r1)ϕ2(r2) . . . ϕi(ri). (2.9)
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In the context of this work, the wavefunction subscript distinguishes each of the

electrons contained within the system. Notably, there is a condition that Ê⇆ com-

mutes with the Hamiltonian in order to provide common eigenfunctions. This is not

satisfied by Equation 2.9, unless ϕ1 = ϕ2.

For completeness, when Θ = 0, and eiΘ = +1: the wavefunction states before

and after a single permutation are identical. These particles are known as bosons

and they have integer spin, e.g. photons, gluons, deuterium nuclei etc.

It follows from a linear combination of all permutations, that for the antisymmetric

(ψ−) and symmetric (ψ+) states:

|ψ−⟩ =
1√
2
|ϕ1(r1)ϕ2(r2)− ϕ1(r2)ϕ2(r1)⟩, (2.10a)

|ψ+⟩ = A12|ϕ1(r1)ϕ2(r2) + ϕ1(r2)ϕ2(r1)⟩ + A11|ϕ1(r1)ϕ1(r2)⟩ + . . .

. . . A22|ϕ2(r2)ϕ2(r1)⟩. (2.10b)

Where the A11, A22, and A12 terms represent the combined expansion and normali-

sation constants.

Pauli Exclusion Principle

Clearly, the antisymmetric state collapses to zero when ϕ1(r1) = ϕ2(r2); hence the

Pauli exclusion principle: no two electrons can simultaneously occupy the same state

(spin-orbital) within a quantum system, i.e. they cannot have the same quantum

numbers. Specifically, there are four quantum numbers which describe the discrete

characteristics of an electron cloud: principle (n), angular momentum (l), magnetic

(ml) and spin (ms). The energy level at which an electron is situated is described

by n. The magnitude of orbital angular momentum corresponds to l. These first

two quantum numbers determine the size of an electron shell and the shape of

the electron subshell, respectively. The energy sublevel splitting is described by

ml. Trivially, ms represents the electronic spin. The last two quantum numbers

project the angular momentum and the spin angular momentum along a specific

axis respectively.

For a pair of these spin-1/2 fermions to exist in the same atomic or molecular orbital

(same spatial coordinates), they must have opposite spin states: up and down with

ms = 1/2, and ms = −1/2 respectively. More generally, the Pauli exclusion

principle applies to any identical particles with half-integer spin.

14



The Singlet and Triplet States

Equations 2.10a and 2.10b lead to the following four cases represented by Figure 2.1.

Two coupled fermions have total spins St = 0 and St = 1, in an antisymmetric

(singlet) and symmetric configuration (triplet) respectively.

Figure 2.1: Illustration to show four combinations of spin pair states. Only one of the two-
particle wavefunctions is anti-symmetric, the other three are symmetric. These are referred to as
the singlet and triplet states, respectively. The up and down arrows signify the corresponding spin
state. A normalisation factor must be taken into account for the mixed states.

All electron spins are paired anti-parallel in a singlet ground-state and remain this

way after excitation. Whereas they are no longer paired for the triplet state, so the

excited electron spin is oriented parallel to that of the ground-state.

A transition from a singlet to triplet state (vice versa) is “forbidden”, because a

post-absorption spin-flip without spin-orbit (SO) coupling violates the law of con-

servation of angular momentum. It is worth re-emphasising that the triplet state is

not applicable to this project and a brief discussion on its origin has been included

purely for completeness.

The probability for an electron to transition between bands depends on the shape

of the initial and final eigenstate wavefunctions, and the interaction strength be-

tween photons and a specified eigenstate. Oscillator strengths are used to describe

transition probabilities, whereas selection rules are used to predict if a transition is

allowed.

Fermi’s Golden Rule

Fermi’s golden rule (oscillator strength) describes the probability of a transition

to occur in a quantum system, per unit time, from an initial energy eigenstate to

a continuous distribution of a final energy eigenstates. Thus it is applicable to

electronic absorption and recombination [93]. The rule may be applied to discrete
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final eigenstates even if there is a loss of coherence during the transition process,

e.g. through carrier relaxation or perturbative noise. The general form of the rule is

related to the inverse of mean lifetime and derived for semiconductors in Ref. [94]:

Γi→f =
2π

h̄

∣∣∣⟨ψf |Ĥ′|ψi⟩
∣∣∣2 δ(Ef − Ei ± h̄ωa),

=
2m0

h̄2
|Mopt|2(Ef − Ei) .

(2.11)

Here, Γi→f is the transition probability per unit t, and the subscript labels “i” and

“f” refer to the initial and final states, respectively. The transition rate is essentially

constant regardless of whether the perturbing Hamiltonian describing the photon

interaction, Ĥ′, is t-dependent or not [95]. Trivially, it is assumed that Ĥ′ ̸= 0,

since electric dipole transitions are allowed. The angular frequency, ωa, can be found

from the dispersion relation of light: ωa = 2πν = c|k|/nr, where c is the speed

of light, k is the wave-vector, nr is the refractive index, and m0 is the electron rest

mass. All other symbols have their usual meanings.

Specifically, the matrix element, Mopt, for optical transitions is expressed as:

Mopt = ⟨ψf |xpos|ψi⟩ =

∫ ∞

−∞
ψ∗
f (x)xposψi(x)d

3xpos = Mµ∆ψ, (2.12)

Here, |ψ⟩ is the envelope function of a given state. Importantly, Mopt can be sep-

arated into the product of two components; i.e. the intersubband dipole moment,

Mµ, and the electron-hole wavefunction overlap, ∆ψ, thus Mopt ∝ ∆ψ [96].

Mµ = ⟨ψen|µ̂|ψhn⟩ =
1

4π3

∫
BZ

ψ∗
en(k)(−erd ·E)ψhn(k)dk, (2.13a)

∆ψ = ⟨ψen|ψhn⟩ =

∫ ∞

−∞
ψ∗
en(xpos)ψhn(xpos)dxpos. (2.13b)

Here, µ̂ is the dipole moment operator, e is the elementary charge constant, rd is

the displacement vector, and E is the electric field. The subscript labels en and

hn denote the principle quantum number of the electron and hole respectively. All

other symbols have their usual meanings.

2.1.2 Band Theory of Solids

The Band Theory of Solids attempts to predict carrier motion inside a material by

describing the state of an electron interacting with charged atoms in the material

lattice. It is used to distinguish between the different types of solid in terms of their
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conductivities and can explain the electronic mean-free path in crystals.

Figure 2.2: Schematic band diagrams to show the band edge positions structure for a metal,
semiconductor and insulator. The CB and valence band (VB) are represented by the grey and
blue bands respectively. The dotted line represents the Fermi level (see Subsection 2.1.3). A
conductor has no bandgap, whereas an insulator has a bandgap that is too wide for electronic
excitations to occur.

An insulator (e.g. rubber) has a very large bandgap, whereas the CB and VB over-

laps for a metal (e.g. Cu). Semiconductors are an intermediary case. The relatively

small gap between the bottom of their CBs and the top of their VBs allows for

their conductivity to be influenced; hence they are commonly used in a wide range

of applications that require a controlled flow of current, e.g. through an IC. These

materials are distinct to semimetals in which the bands only just touch. Semi-

conductors are further distinguished by the level of doping within them. Intrinsic

semiconductors are pure (e.g. Ge), whereas extrinsic semiconductors contain impu-

rities. Extrinsic semiconductors are either n- or p- type; referring to whether the

impurities they contain are pentavalent or trivalent, i.e. if they donate an electron

or hole to the lattice, respectively.

Many fundamental concepts related to the electronic structure of semiconductor

crystals have been obtained through the analysis of 1D atomic chains [97]. The

Kronig-Penney model is renowned and will suffice to introduce the band theory

required for this thesis i.e.: how solutions to Equation 2.2 yield allowed and forbidden

energies in a uniform periodic potential.

Kronig-Penney Model

An ideal crystal has a periodic lattice, where each lattice site is substituted with an

atom or molecule. Hence, a free electron moves through a periodic potential depicted

in Figure 2.3 below. The Kronig-Penney model approximates the lattice potential by

replacing constituent potentials with an alternating series of QWs and barriers, thus
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allowing for the possibility of quantum tunnelling between sites. The weak periodic

potential assumption is justified two-fold against the large electrostatic force close

to an ion. The Pauli exclusion principle prevents valence electrons from bypassing

the inner occupied orbitals. In addition, the core electrons screen the magnitude of

nuclear charge experienced by conduction electrons. To further simplify the model,

the unit cell of the periodic lattice is considered; comprising half of a barrier (region

II) either side of the QW (region I).

Figure 2.3: Upper: Potential energy as a function of position for the Kronig-Penney model.
Notably, the lattice constant, a, is a geometrical parameter which is proportional to inter-atomic
distance, hence quantifies the spacing between adjacent unit cells. The QWs (region I) and barriers
(region II) are therefore assumed to have widths a and b, respectively. The barrier height, V0, is
finite. Lower: Sketch to show a more realistic potential arising from a lattice, where the black
circles represent atoms. For simplicity, the example presented here is limited to a generic 1D solid.
Both plots are aligned to reflect the attractive potential experienced by an electron.

The barrier height limits V (r) = 0 and V (r) = ∞ lead to the nearly-free electron

(NFE) and tight-binding (TB) formalisms, respectively. The NFE formalism is

very similar to the Drude-Sommerfeld model of electron gasses, by using Bloch

theory to relax the assumption that ions do not interact with the valence electrons.

Therefore carriers move almost freely throughout the crystal lattice. Similar to the

free electron picture, the electron-electron interactions are still assumed negligible

(the same is true for the TB formalism). Whereas the TB formalism treats electrons

as if they are tightly bound to an atomic orbital at each lattice site. Therefore it

takes solutions at each core and observes how they change when interacting with

nearest neighbours through a hopping parameter, thop. Hopping is equally likely in

all directions provided the system is isotropic; it occurs with probability t2hop/E
2
0 ,

where E0 represents the free electron energy (see Equation 2.18). In a way, the

electrons may be thought of as moving through a discrete space.

Both models have different dispersion relations that are identical near the Γ-point,
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i.e. the centre of the first BZ (at |k|= 0), and they are in agreement on the forbidden

states at the BZ edge. However, they differ insofar that the number of primitive

unit cells, Ncell, is finite in the TB model, thus has a finite number of states; all of

which are contained in the reduced zone scheme (all points in k-space are separated

by 2π/aN). Whereas the NFE model has an infinite number of states, that extend

well beyond |k| > π/a. This leads to the main qualitative difference between the

models, namely, that both approximations describe semiconductors from opposite

extremes; i.e. the TB picture asserts that solids are effectively insulators, with small

perturbations that make them metallic, and vice versa for the NFE picture. Other

formalisms of the Kronig-Penney model exist, although they tackle various subtleties

beyond the scope of this thesis.

Bloch showed that the solution to the wavefunction in a periodic potential must be

of the exponential form according to Equation 2.14. Specifically, the eigenfunctions

are products of a periodic function, un,k(r), with a plane wave. Importantly, k

inside a periodic potential no longer represents a carrier momentum, but a crystal

momentum (h̄k) instead, i.e. Bloch states are not eigenstates of the momentum

operator, p̂.

ψn,k(r) = un,k(r)e
ik·r. (2.14)

The resultant potential field of the entire ionic ensemble V (r) inherits the periodic

nature of the lattice, hence it can be shown that V (r) = V (r+R). By definition,

this echoes through the character of the wavefunction. The lattice translation vector,

R = y1a1 + y2a2 + y3a3, where (y1, y2, y3) ∈ Z+. The primitive lattice vectors

(shortest possible vectors) are represented by a1, a2, and a3. It follows that:

ψn,k(r +R) = ψn,k(r)e
ik·R. (2.15)

Equation 2.15 is slightly modified in the TB approximation. A complete wavefunc-

tion constructed from a linear combination of valence orbitals, ϕn(r), of all the atoms

in a primitive cell (smallest possible unit cell) is known as a Wannier function. This

is expressed as:

ψn,k(r) =
1√
Ncell

∑
R

eik·Rϕn(r −R). (2.16)

The atomic orbitals are eigenfunctions of the monatomic Hamiltonian, and their

energy levels are identified by n ∈ Z+. The location of the yth atom is specified by

R and the eigenfunction corresponding to its orbital is represented by ϕn(r −R).

Importantly, the factor of N
−1/2
cell ensures that the Bloch state is normalised for the

number primitive unit cells. Equation 2.16 satisfies the periodicity requirement
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(Equation 2.15).

The origin of bands is easiest to see in the TB picture: Since electrons must occupy

different states and fill up the core energy levels of an atom due to the Pauli exclusion

principle, every atom has a slightly different energy and is associated with a discrete

energy level. When N atoms are brought close enough to each other, the energy

levels of the outer-most orbit electrons are affected by neighbouring atoms. This

causes an N -fold splitting of energy levels due to exchange energy, i.e. orbitals

overlap and form a molecular orbit with N distinct energy levels. A solid typically

consists of ∼ 1023 atoms; such a large number causes a continuum of energy states

to emerge and leads to a band of energies, e.g. 1s energy band for the 1s energy

level. The characteristic spacing between the energy levels is inversely proportional

to the distance between neighbouring atoms.

Figure 2.4: Schematic diagram to illustrate the birth of continuous bands in a periodic array
of atoms; according to the TB formalism. The non-degenerate energy levels of a single atom are
shown (left), where V (r) refers to the atomic potential as a function of radial distance. These
energy levels are sketched as a function of the (mean) average interatomic spacing for N atoms
(right). Figure adapted with permission from [98].

The origin of the bandgap is easier to see in the NFE picture: Electrons are reflected

at Bragg planes (see Section 3.5), i.e. planes in k-space that perpendicularly bisect

a reciprocal lattice vector (from the origin) [99], as a natural consequence of the

periodic lattice. This occurs due to the phase velocity changing direction upon

crossing a zone boundary. When the wave-vectors of both wavefunctions are 180 °
out of phase, the group velocity, Vg (Equation 2.17) of these opposing waves is

approximately zero, hence they are described as standing waves.

Vg =
dωa

dk
=

1

h̄

dE

dk
. (2.17)

20



Figure 2.5: Sketch to show the probability amplitude of two opposing electronic wavefunctions
in a 1D potential. The atoms are represented by black circles. Note the sinusoidal curves are not
to scale.

As shown in Figure 2.5, the electronic wavefunction ψ1 peaks at the lattice sites,

whereas the second, ψ2, peaks in the middle of the QW. There is a jump in energy

between wavefunctions following the requirement that it, and its derivative, must

be continuous everywhere. Thus, leading to energies which an electron in the solid

cannot possess, hence the term forbidden states. These gaps occur when k·a = ±nπ
and cause the continuum of energy levels to separate into bands (see Figure 2.6).

In comparison, the TB formalism leads to an electronic wavefunction similar to an

atomic orbital of the atom, as if it were monatomic. Due to limited interaction with

neighbouring atoms, its energy will be close to its ionization energy. Eigenvalues in

the (isotropic) NFE dispersion relation are given in terms of k:

E(k) = ∆Ec + E0(k) = ∆Ec +
h̄2|k|2

2m∗
e

. (2.18)

Where E(k) represents the energies of an electron with effective mass, m∗
e, at

|k| = nπ/a, and ∆Ec is the CB offset. Notably, this is the same form as for

the free electron. The only difference here is that the electron mass is replaced by

an effective mass due to a weak interaction with the lattice. Generally, the energy

of a particle may be interpreted as entirely kinetic provided that E(k) conforms to

this parabolicity. As shown in Figure 2.6, an electric bandgap opens up where the

Drude-Sommerfeld (free-electron model) used to cross. This is not to be confused

with the optical bandgap later discussed in Subsection 2.3.2.

There are no confined states within the bandgap of a perfect, infinite, and periodic
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Figure 2.6: Plot of the modified electron dispersion solution in 1D contrasting both the free
electron model and the NFE formulation of the Kronig-Penney model for a monotomic linear
lattice. The dotted line represents the free electron dispersion. The magnitude of the energy
gap is equal to twice the Fourier component of the crystal potential, |VF|, since the normalised
wavefunctions at the BZ boundary are

√
2 cos(πxpos/a) and

√
2 sin(πxpos/a). Figure adapted

from [97].

lattice. Defects interfere with the local potential and create extra states that trap

carriers. These states are different in energy to the band states and typically fall

within the bandgap.

The range of k-values corresponding to the allowed states are BZs. The number of

allowed k-values in a BZ is equal to the number of unit cells in the crystal. The first

BZ is the primitive cell for the reciprocal lattice, i.e. the analogue of the Wigner-Seitz

cell in real space. For a cubic lattice, the first BZ exists between −π/a < k < π/a.

The real band structure plot of bulk GaAs is presented in Figure 2.7 to exemplify

the relative band positions and their general curvature. The curvature of each

band is extremely important and influences how the (quasi-)particles behave (see

Subsection section 2.1.2). An infinitely large lattice of homogeneous material is

assumed in Figure 2.7. For confined heterostuctures however, the band structure is

no longer continuous; data is plotted in real space, e.g. along the growth direction.

Band diagrams of the gain media investigated in this work are illustrated in Figure

5.11.

The VB and CB appear closest to the Fermi level (mid-bandgap). The VB refers

to the band of valence electron energies, where electrons are loosely bound to the

atomic nucleus. The CB is the lowest range of vacant electronic states, hence the

energy levels pertaining to free electrons. The CB sits at a higher range of ener-

gies above the VB. For semiconductors, both bands are separated by a small gap

(between Γ6c and Γ8v), therefore it requires an external input of energy to push va-

lence electrons beyond it into the CB; thus governing the electrical conductivity of

a solid. The carriers at the band edges are the ones which participate in generation
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Figure 2.7: Plot to show the band structure of bulk GaAs. The highest three VBs are labelled
VB1, VB2, and VB3; these are the heavy hole (HH) (Γ8v), light hole (LH) (Γ8v), and SO bands
(Γ7v), respectively. The lowest three CBs are labelled CB1 (Γ6c), CB2 (Γ7c), and CB3 (Γ8c). The
highest three VBs, CB2, and CB3, have p-like character at Γ, whereas Γ6c is s-like. The symbols
marked along the x-axis are the points of high symmetry shown in Figure 2.8. Figure reproduced
with permission from [100].

and recombination processes (see Subsection 2.3.3). Consequently, their properties

in these states are of interest to the semiconductor community, so only the dispersion

at the band extrema is typically considered.

The 3-D Brillouin Zone

Discussion so far has focused on the simple cubic lattice, however, many semicon-

ductors have a diamond or zinc-blende (ZB) structure, owing to a face-centred cubic

lattice with either a one- or two- atom basis, respectively. Here, the face-centred

cubic structure is used to describe the first BZ in 3D (Figure 2.8). The dimensions

are relatively complicated in this case. For instance, the distances from its centre

to the L- and X- planes are
√
3π/a and 2π/a, respectively.

Energy bands in 3D are harder to visualise. To solve for a real solid, the 1D un,k(r)
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Figure 2.8: Schematic diagram to show the first BZ in 3D for ZB and diamond structure crystals.
The labels refer to points of high symmetry. The dashed enclosure is a guide for the eye and extends
between −2π/a < k < 2π/a, so it is flush with the X-planes.

must be expanded in a Fourier series to obtain its 3D generalisation:

un,k(r) =
∑
G

fn
G(k)e

iG·r. (2.19)

Where fn
G represents the Fourier coefficients. The reciprocal lattice vector, G, is

defined by:

eiG·R = 1. (2.20)

Where G = y′1b1 + y′2b2 + y′3b3, and y
′
1, y

′
2, y

′
3 ∈ Z+. The three primitive reciprocal

lattice vectors b1, b2, and b3, are expressed in terms of the primitive real lattice

vectors in Equations 2.21a, 2.21b, and 2.21c. Importantly, b1, b2, and b3, are

normalised by the volume of a primitive unit cell, Vc = |a1 · (a2 × a3)|.

b1 =
2π

Vc
a2 × a3, (2.21a)

b2 =
2π

Vc
a3 × a1, (2.21b)

b3 =
2π

Vc
a1 × a2. (2.21c)

Critical paths between points of high symmetry in reciprocal space need to be in-

spected in a similar way to the 1D case. These contours are then used to create

surfaces of constant energy for specific bands (see Figure 2.9).
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Effective Mass Approximation

Electrons are unable to move as freely in a semiconductor as opposed to in a vacuum,

due to all the atomic interactions. Hence, the electron is treated with an effective

mass. This is the apparent mass the electron has in response to all the forces acting

upon it. Hence the band structure retains some simplicity by approximating the

behaviour of carriers as identical to that of particles in the free electron gas model,

only with different masses.

(m∗)−1 =
1

h̄2
δ2E

δk2

∣∣∣∣
|k|=k0

. (2.22)

Notably, the inverse of (m∗)−1 is no longer a constant like m0. It depends on the

curvature of the bands at their extrema. This can be found by assuming E =

p̂2/2m∗, then expanding E(k) into a Taylor series about |k|= k0, and finding the

second derivative with respect to k at that point. Here, k0 refers to the wave-vector

offset that characterises the position of the CB minima.

A convex (concave) parabola corresponds to a positive electron (negative hole) effec-

tive mass. By convention, values for the hole effective masses are positive. Despite

this, it is possible for an effective mass to be negative even with convex bands. This

causes electrons to gain velocity in the opposite direction in response to electric and

magnetic forces. Despite being negatively charged, they move as if they have pos-

itive charge and mass. Furthermore, weakly (strongly) curved parabola give large

(small) m∗-values, which leads to distinct hole character that authors refer to as

either heavy or light.

An external force, F , on an electron inside a crystal is:

F = h̄
dk

dt
. (2.23)

Therefore carriers experience different magnitudes of force in different directions,

thus accelerate to different degrees depending on the lines of action. As a result,

constant-energy surfaces change; they are no longer spherical, but ellipsoidal, as

shown in a) and b) of Figure 2.9. This produces anisotropy in E(k).

Most semiconductors have an anisotropic E(k). For that reason, carriers are no

longer comparable to the free electron model and cannot be described accurately

with a parabola (albeit Equation 2.22 does remain a decent approximation very near
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Figure 2.9: Sketches of the CB constant-energy surfaces for a) Si, b) Ge, and c) GaAs. The
degeneracies of the Γ-, X-, and L- valleys are 1, 6, and 8 respectively. Notably, the X- and L-
valleys are shared with the adjacent first BZ, thus only half the degeneracy is considered.

the Γ-point). The CB minimum in this case can be approximated by:

E(k) = E0 +
h̄2

2m∗
x

(kx − k0,x)
2 +

h̄2

2m∗
y

(ky − k0,y)
2 +

h̄2

2m∗
z

(kz − k0,z)
2. (2.24)

Where the subscript labels x, y, and z refer to the Cartesian axes aligned to the

principle axes of the ellipsoids. Non-zero k0-values imply that the CB minima is no

longer positioned at the centre of the BZ.

Generally, the reciprocal effective mass is represented a tensor, M−1
ij , whose ele-

ments are typically functions of k and correspond to the effective masses of the

anisotropic case above. The parabolic approximation is recovered when all of its di-

agonal elements are constant and all off-diagonal elements are zero. For the special

case of isotropic bands, all diagonal, and all off-diagonal elements must be equal.

M−1
ij =

1

h̄2
∂2E

∂ki∂kj

. (2.25)

Temperature Dependence of the Band Structure

Semiconductor materials exhibit a strong T -dependence; i.e. they behave like in-

sulators at 0 K and their resistance decreases as they are heated. The bandgap is

usually small enough to be bridged with an input of thermal energy from a phonon

interaction. In addition, the crystal lattice expands with T , i.e. heating the elec-

trons causes their vibrations about the ions to intensify. The magnitude of electron

displacement is proportional to the size of the unit cell (considering the Heisenberg

uncertainty principle). It therefore requires less energy to excite an electron into the

CB, so the bandgap shrinks. The empirical Varshni relation [101] is used to model
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the change of bandgap energy, Eg, with T :

Eg(T ) = Eg(0)−
αT 2

β + T
. (2.26)

Where Eg(0) is the bandgap at absolute zero. The coefficients α and β are fitting pa-

rameters related to the thermal expansion of the lattice, and the Debye temperature

respectively.

2.1.3 Carriers at Equilibrium

Density of States

The DoS describes the number of available states at each energy level. It is required

to determine the distribution of carriers in a solid and to calculate absorption and

emission rates.

Figure 2.10: Schematic diagram to illustrate a Bloch band energy shell of allowed quantum states,
with radius k and infinitesimal thickness δk. The number of allowed states, per unit volume, is
contained in the energy range (ϵ, ϵ+ δϵ).

The volume of the shell in Figure 2.10, Vshell, can be calculated by multiplying the

spherical surface area, δSϵ, by δk:

Vshell = 4πk2 · δk
∣∣∣∣
k=0

, (2.27)

In reciprocal space, the number of allowed k-values per unit volume (V = 8π3/L3)

is:
Nk

V
=

1

(2π)3
, (2.28)

The number of states in the shell may be then found by multiplying the volume of
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the spherical shell with the number of allowed k-states per unit volume (k-space):

Nk =
4πk2

(2π)3
δk

∣∣∣∣
k=0

. (2.29)

An expression for k can be found by rearranging the parabolic dispersion relation

(Equation 2.18), whilst noting the CB and VB energies Ec,v = Eg−Ei. This is then

differentiated with respect to energy and both expressions are substituted into Nk.

The DoS for bulk materials, g(E)3D, is then obtained once the two electronic spin

states are accounted for:

g(E)3D =

√
Eg − Ei

2π2

(
2m∗

h̄2

)3/2

. (2.30)

The shells no longer retain their spherical symmetry as the energy increases. At

sufficiently high energy, the shell intersects the BZ boundary, hence the shell volume

decreases and the number of allowed states with it [102].

The number of available states is also dependent on the system dimensionality. The

low-dimensional cases are outlined here, where g(E)1D is included for completeness.

Notably, 2D films technically have a depth since they are atomically thin crystalline

solids (without dangling bonds), however their aspect ratio allows for them to be

considered negligibly thin. They bind to other epi-layers via the relatively weak Van

der Waals forces.

Provided that one considers either an areal element (kx, ky), or a linear element kx,

the above approach may be used to find the DoS in 2D and 1D, respectively; since

the free motion of carriers in a 2D structure is confined in one k-direction, and in two

k-directions for the 1D case. Whereas the QD is confined in all three k-directions;

i.e. all of its available states exist as discrete energies described by δ(E − Ei),

which is similar to the Dirac-delta function. In real QDs however, inhomogeneous

morphology leads to a broadening of δ(E − Ei). The DoS for a QW and a QD are

displayed in Figure 2.11 as a function of energy, and are expressed by Equations

Equation 2.31a and Equation 2.31b:

g(E)2D =
m∗

πh̄2

∑
i

H(Eg − Ei), (2.31a)

g(E)0D =
∑
i

2δ(Eg − Ei). (2.31b)

Where H(E−Ei) represents the Heaviside step function and the summation appears
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by taking all energy levels into account.

Figure 2.11: Schematic to show the energy dependence of the DoS for the 3D, 2D, and 0D cases.
Each plot is accompanied by a sketch to illustrate what the corresponding structure looks like in
real space.

Fermi-Dirac Distribution

Statistical thermodynamics is used to observe how states are filled as a function

of T . In short, states are filled from the bottom-up and T causes disorder in the

arrangement of electrons.

Figure 2.12: Schematic bandgap diagrams overlaid with the inverse of f(E), to show how T
changes the probability of a state being occupied in each part of the band structure. As T increases,
more electrons have energy greater than the Fermi level (mid-gap).

At 0 K, all electrons settle into the lowest possible energy states and build a “Fermi

sea” of electrons. The Fermi level is analogous to the sea surface, i.e. it separates

the occupied states from the vacant. The Fermi surface is the 3D extension of the

Fermi level. The Fermi energy (EF) is therefore the highest energy that an electron

may occupy at absolute zero. By definition, EF changes with T since thermal energy

affects the level occupation of carriers. The Fermi level position also changes with
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the addition of impurities. Thus doping provides an extra control degree of freedom

to manipulate the opto-thermal properties of a material.

Indeed, EF is a key parameter of the Fermi-Dirac distribution, f(E) [K], which

determines the probability of electron occupancy at different energy levels. In order

for electrical conductivity to occur, f(E) > 0 inside the CB. This means that f(E)

is also positive inside the bandgap, although it is worth reminding that g(E) = 0

for this region. Increasing T smears f(E), as shown in Figure 2.12. At equilibrium,

f(E) is:

f(E) =
1

1 + e(E−EF)/kBT
. (2.32)

Figure 2.13: Schematic energy band diagram to show where the Fermi energy is located at 4 K
in a layer of p-type (left) and n-type (right) semiconductor. The bandgap is small enough that
low concentrations of dopants can dramatically change conductivity. Here, the amount of doping
is assumed similar in material 1 and 2.

Figure 2.13 illustrates how incorporating n-type dopants into an intrinsic semicon-

ductor alloy causes the Fermi level to gain energy and rise due to state-filling; the

closer that the Fermi level is to the CB, the more that the f(E) tail penetrates the

band and the easier it is to excite electrons across the bandgap. The opposite is

true for p-type dopants due to carrier recombination.

Carrier Density

The carrier density at a particular energy level is calculated by the product of the

DoS with the corresponding occupation probability. For the electron density within

the entire CB, this is:

n(E) =

∫ ∞

Ec

g(E)f(E)dE. (2.33)
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For the hole density across the entire VB:

p(E) =

∫ Ev

−∞
g(E)[1− f(E)]dE. (2.34)

The probability of finding an electron at E = EF is 50% for an intrinsic semiconduc-

tor, hence the Fermi level resides mid-bandgap as shown in Figure 2.12. The bands

are close enough to the Fermi level for a small number of electrons to thermally pop-

ulate the CB. The resulting carrier density for both carrier types is symmetrically

distributed about EF. Conversely, extrinsic semiconductors have an asymmetrical

carrier distribution, whereby the concentration of electrons (holes) in the CB (VB)

increases with the insertion of n-type (p-type) atoms.

Free Carriers

The number of free carriers, in either of the bands, can be increased through doping

or thermal excitation. These carriers are able to move throughout the crystal lattice.

The intrinsic carrier concentration, ni, is a constant which refers to the number of

free carriers without doping. It depends on the material bandgap (as well as T ),

and is defined by the Law of Mass Action [82]:

n0p0 = n2
i . (2.35)

Here n0 and p0 represent the concentration of majority and minority (quasi)particles

in the semiconductor at equilibrium; depending on which of the electron and hole

populations are most abundant. It follows from this relation that the doping level

is inversely proportional to the number of minority carriers.

The equilibrium carrier concentration neq, is defined as the total number of carriers

in the CB and VB at constant T , when no external bias or stimulus (e.g. light) is

applied to a semiconductor. For majority carriers, this is equal to:

neq = ni + nx. (2.36)

Where nx denotes the concentration of excess carriers due to doping.

Photo-absorption (see Subsection 2.3.2) is one of multiple processes that drives a

state of non-equilibrium inside a semiconductor. The number of excess carriers

increases, changing the total carrier concentrations according to Equations 2.37a

and 2.37b [82]:

ne = n0 +∆n, (2.37a)
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nh = p0 +∆p. (2.37b)

Where ∆n and ∆p are the additionally-generated electrons and holes respectively.

Optically-Induced Charged Depletion

Carbon atoms occupy substitutional sites of As and act as shallow acceptors in As-

based III-V materials. Significant unintentional doping of electrically-active carbon

during growth causes samples to exhibit optically-induced charge depletion (OICD)

[22] at low T and P . For C-doped samples, it is energetically-favourable for acceptor

holes to exist in the wetting layer (WL) and QDs/QRs, when the laser source is

switched off. Although the hole occupancy is relatively high inside the QRs and WL

at low P , the recombination rate is low and limited by the small number of injected

electrons. Increasing P increases the number of electrons in the CB which then

recombine quickly and reduce the hole occupancy. Additionally, the acceptor states

trap holes, thus impeding recombination with GaSb hole states as they are filled.

With enough P , the relative photo-generated carrier and acceptor densities become

similar. Further increasing P saturates the acceptor states. At this point, the GaSb

hole density is minimal. When the intensity of the laser source, Ils, is increased

even further, the excess photo-generated holes start occupying the WL and QRs

due to band-filling and intra-band recombination processes. Increasing P beyond

this point results in blueshifted emission energy from the intended recombination

channel, i.e., higher energy levels in the CB are accessed (high inversion population).

Since the higher order electron states are filled, high energy electrons can recombine

with holes at even lower energies in the VB; thus skewing the resultant emission.

The photo-generated carrier density is much greater than the acceptor density at

high P , hence acceptor states are no longer discernible in the PL spectra [22].

2.1.4 Band Alignment

Most electronic devices require careful implementation of at least two different types

of semiconductor material (even if the difference is due to doping). Resulting het-

erostructures can therefore be (mis)aligned in either real- or momentum- space;

leading to further classifications of semiconductor materials. Here discussion will

first focus on band alignment in k-space, then on epitaxial layers in real- space.

Direct/Indirect Bandgaps

The minimal- (maximal-) energy state in the CB (VB) is characterised by a crystal

momentum in the BZ. Thus a material distinction is made depending on whether

there is a change in kinetic energy, Ekin, during the band transition.
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Figure 2.14: Figure to show the P -dependence of the acceptor occupancy, QD/QR occupancy
and recombination rate. Figure from [22].

Figure 2.15: Bandgap energies are plotted as a function of bulk lattice constant, a0, for common
III-V binaries (see Subsection 2.2.2) at RT. The corresponding λ-values that are typically achieved
with combinations of these materials are marked on the right axis. Figure adapted from [82].

The bandgap is direct if the crystal momentum, k, of the electrons and the holes

are the same in both bands; i.e. there is no change in momentum during the tran-

sition, hence an electron can directly emit a photon equal to Eg. Direct bandgap

semiconductors tend to have an S-type symmetry for their CB minima and display

a small amount of p-type behaviour away from the zone edge.

33



Figure 2.16: Schematic band structure to show how the CBs and VBs align in k-space for a)
direct, and b) indirect, bulk semiconductors. Here Γ and L refer to the corresponding conduction
valleys. The SO (split-off) energy is represented by ∆so. The CB minima and VB maxima are
aligned for a direct bandgap, whereas for an indirect bandgap, the lowest energy valley is no longer
at the Γ-point, i.e. the extrema exist at different values of |k|.

Whereas for an indirect gap, the wave-vectors are different. A photon cannot be

emitted because the electron must pass through an intermediate state; transferring

momentum to the crystal lattice, via the emission and absorption of phonons, in

order to account for the difference in momentum between the initial and final states.

Therefore light is usually difficult to generate with indirect materials.

Type-I, Type-II and Broken Bandgap Structures

Electron affinity, χi, reflects the ability of an atom to accept an electron and is

defined as the energy difference between the CB and vacuum level. This will vary

for different materials (in contact) and determines the resultant energy difference

between CB edges:

∆Ec = χ1 − χ2. (2.38)

When placed in contact, semiconductors which differ in electron affinity and Fermi

level cause the appearance of energy discontinuities at the abrupt interface between

their lattices; i.e. create a difference in (real-space) band alignments, as shown in

Figure 2.17. Due to the dependence on growth conditions, the approach to aligning

the bandgaps of differing semiconductors is not unanimously agreed upon by the

semiconductor community. Conventions differ as whether to align the midgaps, VB

edges, or as discussed here, using the electron affinity to align the CB against the

vacuum reference level.

The difference in bandgap between both materials may be estimated in terms of the
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Figure 2.17: A schematic energy band diagram of two intrinsic semiconductor layers in con-
tact. Here, intrinsic materials are considered for simplicity. The electron affinities, Fermi levels,
bandgaps, CB and VB edges of each material are labelled as χi, EFi, Egi, Eci, and Evi respectively,
where i = 1, 2 and refers to either of the two layers. Although both materials here are intrinsic
(EF lies at the midgap), EF1 ̸= EF2 due different bandgap magnitudes and band offsets (∆Ec,v).
The vacuum level refers to the free electron energy.

CB and VB band offsets ∆Ec and ∆Ev:

∆Eg = Eg2 − Eg1 = ∆Ec +∆Ev. (2.39)

Where the sign of each offset depends on the respective band alignments. Moreover,

the right-hand side of Equation 2.39 distinguishes whether the net band structure

is type- I, II, or III (broken), i.e. a distinction is made between type- I and II based

on whether Equation 2.11 is zero, as illustrated in Figure 2.18. Each type exhibits

different carrier recombination behaviour and they are discussed below.

In the type-I band alignment, one of the band offsets is positive and the other is

negative. Figure 2.18a shows a layer of material with a relatively small bandgap

between two layers of a material with a larger bandgap. Both carriers are therefore

confined to (and recombine in) the smaller bandgap material, due to the lowering

and raising of its CB and VB edges, respectively. InGaAs/GaAs is a classic example

of a type-I heterostructure and has a 60:40 (CB:VB) band offset ratio [103].

For type-II band alignments, ∆Ec and ∆Ev are both either positive (type-IIa) or

negative (type-IIb). Notably, electrons and holes are spatially separated due to the

confinement of carriers on opposite sides of the heterojunction interface. Electrons

(holes) are concentrated where the CB (VB) edge is lowered (raised), whereas the

recombination of carriers occurs at the interface. Although the transition is spatially-

indirect, it may still be either direct or indirect in k-space. Well-known examples of
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Figure 2.18: Schematic band diagrams to show the different possible types of band alignment for
a QW, i.e. a semiconductor sandwich of two different materials. Carrier wavefunctions are labelled
e− for the electrons and h+ for holes. The arrow direction indicates whether a band edge is raised
or lowered, and its sign indicates whether the change in offset is positive or negative. Spatially
separating the carriers creates a dipole, thereby producing an electric field and causing the carriers
to collect near the heterojunction; for simplicity it is assumed that neither carriers are significantly
confined. The symmetry in a) is due to carriers spreading across the entire layer. This is the same
for holes in d), however the electron wavefunction is still confined by the VB edge of the adjacent
material, i.e. less perturbed by holes in the lower layer. Note the figure is not to scale and band
edge effects have been assumed negligible for simplicity.

type-IIa include GaSb/AlSb and InAs/AlSb. These offer a small lattice mismatch, at

the cost of mixing direct and indirect bandgaps. Alternatively, the GaSb/(In)GaAs

is an example of the type-IIb material system.

Type-III (broken bandgap) structures occur when one of the band offsets is larger

than the bandgap of one of the materials, e.g. InAs/GaSb. In this case, the InAs

CB edge exists at a lower energy than the GaSb VB edge.

2.2 III-V Epitaxy

This section focuses on heterogeneous parameter mismatch and alloying of semi-

conductors, the coherent growth of strained thin-films, and the subsequent onset of

the relaxed-layer regime necessary to create a wide variety of self-assembled type-II

nanostructure active regions. Lastly, crystallographic defects are discussed and how

they affect device quality.

Epitaxial growth, i.e. monolithic integration, refers to the formation of an entire

epi-structure from a single crystal. It is a popular approach for creating gain media,

due to: low cost, dense integration, large wafer compatibility [104], and production

simplicity. Successful epitaxy can be achieved either homogeneously or heteroge-

neously. Homoepitaxy refers to the epitaxial growth of films onto substrates formed

of the same material. Direct atomic interactions between the film and substrate

produce extremely high quality structures with an almost negligible defect density;

at the cost of severely limited material choice and suitable applications, along with

difficulty in separating epi-layers from a substrate since the lattice lacks any obvious
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discontinuity. In contrast, heteroepitaxy refers to the deposition of a film onto a

dissimilar substrate. Therefore, the composition in a heterostructure varies along its

growth axis. Material combinations widen the scope for potentially advantageous

characteristics and interesting phenomena. Heterogeneous integration includes other

fabrication methods such as flip-chip and wafer bonding.

Advancement of epitaxial growth technologies along with understanding of thermo-

dynamics and growth kinetics behind thin-film formation (see Subsection 2.2.3) has

paved the way for the fine-tuning of a device’s electronic properties to meet mar-

ket demands e.g. low threshold current for high-speed applications [76, 81], Precise

control of parameters is crucial for practical gain media designs that yield desirable

opto-electronic devices suited to one of many potential applications.

The prior section discussed how layering different semiconductor materials in a het-

erostructure is extremely useful for creating new devices. While these materials have

different electronic properties, they have different physical properties too; the most

obvious being a. The rate at which a material expands during heating also tends to

change and is quantitatively described by the coefficient of linear thermal expansion

(CTE), αT. These physical properties are tabulated below for several compounds

commonly investigated in this field of research.

Material
a

(nm)
αT

(10−6/°C)

Si 0.5431a 2.59b

InP 0.5870c 4.56d

GaP 0.5451c 5.91d

GaAs 0.5653c 6.40d

InAs 0.6058c 5.16d

GaSb 0.6096c 7.17e

Table 2.1: RT Lattice constant and CTE data, for Si and several common AIIIBV binary com-
pounds. It is assumed that the αT-values are T -independent. See Equation 2.41 for estimating
ternary values. Values with exponents a-e are extracted from Refs. [105–109] respectively.

2.2.1 Parameter Mismatch

The monolithic fabrication of high-performance devices is fundamentally difficult.

Dissimilar material parameters have an associated elastic strain energy that can

drastically alter opto-thermal properties of the material and lead to various defects

outlined in Subsection 2.2.4. Consequently, parameter mismatch is a limiting factor

to successful growth and must be addressed in order to yield commercially com-

petitive devices. Hence, pseudomorphic growth techniques remain under extensive

research.
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Layer deposition of a material with lattice constant, a, onto a substrate of lattice

constant, a0, will cause a lattice mismatch, f(a) = ∆a/a0, where ∆a = a − a0.

Specifically, this is the relative difference between the in-plane lattice constants, a∥,

at the interface of two materials. The issues related to this type of mismatch are

discussed in further detail in Subsection 2.2.3.

The corresponding expression for CTE mismatch is obtained by substituting a for

αT for each respective layer in f . Differences in CTE do not usually pose an issue

until it is time to cool back down from growth temperature to RT. During MBE

growth, the substrate often reaches 600 °C depending on the choice of materials. The

material with a greater CTE value will contract more than the other layer whilst

approaching RT; yielding a residual stress of a few percent in layers approximately

several µm thick. This residual stress acts as an additional driving force for the

generation of dislocations.

Furthermore, since severe CTE mismatch leads to exaggerated differences in rates of

thermal expansion/contraction during a temperature cycle. This type of mismatch

may cause delamination or crack formation, in order to relieve localised stress and

decrease the overall energy of the material system, thereby jeopardising the IPL

yield and the number of successfully produced devices. Growth conditions and pre-

existent nucleation sites (e.g. growth defects and surface contaminants) strongly

affect the density of cracks and how they are distributed throughout the film. The

cracking threshold for GaAs/Si has been experimentally observed at 6− 7 µm [35],

therefore consideration of the critical thickness, hc (see Subsection 3.1.1) places the

target QW thickness well-under CTE-imposed limits.

The use of GaAs substrates looks promising for integration with the Si platform,

since GaAs/Si has a reasonably small lattice mismatch of 4.1 % and a CTE ∼ 2.5

times larger than that of Si. An excellent review on the heteroepitaxial growth of

III-V semiconductors on Si is given in Ref. [104]. Table 2.2 displays the generally-

accepted CTE and lattice parameter mismatch values for the common III-V binary

materials in Table 2.1 with respect to Si.

Material f(a) f(αT)

InP 8.08 76.06
GaP 0.37 128.19
GaAs 4.09 147.10
InAs 11.54 99.23
GaSb 12.24 176.83

Table 2.2: Percentage mismatch values [%] for the lattice constant, f(a), and CTE, f(αT), of
several common binary AIIIBV compounds, relative to Si.
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There is an additional major challenge to overcome in the context of integrating

III-V/Si semiconductor technologies. A third type of mismatch known as an an-

tiphase boundary (APB) [9, 110] occurs due to growing a polar binary on a non-

polar monatomic lattice; where a polar crystal is defined as a material containing

a non-zero dipole moment. APBs exist around regions where the sublattices are

misaligned, such as across single atomic steps. Further information is included in

Appendix B.

2.2.2 Semiconductor Alloys

Alloying is a powerful way to further broaden the range of semiconductor applica-

tions by tailoring bandgap, band offsets and lattice parameters. Elements from two

or more different groups in the periodic table are commonly mixed to form compound

semiconductors with unique properties, e.g. high electron mobility. These materials

can be classified as oxide semiconductors, or in terms of cation-anion reactions be-

tween periodic table groups. In particular, A III-V compound semiconductor may

contain: boron (B), aluminium (Al), gallium (Ga), or In from group 13; and nitro-

gen (N), phosphorus (P), arsenic (As), Sb, or bismuth (Bi) from group 15. Ternary

compositions are composed of three elements and allow for bandgap adjustment,

whereas quaternaries (4 elements) and higher order alloys allow for the simultane-

ous adjustment of bandgap and lattice constant. Moreover, a subset of materials

known as dilute nitrides exist, whereby small amounts of nitrogen are added, to say,

the group-V flux used in this work.

Semiconductor alloys can be either intrinsic or extrinsic depending on their level of

doping, i.e. intrinsic materials are (relatively) pure. Importantly, the combination

of direct and indirect bandgap materials may limit practicality for opto-electronics,

due to the range of compositions which result in an overall indirect character.

Vegard realised that the lattice parameter of a binary material may be approximated

with a weighted mean of the lattice parameters of the two constituent materials at

the same T [111]. This empirical rule (Equation 2.40) is only valid under specific

conditions, i.e. ideal systems where the lattice parameters of the bulk binary mate-

rials differ by less than 5 % [112].

aA(1−x)Bx = (1− x)aA + xaB. (2.40)

It is widely accepted that a is linear with alloy composition, x. It does not neces-

sarily follow that any other parameter which is approximately a linear function of

the lattice parameter may also be linearly interpolated; as is the case for bandgap
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energies. For this case a second term, characterised by the bowing parameter, Ω, is

included as a quadratic correction to account for strain-induced band-edge curva-

ture as a function of composition. Estimations for ternary alloy parameters may be

obtained by:

Q(x) = xQ(0) + (1− x)Q(1)− Ωx(1− x). (2.41)

WhereQ(x), Q(0), andQ(1) are non-specific parameters corresponding to InxGa1−xAs,

InAs, and GaAs, respectively. The bowing is assumed to be upward (downward)

when Ω is negative (positive).

The discrepancy between Equation 2.40 and Equation 2.41 originates from the as-

sumption that an alloy can be ideally treated as a binary compound of known sym-

metry with zero disorder, thus ignoring inter- and intra- band coupling [113]. Disor-

der arises in real ternaries from the bimodal distribution of bond lengths, and asym-

metric charge distribution. The latter is caused by variation of internal electronic

structure between two different atoms sharing sites of mixed sublattice, hence the

electronic wavefunction is no longer adequately described by Bloch functions [113].

Subsection 3.1.2 outlines how the 8-band k · p parameters are treated with bowing.

2.2.3 Strained Layers

Assuming growth is restricted to the [001] crystal axis, there are two ways in which

the lattice mismatch is naturally accommodated for. The one that is energetically

favoured depends on layer thickness and the elastic properties of the materials. The

strained layer regime is favourable for thin films, and typically occurs for lattice mis-

matches above ∼ 2 % [117], whereas thick layers tend to relax by misfit dislocations

(MDs). Strain and quantization effects influence the effective carrier masses, and

heavily limit layer thickness, hence the realisable structure, e.g. single, multiple or

coupled layers etc.

Pseudomorphic Layers

Coherent atomic bonds at the interface between different materials are formed in

the pseudomorphic regime. During this type of growth, the lattice of the epi-layer

becomes elastically distorted due to the tendency for adatoms to mimic the sub-

strate lattice below, despite the mismatch of a. Such a perturbation to the lattice

creates a lateral and homogeneous strain field throughout the epi-layer, thus driving

deformation in the growth- (z-) direction via the Poisson effect [114]. The biaxial

strain parallel to the sample surface, ε∥, is expressed by Equation 2.42a. Whereas,

the uniaxial strain perpendicular to the sample surface, ε⊥, is expressed by Equation

2.42b. Surface undulations, impurities and conglomerations of In compound with
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lattice mismatch to cause anisotropy in the strain distribution which propagates and

intensifies along the growth axis.

ε∥ =
a0
a

− 1, (2.42a)

ε⊥ = −Dε∥. (2.42b)

The biaxial Poisson ratio, D, depends on the interface orientation and is a combi-

nation of the elastic constants, Cij; these are components of the elasticity tensor,

Eijkl, i.e. a fourth order tensor that relates the second-order stress (σij) and strain

(εkl) tensors by Hooke’s law (Equation 2.43):

σij =
∑
kl

Eijklεkl. (2.43)

Conventionally, Voigt notation is used for its simplicity. Where 11 → 1, 22 →
2, 23 → 4, 32 → 4, 13 → 5, 31 → 5, 12 → 6, and 21 → 6. There are only three

unique, non-zero elastic constants for cubic ZB crystals, i.e. C11, C12, and C44. In

the growth direction of a cubic lattice, D[001] = 2C12/C11 [119].

The in-plane, and out-of-plane (a⊥) lattice constants change with strain according

to Equations 2.44a and 2.44b, respectively. If a layer has completely relaxed, then

it has retained its original lattice constant both parallel and perpendicular to the

surface plane. All subsequent unstrained layers then assume the new lattice con-

stant. However, if a layer is completely unrelaxed, then it has the same a∥ as the

layer beneath and a⊥ changes to accommodate the strain.

a∥ = a0, (2.44a)

a⊥ = a
[
1−D

(a0
a

− 1
)]
. (2.44b)

As illustrated in Figure 2.19: tensile strain occurs when the epi-layer lattice constant

is smaller than that of the substrate (a < a0), hence the epi-layer shortens in the

growth direction and elongates in the direction perpendicular to it. The converse is

true for compressive strain (a > a0) shown in Figure 2.20.

Strain Dependence of the Band Structure

Strain modifies the effective mass and shifts the band edges. The energy levels

change due to two strain contributions: hydrostatic and shear. Hydrostatic strain
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Figure 2.19: Diagram to show how a semiconductor of relatively small lattice constant adapts,
under tensile strain, to the substrate of larger lattice constant. To the right is a cross-sectional
view of the squashed lattice structure around a small dopant atom.

Figure 2.20: Diagram to show how a semiconductor of relatively large lattice constant adapts,
under compressive strain, to the substrate of smaller lattice constant. To the right is a cross-
sectional view of the inflated lattice structure around a large dopant atom.

shifts the band edges by ∆Ehy
c,v in the Van de Walle model [119] by:

∆Ehy
c,v = ac,v

(
∆V

V

)
= ac,v(2ε∥ + ε⊥), (2.45)

Where ac and av are the hydrostatic CB and VB deformation potentials, respectively,

and the fractional volume change ∆V/V = Tr(ε) = εxx + εyy + εzz. Importantly,

∆Ehy
v shifts the average energy of the VBs, Ev,av = Ehh +Elh +Eso)/3), where Ehh,

Elh, and Eso refer to the HH, LH, and SO band energies, respectively. Shear strain

enters the Nextnano++ VB Hamiltonian through the matrix elements lε, mε, and nε
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of a strain-dependent interaction operator:

lε = av + 2b (2.46a)

mε = av − b (2.46b)

nε =
√
3d (2.46c)

Where, b and d, represent the tetragonal and rhombohedral VB shear deformation

potentials, respectively. Only the hydrostatic strain component affects Ev,av. This

is the same for the CB edge in direct semiconductors due to being at the centre

of the BZ. The L- and X- bands however, are affected by shear strain. Isotropic

dispersion is a consequence of the degeneracy at the top of the VB. Shear strain

lifts this degeneracy and splits the HH and LH bands apart in proportion to the

magnitude of strain, thus adding to the SO splitting in the absence of strain. The

combined shear- and SO- induced energy shift for the HH (∆Esh
hh), LH (∆Esh

lh ) and

SO (∆Esh
so ) bands below are with respect to Ev,av [119].

∆Esh
hh =

∆so

3
− 1

2
δEsh, (2.47a)

∆Esh
lh = −∆so

6
+
δEsh

4
+

1

2

√
∆2

so +∆soδEsh +
9

4
δE2

sh, (2.47b)

∆Esh
so = −∆so

6
+
δEsh

4
− 1

2

√
∆2

so +∆soδEsh +
9

4
δE2

sh. (2.47c)

Where ∆so is the split-off energy, i.e. the energy difference between the SO band

and the other two VBs at |k|= 0. The shear strain contribution to the energy shift,

δEsh, also depends on the interface orientation; for the growth direction, this is:

δEsh[001] = 2b(ε⊥ − ε∥). (2.48)

Chemical Potential

Thermodynamic criteria for the classification of crystal growth mechanisms are

based on the equilibrium shape of a cubic crystal deposited onto a substrate. This

may be derived in terms of the overall change in specific surface energies of the sub-

strate ζsub, epi-layer ζepi, and interface ζinter (∆ζ = ζepi + ζinter − ζsub) [120]. Surface

energy is a measure of the disruption of inter-molecular bonds (excess energy) when

a surface is created. Surfaces are less energetically favourable than bulk material.

Hence work is required to either build up a surface area or to cleave bulk material.

Alternatively, the interrelation of binding energies between two deposited atoms
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(cohesion), and between that of an atom in the substrate and one in the epi-layer

(adhesion) may be considered [121]. Both expressions are identical [122].

The Gibbs free energy, G, is the energy readily available to do useful work (at

constant T ):

∆G = ∆H − T∆S. (2.49)

Where enthalpy (∆H) is the amount of heat energy transferred in a chemical process

under constant pressure, and entropy (∆S) is the measure of molecular disorder of

a closed thermodynamic system.

The chemical potential, µ can be expressed as either the rate of change of internal

energy of a system, U , or G, due to the change in number of atoms of a given

substance in the over-layer, whilst keeping the number of atoms for all other types

of particles, i, constant [123].

µi =

(
∂U

∂Ni

)
S,V,Ni ̸=j

=

(
∂G

∂Ni

)
P,T,Ni̸=j

. (2.50)

The chemical potential of a thin film depends on film thickness, since the attraction

between atoms within the top monolayer (ML) and the substrate decreases, as the

distance from the interface increases. Furthermore, introduction of MDs due to

either alloying or pseudomorphic growth can increase the hydrostatic stress, which

in turn increases G. At 0 K, µ is the Fermi energy. Markov proposed a model [122]

for the chemical potential for the first few MLs of deposited material:

µ(N) = µ3D + [ϵwl − ϵsub(N) + εd(N) + εh(N)],

= µ3D + a20∆ζ + εh(f).
(2.51)

Where f = f(a), and N refers to the lattice misfit and the number of atoms in

the over-layer, respectively. The bulk chemical potential of the deposited material

is denoted by µ3D; ϵwl and ϵsub are the desorption energies required to release an

adsorbed atom from the WL and the substrate, respectively; εd and εh are the MD

energy per atom and the homogeneous strain energy per atom contained in a single

ML of deposit, respectively (assuming the first few MLs of deposited material are

equally strained).

Two regions of different chemical potential (e.g. across a heterojunction) form a

gradient that acts as a thermodynamic force driving mass transport (∆µ = µ(N)−
µ3D), i.e. the migration of an atomic species from higher to lower chemical potential;

in order to reduce G. Peierls et al. [123] showed in the limit of small strains, that

44



the mechanism behind the mode of film growth is closely associated with how the

chemical potential changes with respect to the number of atoms in a deposited film.

Wetting

Figure 2.21: Schematic to show equilibrium shape of a liquid droplet on a smooth substrate.
The interfacial tensions are represented by the red arrows.

Wetting is a measure of the contact area between a liquid and a solid surface. It

depends on inter-molecular interactions, hence fundamental in understanding the

bonding of two substances. The degree of wetting, coined wettability, is particularly

useful in droplet epitaxy. It is conveniently conceptualised (see Figure 2.21) by the

Young-Dupré equation below [124]:

γsv = γsl + γlv cos (θeq). (2.52)

Where γsv, γsl, γlv and θeq are the solid-vapour, solid-liquid and liquid-vapour in-

terfacial tensions, and equilibrium contact angle, respectively. The contact angle

is an inverse measure of wettability [125] and is formed between the liquid-vapour

interface and the substrate surface.

A contact angle < 90 ° (> 90 °) is considered low (high) and indicates that wetting is

favourable (unfavourable). Liquids are strongly stressed by a hydrophilic surface and

droplets tend to flatten out since the contact angle is small. Conversely, large contact

angles correspond to hydrophobic surfaces, upon which compact liquid droplets are

formed. Equation 2.52 is only applicable to flat, rigid, chemically homogeneous

(ideal) solid surfaces, since surface roughness affects the contact angle [126]. Non-

ideal surfaces result in contact angle hysteresis, a phenomenon defined where the

advancing (θa) and receding (θr) contact angles are unequal [127].

Wettability was found [128] to be consistent with nucleation of 3D clusters, i.e.

the Bauer criteria well-describe the transition from planar to 3D growth of islands
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despite the trade-off between the cost of additional surface energy and energetic gain

due to strain relaxation relative to the WL [129].

Growth Modes

For the epitaxy of thin films onto crystal surfaces, there are three primary growth

mechanisms (see Figure 2.22) determined by the interaction strength between adatoms

and the surface they collect on [128]: Frank-van-der-Merwe (FM), Volmer-Weber

(VW), and Stranski-Krastanov (SK). The latter, being of importance to this work,

is an intermediary case between the other two. The following discussion focuses on

the distinctions between them.

Figure 2.22: Schematic representation of the three main growth modes at three various stages
of surface coverage.

The FM mechanism refers to 2D layer-by-layer growth, whereby adatoms preferen-

tially stick to vacant surface sites and complete a full, atomically smooth layer before

subsequent layers form. This growth mode is characterised by complete wetting of

the substrate and negligible misfit (µ3D ≫ εd,h), due to relatively strong adhesion

(ϵsub > ϵwl), which corresponds to ∆ζ < 0 and a positive µ (∂µ/∂Ni > 0).

FM growth is used to create basic planar structures. Bulk material can be sim-

ply deposited on a substrate. Secondly, a QW is formed by a very thin layer of

semiconductor sandwiched in between a material of wider bandgap. A MQW is a

periodic QW structure and features alternating layers of materials with different

bandgaps; notably, carriers are confined to the z-direction and unable to interact

with those in other layers due to a sufficiently thick barrier layer. Furthermore, a

superlattice structure is formed when the thickness of barrier layers in a MQW are

reduced enough for the carrier wavefunctions to overlap.

Conversely, VW growth refers to 3D island formation without the existence of a WL,

whereby adatoms are much more attracted to each other than they are to the surface;
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continued growth and coarsening results in the formation of rough multi-layer films.

This growth is characterised by incomplete wetting due to relatively strong cohesion

(ϵsub < ϵwl). This corresponds to ∆ζ > 0 and a negative µ (∂µ/∂Ni < 0).

The VM mechanism is desirable for droplet epitaxy. This growth technique is ef-

fective at growing nanowires and nanodrilling a substrate in order to provide a

patterned template for selective growth of a range of nanostructures [130].

SK growth is a two-step process characterized by the transition of 2D adsorbate

layers, up to several MLs thick, into the nucleation and coalescence of 3D islands.

Lattice misfit must be non-zero and ∆ζ < 0 for the formation of 3D islands above a

WL. Importantly, stacking faults can be generated at the coalescence of these grown

islands [131]. The WL and island are in different phases with respect to G, hence

they cannot be in equilibrium with each other [128].

Three distinct morphologies are typically formed using SK growth, i.e. QDs, QRs,

and clusters. InAs and GaSb QDs typically have the approximate shape of a trun-

cated pyramid [132], whereas QRs appear as two lobes of a cleaved torus. A “cluster”

is an umbrella term representing a wide variety of undesirable nanostructures due

to being highly disordered. The Sb concentration is strongly inhomogeneous in the

case of GaSb/GaAs, hence it is possible to observe clusters that contain GaAs-linked

chains of pure GaSb regions, as shown in Figure 2.23(c).

Figure 2.23: cross-sectional scanning tunnelling microscopy (XSTM) images of quintessential
GaSb/GaAs nanostructures; revealing a) a QD, b) a QR cleaved centrally, and c) a segmented
cluster. The arrow indicates the growth direction and the bright points are filled electron states.
The scale is the same for a) and b). Figure adapted from [132].

A critical lattice mismatch fc exists, which represents the boundary between SK

and FM growth. It depends on material parameters such as chemical bond strength

47



(material stiffness) and degree of anharmonicity (i.e. a Lennard-Jones potential

with steeper repulsion and weaker attraction branches) [128]. The growth of coher-

ent 3D nano-islands is favourable when |f(a)| > fc; below fc, the strain energy is

eventually accommodated by MDs (see Subsection 2.2.4). Moreover, fc limits the

thickness of a stable WL to the range of action of the inter-atomic bonding [128].

Taking InxGa1−xAs/GaAs(001) into consideration, Walther et al. found that an In

concentration of ∼ 25 % must be exceeded in order for nucleation to occur [133].

Nucleation

The transition between strained and relaxed regimes occurs when elastic stress

caused by lattice mismatch, during the first few MLs of pseudomorphic growth,

accumulates until the film reaches hc. This parameter depends on f(a) and chemi-

cal potential differences. The planar film is therefore stable up this point. At hc, the

total strain energy begins to exceed the energy required for a biaxially-strained film

to undergo a structural transformation. Thus it becomes energetically favourable for

the film to relax irreversibly; i.e. it returns to its natural bulk lattice parameter and

forms as many atomic bonds as possible with the nearest neighbours underneath.

Here, strain is compensated for by dangling bonds and other crystallographic de-

fects [134]; some of which may form TDs [135]. In the latter case the deformation

energy is largely dependent on surface quality rather than layer thickness.

Growth of stable lattice-matched layers thicker than hc is possible, due to the energy

required to form a new dislocation being greater than the energy to sustain one [136].

Though this depends on growth temperature, growth rate and interface quality, i.e.

the process must not drastically increase surface roughness or introduce a significant

density of defects. Although undisclosed, this actually happened during the growth

of GaInAlAs/InP MQWs in the work of Ref. [137]. Interestingly, the materials

would relax during the device processing stages; leading to the presumption here,

that etching and cleaving increased the free surface energy, hence triggered the

nucleation (and glide) of dislocations. This process is analogous to the supercooling

of water.

The nucleation concept is based on the instability of planar growth against clus-

tering. The N -dependence of G of the growing film has an inflection point, where

the curvature changes from positive to negative. This point is observed to occur

at a slightly greater thickness than hc [123, 128]. QDs nucleate because εh is lower

in the nano-island than it is in the WL. The onset of relaxation of misfit strain at

the island edges overcompensates for the surface energy of the 3D crystallite side

facets [128]. To elaborate: Anharmonic chemical bonding influences the adhesion

of 2D islands to the WL; thus leading to vertical displacements of atoms close to
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the 2D island step-edges, away from the minima of their potential valleys. Atoms

then detach from the edges of the initial ML-tall island and attach to the double

step of the bi-layer island growing above. Nucleation of the second layer typically

occurs at the edges as corners since the atomic separations here closely resemble the

lattice parameter of the bulk crystal [138,139]. This yields a tendency towards VW

growth, i.e. a positive wetting parameter Φ = 1 − ϵsub/ϵwl. Larger displacements

of the edge atoms results in weaker average wetting of the substrate, therefore Φ

increases with additional island height [128].

Monolayer islands may turn into multilayer islands by the consecutive layer-by-

layer nucleation and growth of single MLs, or by the nucleation and lateral growth

of multilayer islands. These multilayer islands remain constant in height. Layer-by-

layer (lateral) island growth is favourable when compressed, stiff (tensile, soft) films

are deposited.

2.2.4 Crystalline Defects

It is highly unlikely for a real crystal to exist with a perfect structure. At the very

least, it is currently impossible with cutting-edge technology to produce a 100 %

pure semiconductor in bulk quantity; even the purest materials contain ∼ 1012

impurities cm3 [82], i.e. it is increasingly difficult to fabricate materials with impurity

concentrations lower than parts per billion. Although seemingly negligible compared

to the total density of atoms for typical bulk samples (GaAs: ∼ 4× 1022 atoms/cm3

[140]); these sites govern some of the most important properties of crystals such as

material strength and carrier mobility.

Impurities can appear in different forms, e.g. as small distinct crystals (precipitates)

or as clusters, however more often than not they are dispersed as single atoms

throughout the crystal [141]. It was previously accepted that impurities are dis-

tributed randomly in a semiconductor. However, it is currently understood that

Coulomb correlation effects result in significantly ordered and non-Poissonian dis-

tributions, which may alter the material transport properties [142,143].

The maximum impurity concentration achievable in a semiconductor is limited by

segregation effects. Particles redistribute themselves during epitaxial growth in order

to reduce their concentration as implied by Equation 2.53 [144]:

νd =
eCD

kBT

√
2exV ps

0

εx
. (2.53)

Where x is the concentration of an incorporated substance, V ps
0 is the barrier height
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of the pinned surface, CD is the diffusion coefficient of the impurity, and εx is the ab-

solute permittivity of a given substance. Here, εx refers specifically to the impurity.

All other symbols have their usual meanings.

The repulsive interaction between impurities is due to the total incorporation energy,

Einc, being increased, i.e. it is easier for a diffusion hop to occur. This is because

impurities are ionic, therefore electrostatic interactions during growth causes them

to either cluster to form a bulk defect, i.e. a small region of a different phase; or

drift towards the surface since free carriers are depleted near it, due to surface states

pinning the Fermi level. Furthermore, a higher concentration increases the Fermi

energy due to state-filling (electric field at the surface increased), which in turn

increases Einc [144].

Defects often cause the occurrence of deep levels in the bandgap. A crystalline defect

is defined as an interruption of the regular periodicity of atoms in a crystalline solid.

Sites within a specific region may be identically occupied, but not all are perfectly

positioned [141], e.g. dislocations. Alternatively, sites within a given region may

be perfectly positioned, but not all are occupied with identical atoms, e.g. dopants

(excluding surface contaminants). Types of defect include: point, line, planar, and

bulk. Elastic lattice deformations are not considered as defects; they are responses

to an external force. A true imperfection is one that persists through any elastic

distortion, akin to a hole in a rubber band [141].

The following discussion focuses on point and linear defects, owing to their signifi-

cance to this work. Although planar and bulk defects will cause little interference

on the measured PL spectra in Section 5.4, that is not to disregard the possibility

of their existence entirely.

Point defects

Point defects are those which occur only at or around a single lattice point. They

are not considered to have any spatial dimension. These defects typically involve

at most a few extra or missing atoms. Many types of point defect exist: e.g. in-

terstitial, vacancy, substitutional, antisite etc. Moreover, complexes of various de-

fect species can occur, e.g. a vacancy binding to an impurity, or shared atomic

sites (split interstitials) [145]. Weatherly et al. are the first authors to spatially

resolve and image individual buried point defects at the nanoscale, by using high-

resolution cathodoluminescence to spatially resolve, image and analyse InGaN/GaN

QWs [146].

The simplest cases to consider are the vacancy and interstitial defects. The former

is an empty lattice site whereas the latter is an atom of the host material embedded
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within an interstitial site [141]. Usually, an interstitial solid solution is formed if

the defect is relatively small compared to the host atoms, i.e. occupy sites between

nearest neighbours. Atoms such as hydrogen [147] can occupy interstices at low

energies. When defects are similar in magnitude to the host atoms, then they usually

occupy the main crystal lattice sites and form a substitutional solid solution [141].

Given that it requires an energy, Epd, to form a specific point defect inside a crys-

tal lattice; the Boltzmann distribution may be used to estimate the probability of

occurrence, thus predict the equilibrium concentration of defects, npd:

npd =
Npd

Nds

= e−Epd/kBT . (2.54)

Where Npd is the number of point defects and Nds is the number of potential defect

sites.

Line Defects

Line defects are confined to 1D, whereby atoms in the crystal lattice are misaligned

as shown below. The two fundamental types of dislocation are edge dislocations and

screw dislocations. Dislocations are often referred to as mixed, since they usually

have a combination of edge and screw qualities.

Figure 2.24: Schematic to show two types of dislocation which may manifest at a heterojunction;
provided that ∆a/a is significant. The red arrows represent the Burgers vector, b, of the edge
and screw dislocations, whereas the red circle highlights a dangling bond site. Figure adapted
from [148].

Edge dislocations due to the termination of an atomic plane in the middle of a crys-

tal. The adjacent planes bend to compensate for the breaking of periodic conditions.
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It is helpful to think of these defects as an extra half plane of atoms. Screw dislo-

cations are defects where atomic planes follow a helical path around a dislocation

line. Their presence causes a distortion of the crystal lattice, i.e. strain, expressed

in terms of b. For a screw (edge) dislocation, b is parallel (perpendicular) to the

dislocation line.

Figure 2.25: Filled-state XSTM image of a screw location above a GaSb/GaAs QD. To the
right is a magnification of the defect core; showing the phase mismatch of the atomic rows at
the dislocation boundary. The dislocation terminates ∼ 15 nm above the surface at the cold cap
interface. Figure adapted from [132].

Dislocations are able to move due to the breaking, and re-bonding, of atoms in the

surrounding planes with atoms at the terminated region. Due to conservation of

energy the dislocation cannot terminate within a crystal. They propagate from a

strained layer surface and must glide to the edge of the wafer or turn up towards

the growth interface to form TDs [149]. It may penetrate the substrate or bend

at an interface into a MD [150]. For the GaSb/GaAs material system, dislocation

glide enhances diffusion of Sb atoms, leaving an Sb-rich region trailing behind the

movement of a dislocation core richer in Sb [33].

High densities of TDs can develop during growth to relax significant amounts of

mismatch-induced strain. It is energetically favourable for TDs to form when the

distance from dislocation to the sample edge is much greater than the distance

between the dislocation and the epi-surface, hence why TDs are abundant in the

laser structures discussed here. In fact, the majority of research devoted to the

III-V/Si epitaxial platform so far has been based around the suppression of TD

formation during growth for the following reason. TDs have associated trap states

which act as non-radiative recombination centres and tend to accrue further point

defects in their vicinity. This promotes further non-radiative recombination and

gradual device degradation through enhanced dislocation climb [21, 151], therefore
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Figure 2.26: Schematic to show the dislocation flow process. The hatched region is a (111) plane
in a strained-layer. Figure taken from [115].

yielding lower quantum efficiencies and shorter lifetimes in III-V/Si photonic devices.

Comprehensive discussions on MD interactions and dynamics can be found in Ref.

[152] and [153], respectively.

2.3 Light Production in Semiconductors

Here, light classification is discussed to clear up any potential confusion typically

associated with optical processes. This section then explains how semiconductors

typically absorb and emit light; supplemented with detailed illustrations of radiative

and non-radiative recombination mechanisms. Here, the bulk case is shown for

simplicity and to maintain transparency of the bands in k-space, however Figure 2.31

depicts the 0D case relevant to these structures. Finally, the internal and external

quantum efficiencies of these materials are introduced.

2.3.1 Classification of Light

Light can be classified as either “incandescent” or “luminescent”. Incandescence is

light emitted from a hot body due to an increase in T , e.g. a tungsten filament.

Incandescence has a continuous spectrum and is not to be confused with thermolu-

minescence. The latter referring to ionizing irradiation inducing a displacement of

electrons; heating the material then triggers de-excitation and produces light. Con-

versely, luminescence is an umbrella term for a wide range of phenomena, where a
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luminescent material otherwise known as a “phosphor” emits light whilst relatively

cold.

Importantly, PL refers to any quantum mechanical, light-emitting process induced

by photon absorption. The category is further subdivided into “fluorescence” and

“phosphorescence” depending on how long PL occurs for after photoexcitation.

More specifically, whether the radiative transition requires a change in spin mul-

tiplicity. Fluorescence occurs very shortly after photoexcitation and decays rapidly

after the excitation stops; whereas phosphorescence is long-lived PL that continues

long after photoexcitation. Most photoluminescent events are fluorescent.

A photon is essentially a piece of light, i.e. a quantum region of space with a prop-

agating and rapidly fluctuating electromagnetic field. The electric field oscillates at

ν, and has an associated energy E:

E = hν =
hc

λ
. (2.55)

Where λ is the photon wavelength inside a vacuum, and the other constants have

their usual meanings.

2.3.2 Photo-Absorption

There are different types of absorption event which occur under a range of condi-

tions. The way in which an atom can absorb light depends on its state. Extending

this principle to an ensemble of atoms, the bulk electronic properties of a lattice

determine the way in which a semiconductor absorbs light. To elaborate, discussion

here begins with a focus on general inter-subband transitions. The main transitions

relevant to this work are then summarised. Notably, the vibrational and rotational

atomic modes are not applicable to this study.

When a photon interacts with a carrier: there is a probability that the carrier will

absorb it, and use its energy to “jump” from its current subband (with energy E1)

to a vacant higher-energy subband (of energy E2), subject to selection rules; leaving

a hole behind. The ν of the photon involved in the absorption process corresponds

to the exact difference in energy levels, as expressed by Equation 2.56:

ν =
E2 − E1

h
. (2.56)

If ν does not match any of the differences in subband energies, then the light cannot

be absorbed and it continues along its path. Notably, the simultaneous absorption
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of multiple photons is possible provided the combined energies match the energy

required to make the transition.

Inter-Band Absorption

Figure 2.27: Energy schematic to show possible direct electronic transitions during an inter-band
absorption event. The yellow and empty circles represent the conduction electrons and the valence
holes, respectively. The arrows represent the energetic direction of the transitions. Furthermore,
a continuum of state exists above and below the CB and VB, respectively.

The inter-band absorption process happens across the bandgap, as illustrated in

Figure 2.27. A pair of free carriers are generated when the incident photon has an

energy greater than the bandgap. These hot (quasi-)particles can move indepen-

dently through the lattice.

Carriers are unstable post-excitation. Non-equilibrium states thermalise by vibra-

tional relaxation, i.e. phonon interactions cause the hot carriers to quickly lose

energy in the form of heat to the crystal lattice. The carriers relax rapidly towards

each other due to the opposite signs of band curvature. Energy and momentum

are conserved as the electron moves to a lower vibrational energy level in the same

electronic state. The carriers reach their minimum energy state over very short

timescales relative to the radiative lifetime, hence the relaxation process happens

at a much faster rate than that at which the carriers radiatively recombine. Thus,

carriers tend to collect at the band extrema.

The number of generated electron-hole pairs depends on the laser power density.

Subband states start to become more populated with an increase in P and this

leads to the band-filling effect. Assuming negligible reflections, the rate of photon

absorption is determined by the material thickness and absorption coefficient, α(λ)

[cm−1]. The intensity of light inside a material, I(z), decays exponentially with

depth, z, and can be calculated with Equation 2.57:
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I = Ise
−α(λ)z. (2.57)

Where Is is defined as: the excitation power, P , per unit (cross-sectional) area, A, at

the surface. The inverse of α(λ), i.e. the penetration depth, determines the distance

a photon can penetrate a material before it is absorbed by it; hence dependent on

the material itself and the incident photon λ. For a direct transition [154]:

α(λ) ∝
√
hν − Eg. (2.58)

Here, Eg refers to the energy of the optical bandgap (see Figure 2.28). A thin

material appears transparent to a photon if it has a small α(λ)-value, such as inside

the active region of the gain media of this work.

Assuming a one-to-one relationship between a single photo-absorption event and the

creation of a single electron-hole pair; then differentiating Equation 2.57 with respect

to z will return the change in light intensity across a thin horizontal cross-section,

i.e. the generation rate, G, at a specified depth inside the material:

G = α(λ)N0e
−α(λ)z. (2.59)

Where N0 is photon flux at the surface, in units of photons/unit area/second.

Exciton Formation

It is possible for an electron at the CB minima to bind with a hole at the VB

maxima. This forms an electrically neutral quasi-particle known as an exciton. A

positronium-like atom is the simplest way to visualise this, where an electron and

hole orbit around their common centre of mass. Excitons can be observed at low P

during PL measurements.

Since MBE was used, instead of MOCVD, to grow the samples presented in this

thesis; large amounts of unintentional doping is unlikely [158]. However, it is even

less likely that the background C-doping is zero, due to the age of the system, and

given the deep confining potential of GaSb/GaAs nanostructures; the possibility of

these nanostructures containing holes prior to optical pumping cannot be excluded.

It is therefore deemed appropriate to regard the term “exciton” in a more general

sense [47], as to include charged excitons and other exciton complexes [159] (e.g.

biexcitons [160]). Due to the spatial separation of electrons and holes: any exci-

tons in this work will be fundamentally different from those found in typical type-I
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systems. Hence, here they are analogous to atoms with electrons in stable orbits

around a positively charged nucleus [161,162].

The CB electron is weakly attracted to the hole by the Coulomb potential U(r):

U(r) = − e2

4πε0εraX
, (2.60)

Where aX denotes the exciton Bohr radius (Equation 2.61), i.e. the separation

between the carriers, ε0 is the vacuum permittivity, and εr = ⟨ε⟩/ε0 is the rela-

tive permittivity (dielectric constant); here, ⟨ε⟩ is the average dielectric constant

of both carrier-confining layers. The reduced mass of the electron-hole system,

µ∗ = m∗
em

∗
h/(m

∗
e + m∗

h), and the Bohr radius, aB ≈ 0.053 nm, can be used in

Equation 2.61 to calculate aX [94]:

aX =
m0εraB
µ∗ . (2.61)

Excitonic stability is only achieved when U(r) is strong enough to prevent phonon

interactions from breaking the carriers apart, i.e. when Eb > kBT [163,164]. Specif-

ically, this is the energy required to ionize the exciton, or more appropriately for the

context of this work; remove the electron from the region it is confined to. The elec-

trostatic force arising from U(r) is screened by a net repulsion from the density of

electrons surrounding the hole. Therefore sufficiently increasing temperature, or the

carrier density, ionizes the excitons; which releases free carriers that further screen

the Coulomb interaction, resulting in the acceleration of excitonic ionization [165].

These competing forces cause the exciton to have less energy than the free carriers,

hence the exciton state is represented as a forbidden state within the bandgap (see

Figures 2.31 and 2.28).

There are two main types of excitons depending on the characteristics of the semicon-

ductor material containing them e.g. dielectric constant, doping, crystalline quality,

and architecture. Materials with a large dielectric constant (e.g. semiconductors)

can store relatively more electrical energy. The internal electric field is enough to

significantly reduce the Coulomb interaction between the constituent carriers. As a

result, the exciton has a larger radius than the lattice spacing. These are Wannier-

Mott, or free excitons, owing to their ability to move throughout the lattice with an

associated kinetic energy, Ekin. Notably, a small electron effective mass also favours

the formation of this type of exciton.

In contrast, materials with a small dielectric constant typically allow for a stronger

Coulomb interaction between an electron and hole. Hence the exciton radius tends
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to be relatively small. Usually, radii are of the same order of magnitude as the

size of the unit cell. These are known as Frenkel excitons; they are localised states

of electron-hole pairs residing at the same lattice cell, whether due to confinement

effects or the binding to an (artificial) atom or defect. Hence their movements are

limited to hopping mechanisms (or scattering processes). This type of exciton is

relevant to the gain medium presented in this thesis, due to the dimensionality of

the QW, i.e. the electrons are effectively pinned to the heterojunction, whilst the

holes are contained within regions of GaSb (predominantly QRs).

Two definitions of bandgap emerge for semiconductors with a significant Eb, as

shown in Figure 2.28. The optical bandgap, Eoptical
g , is the threshold for photon

absorption, i.e. the energy required to form one bound exciton (Figure 2.28). The

electrical bandgap, Eelectric
g , is the difference between CB and VB edges, i.e. the

energy required to form one free electron-hole pair, thus: Eelectric
g > Eoptical

g . The

electrical bandgap is useful for LDs and LEDs, whereas optical bandgap measure-

ments are important for solar cells.

Figure 2.28: Bulk band structure schematic to show the location of carriers upon the formation
of a bound exciton. Incident photons often have just enough energy to create the exciton, but not
enough energy to separate the carriers. The transition arrow is omitted to emphasise the creation
of an exciton. Inset: Close up of the energy levels corresponding to excitonic states within the
bandgap.

Excitation under resonant conditions [90] yields a hydrogen-like absorption spectra

for a direct bandgap semiconductor; specifically, a parabolic spectrum of exciton

energies with a large density of excited states. Bound excitons are created at the

ground state, kX = |0⟩, without any change of momentum (Ekin = 0). For an

absorption transition with no net change in momentum: the carrier group velocity,
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Vg must equal zero. This can only be true where the gradient of the dispersion

relation is zero, i.e., at the CB and VB extrema.

Non-vertical excitation cannot occur under resonant conditions; without the in-

volvement of a phonon, in a higher-order process, which has a tiny probability of

occurring [163]. This is because λ ≫ a. Therefore, the value of |k| associated
with the photon is negligible in comparison with the dimension of the Brillouin zone

(2π/a). As a result, the quasi-momentum of the absorbed photon cannot sufficiently

change kX for the required non-vertical transition.

It is not to say that a free exciton (Ekin ̸= 0) cannot easily be created in a direct

bandgap semiconductor. Incident photons with an energy significantly greater than

the bandgap generate free electron-hole pairs, which bind to excitons and then ther-

malize by emission of phonons into the crystal lattice. The duration of this process

is very short [163]. The crystal lattice must be of high purity (and at a LT) for

a free exciton to exist; since impurities are very efficient at localising the exciton

wavefunction, thereby nullifying Ekin.

Intra-Band Absorption

Figure 2.29: Energy schematic to show possible direct carrier transitions during an intra-band
absorption event. The yellow and empty circles represent the conduction electrons and the valence
holes, respectively. The arrows represent the energetic direction of the subband transitions. The
upper and lower forbidden states are the donor and acceptor states at energies Edonor and Eacceptor

respectively. Here, higher order transitions are neglected.

The intra-band absorption process is illustrated in Figure 2.29, where a photon

interacts with an electron (hole) in the CB (VB). The carrier is then raised (lowered)

to an energy level with greater (reduced) energy. This process generally includes

interactions with carriers in bound states at energies near the band edges, and

transitions from higher order levels.

59



Intra-band absorption poses a greater threat to the performance of mid-infrared de-

vices in comparison to those operating at shorter λ (e.g. NIR, visible). Moreover, it

generally starts to dominate other absorption mechanisms when the incident photon

energy is less than the T -dependent bandgap energy. A quantum mechanical treat-

ment [155], where the photon energy was set comparable to the bandgap, revealed

that this process is insignificant in semiconductor lasers. For the above reasons, this

process is neglected in the analysis of Chapter 5.

Inter-Valence-Band Absorption

Figure 2.30: Energy schematic to show possible direct carrier transitions during an inter-valence-
band absorption event. It should theoretically be possible to excite an electron from the LH band
to the HH band; however in reality, materials rarely have a bandgap energy approximately equal
to the energy difference between the SO and HH/LH bands.

Inter-valence-band absorption is the process illustrated in Figure 2.30, whereby a

photon resulting from a radiative recombination event is re-absorbed by an electron

in the split-off band, and excites the electron to a vacant state in the HH or LH

bands. This process is significant when the bandgap is approximately equal to the

difference in energy between the SO and HH/LH bands, i.e. Eg(T ) ≈ Eso − Ehh.

For the GaSb/GaAs material system, the bandgap is greater than this difference

in VB energies; except at large values of k. It is assumed that the majority of

recombination happens at (or very close to) the Γ-point, hence inter-valence-band

absorption is also ruled out as a significant process in the reference sample. The

same cannot be justified for the RWELL samples because Eg is expected to reduce

and may become comparable to the Eso − Ehh energy difference as the CB edge is

lowered.

2.3.3 Fluorescence

A transition across the bandgap can be made by releasing a photon with a longer λ
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than that of the incident light, in one of several ways illustrated in Figure 2.31. Both

parts of the fluorescence processes take enough time for the emission of scattered

light to be considered isotropic.

In this work, PL emission is very likely dominated by fluorescence caused by band-

to-band and excitonic recombination. The probabilities of donor-to-acceptor, band-

to-acceptor, and donor-to-band are low. It is unlikely for many donor and acceptor

sites to be located within proximity of each other and ∆ψ is reduced for these

RWELL structures.

Indeed, it is also possible for the electron to immediately scatter elastically back

down to Ev. This process emits a photon, at the same λ as the incident photon,

with a direction of scatter that conserves momentum. Elastic scattering will have

a negligible effect on the PL results presented in Section 5.4; since the photon will

either: escape, be reabsorbed elsewhere, or be indistinguishable from the PL peak

of the frequency-doubled laser source (see Subsection 3.3.1).

Figure 2.31: Schematic band diagram of the following radiative recombination mechanisms:
a) band-to-band, b) excitonic, c) donor-to-valence-band, d) conduction-band-to-acceptor, and e)
donor-to-acceptor recombination. Phonon emission is represented by dashed lines. Although deep-
level transitions can sometimes have a radiative nature, as observed in n-type GaN [156]; here they
will be discussed in the context of Shockley-Read-Hall (SRH) recombination (see Subsection 2.3.3)
and are omitted from this diagram accordingly.

Band-to-Band Recombination

Band-to-band (BtB) recombination refers to the common process where an unbound

electron in the CB recombines with an unbound hole in the VB, as shown in Fig-

ure 2.31. A photon is formed with average energy:

hν = Eg +
1

2
kBT. (2.62)
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The first term denotes the bandgap energy at T , whereas the second term is the

thermal contribution to the photon energy, taking equipartition of energy into ac-

count whilst assuming one degree of freedom. The Boltzmann constant is referred

to as kB. The emitted photon has a similar energy to the bandgap, thus weakly

absorbed by the semiconductor. This is because electrons and holes tend to collect

close to the bottom of the CB minima and the top of the VB maxima, respectively.

The probability for a radiative electron-hole recombination event to occur is pro-

portional to the concentrations of both carriers. The radiative recombination rate,

per unit volume, can be approximated as [82]:

τ−1
r = −dnh

dt
= −dne

dt
= Bnhne. (2.63)

Where B is the bimolecular recombination coefficient. Typical values are of the

order ∼ 10−10 cm−3s−1 (∼ 10−13 cm−3s−1) for direct (indirect) bandgap bulk III-V

semiconductors [157]. This difference is to be expected since a phonon is needed to

conserve momentum and energy for indirect gap materials (see Subsection 2.1.4).

A significantly smaller B factor for Si indicates that BtB recombination is much less

probable; thus highlighting the necessity for quantum efficiency improvements (see

Subsection 2.3.4) should materials compete with market-leading gain media.

Excitonic recombination

Normally, excitons can only recombine at the band minima due to the rate of car-

rier relaxation and opposing signs of the CB and VB curvatures where k ̸= 0.

The recombination of a bound exciton produces a photon with energy according to

Equation 2.64.

hν = Eg + Eb. (2.64)

PL can be used to experimentally define Eb (Equation 2.65a) as the difference

between the electron-hole emission peak, Ee1−hh1 , and the exciton emission peak, EX.

If EX is unresolved in the PL spectra, a theoretical estimate of Eb may be obtained

(Equation 2.65b) for the exciton ground-state (n=1), by subtracting the theoretical

exciton energy from the combined electron and hole subband energies [166].

Eb = Ee1−hh1 − EX, (2.65a)

= Eeh −
4µ∗Ry

m0ε2r
. (2.65b)
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Where Ry = 2.18 × 10−18 J, represents the Rydberg energy, and all other symbols

have their usual meanings. The factor of (n−1/2)2 = 1/4 arises in the denominator

of the exciton eigenenergy term, due to the dimensionality of the QW [167]. The

carrier confinement energy, Eeh = Eh + Ee, is the addition of hole confinement

energy from the nanostructures Eh, and electron confinement energy from the QW,

Ee. If a carrier is trapped, e.g. by a defect, or strain-induced potential minima,

then Eeh is augmented by the energy required for the carrier to overcome the barrier

caused by the trap potential at that site. The hole confinement energy, Eh, inside a

QD can be estimated by Equation 2.66:

Eh =
π2h̄2

2m∗
h∅2

. (2.66)

Where ∅ represents the QD diameter, and not the radius [168]. The electron con-

finement energy, Ee, inside a QW with potential barrier height V0, can be estimated

using the finite QW model (Equation 2.67), of which, tunnelling effects are taken

into account:

Ee =
h̄2k2n
2m∗

e

. (2.67)

Here, m∗
e is the effective mass of the electron inside the QW, and the constant

kn is referred to (with caution) as a wavenumber. Importantly, kn is not related to

momentum; rather, it is a count of the number of crests belonging to a wavefunction

inside the QW. Inside the QW, kn =
√
2m∗

eE/h̄; whereas within the barrier, kn =√
2m∗

barrier(V0 − E)/h̄ and m∗
barrier is the electron effective mass inside this region.

Many particle interactions, caused by increasing Ils, will change EPL. This energy

shift of excitonic recombination ∆EX is separable into three distinct contributions

[159]:

∆EX = ∆Ee−e +∆Eh−h +∆Ee−h. (2.68)

Where ∆Ee−e, ∆Eh−h, and ∆Ee−h are contributions from the electron-electron,

hole-hole and electron-hole interactions, respectively. In type-I structures, all three

contributions are approximately equal, owing to their similar electron and hole wave

functions [169]. However for a type-II structure, ∆Ee−h is relatively smaller due to

the spatial separation of charges. The RWELL structure explored in this work

is expected to have a greater energy shift ∆Ee−e than standard GaSb/GaAs QRs

[47, 81, 91, 170], due to an increase of electron interactions with additional QW

confinement.
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Donor-to-Band Recombination

Donor-to-band recombination is a radiative process that usually occurs at LT, where

an excess electron is trapped in a state just below the CB edge, i.e. at a donor level.

The bound electron recombines with a free hole inside the VB and emits a photon

with an energy according to Equation 2.69. The vacant donor site remains positively

charged until another electron is trapped.

hν = Eg − Eion +
1

2
kBT. (2.69)

Importantly, an ionization energy Eion, must be spent through scattering and/or

tunnelling processes to free the electron. Hence, the luminescence has a longer λ

than the incident photon.

Band-to-Acceptor Recombination

This type of radiative recombination is similar to the above process, except for

bound holes. An excess hole is trapped in a state just above the VB edge, referred

to as the acceptor level. A free electron inside the CB then recombines with the

bound hole and creates a photon with energy according to Equation 2.69. The filled

acceptor site will have a net negative charge until another hole is trapped.

Both types of free-to-bound recombination processes exhibit a faster decay, with

increasing T , than that of BtB, due to thermal excitations out of the bound states.

In other words, the donor (acceptor) states begin to merge with CB (VB) states at

sufficiently HT.

Donor-to-Acceptor Recombination

A further case considers the possibility of radiative recombination in materials with

significant concentrations of impurities. At LT, trapped electrons recombine with

trapped holes and release photons with energy according to Equation 2.70.

hν = Eg − (Edonor + Eacceptor) +
e2

4πε0εrrd→a

. (2.70)

Where Edonor and Eacceptor refer to the donor and acceptor ionization energies, re-

spectively. Coulomb attraction between both types of carrier is taken into account

by the last term. Here rd→a refers to the donor-acceptor separation and is not to be

confused with aX. All other symbols have their usual meanings.

There are T -dependent electron-hole recombination processes which only generate
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phonons instead of photons. It is worth highlighting that the non-radiative recom-

bination channels discussed in the following Subsections can never be completely

avoided, since any semiconductor will have at least some native defects. Increas-

ing T causes a drop in IPL, thus degrading the performance of LDs. Typically,

non-radiative mechanisms begin to dominate beyond T ≈ 100 K [172].

Surface Recombination

Dangling bonds (see Figure 2.24) are partially filled electron orbitals which can exist

on a semiconductor surface and between layers (at interfaces). These are caused by

a discontinuity of the crystal lattice periodicity, i.e. where neighbouring atoms of

the same type are missing.

Since valence orbitals are unable to form a chemical bond, they can either reconstruct

themselves to form bonds between neighbouring atoms within the same plane or

bind to impurities during growth (e.g. carbon). The former creates a new atomic

structure with different energy states to that of bulk material, whereas the latter

injects new energy states; both of which act as non-radiative recombination centres.

The “forbidden” states can either be donor-like, or acceptor-like, and the surface

recombination rate depends on the velocity of minority carriers migrating to the

surface (∼ 106 cm·s−1 in GaAs [82]).

As a rule of thumb, to minimise non-radiative losses from surface impurities: the

distance between the surface and a p-n junction should at minimum be three mul-

tiples of the magnitude of the free carrier diffusion length [157]. Moreover, post

growth techniques such as surface passivation, e.g. the deposition of an ultrathin

InP layer [173], aim to eliminate dangling bonds and reduce impurity concentrations

within the material.

Auger Recombination Processes

An Auger recombination process describes one of four types of strongly T -dependent,

non-radiative, mechanisms. When an electron and a hole recombine in a BtB tran-

sition; the energy is absorbed by a third carrier, rather than emitted as a photon.

This excites the electron (hole) higher (deeper) into the CB (VB). Subsequently,

the carrier relaxes towards the band extrema by emitting phonons. Each of the

processes are shown in Figure 2.32. Notably, it is unlikely for Auger recombination

to occur in semiconductors with a large bandgap, due to typically large electron ef-

fective masses and therefore large transfers of quasi-momentum. Thus for the Auger

event to occur in this case, holes must exist at an unrealistically-deep energy state.

The CHCC process involves a collision between two electrons in the CB. One of them
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Figure 2.32: Schematic to show the four main non-radiative Auger recombination processes: a)
conduction-heavy conduction-conduction (CHCC), b) conduction-heavy heavy-heavy (CHHH), c)
conduction-heavy light-heavy (CHLH), and d) conduction-heavy spin-orbit-heavy (CHSH).

recombines with a hole in the VB and the excess energy excites the other electron

higher into the CB. However the remaining processes involve one electron and two

holes. An electron-hole recombination event either: promotes a HH to a valence

state of higher energy (CHHH); excites a hole from the LH band to the HH band

(CHLH); or excites a hole in the SO band to the HH band (CHSH). The CHCC

process occurs predominantly in semiconductors with an abundance of electrons,

while the other processes typically require an abundance of holes.

Limiting the density of final states available to the third party carrier will suppress

Auger processes and mitigate inter-valence-band resonances [79, 174]. The CHCC

Auger recombination process is most likely to be of significance to this work; since

varying the carrier overlap with changes to electron confinement, will change the

number of final vacant Auger states that the electrons are able to scatter into.

Additionally, CHHH, CHLH and CHSH Auger processes are less likely to have an

observable impact, since all three have a p-type semiconductor requirement; more-

over, the HH and LH bands in GaSb/GaAs are rather wide, and degenerate close

to the band maxima.

The Auger non-radiative recombination rate, RAuger, for the CHCC process is given

by:

RAuger = Cnn
2
enh. (2.71)

Whereas for the remaining Auger processes:

RAuger = Cpnen
2
h. (2.72)

The Auger coefficients, Cn,p are usually different due to variation between the

CB and VB structures. In the high excitation regime, the concentration of non-

equilibrium carriers surpass that of the equilibrium carriers; therefore the total Auger
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recombination rate is:

RAuger = (Cp + Cn)n
3
e = CAugern

3
e. (2.73)

Clearly, the luminescence efficiency is only significantly impacted by Auger recom-

bination at large excitation intensities (or carrier injection currents), as indicated

by the cubic carrier concentration dependence. Moreover, the Auger recombination

rate is strongly T -dependent:

RAuger ∝ e(−Ea/kBT )T 3. (2.74)

Where the exponential term dominates and Ea corresponds to a specific Auger

process. The activation energy of the CHCC process, ECHCC
a , can be calculated

according to Equation 2.75, with Eg, ∆so, and the effective masses of the electrons

(m∗
e), HHs (m

∗
hh), and SO holes (m∗

so).

ECHCC
a =

m∗
eEg

m∗
e +m∗

hh

. (2.75)

Shockley-Read-Hall Recombination

There is debate whether SRH or Auger recombination is the main cause of per-

formance degradation of luminescent devices (see [82] vs. [176]), which is further

fuelled by uncertainty that arises upon consideration of the exact respective weights

of defect-related scattering mechanisms in both types of process.

SRH recombination refers to non-radiative processes due to trapping of free carriers

native defects within an active region, e.g. vacancies, interstitials, impurities, and

dislocations etc. Specifically, it refers to recombination mid-bandgap via deep trap

levels. Although that is not to disregard the capability defects have to act as scatter-

ing centres and also cause indirect Auger processes; as described in Ref. [175], where

observations of a single InGaN/GaN QW were used to derive a linear dependence

between the SRH and bimolecular defect-assisted Auger coefficients.

The SRH recombination rate is defined as [177]:

RSRH =
p0∆n+ n0∆p+∆n∆p

(nTνhσh)
−1 (n0 + n1 +∆n) + (nTνeσe)

−1 (p0 + p1 +∆p)
. (2.76)

Where the trap concentration is denoted by nT; the electron and hole thermal veloc-

ities by νe,h; the carrier capture cross sections of the traps for the electron and holes

by σe,h; and it is assumed that ∆n = ∆p. The electron and hole concentrations
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when the trap level has an energy equal to the Fermi energy, are represented by n1

and p1, respectively. They are expressed in terms of the energy difference between

the deep trap level (ET) and the Fermi level of an intrinsic semiconductor (Ei
F):

n1 = nie
(ET−Ei

F)/kBT , (2.77a)

p1 = pie
(ET−Ei

F)/kBT . (2.77b)

Substituting RSRH = ∆n, p/τ returns the non-radiative lifetime of either excess

carrier. This expression is simplified upon distinguishing what the majority carriers

are, and assuming a small deviation away from equilibrium. Consequently, the

following relations hold:

n-type:

n0 ≫ p0, (2.78a)

n1 ≫ p1, (2.78b)

n0 ≫ n1, (2.78c)

∆p≪ n0. (2.78d)

p-type:

p0 ≫ n0, (2.79a)

p1 ≫ n1, (2.79b)

p0 ≫ p1, (2.79c)

∆n≪ p0. (2.79d)

The minority non-radiative recombination rates for electrons (τn0)
−1 and holes (τp0)

−1

are then:
1

τn0

= nTνeσe, (2.80a)

1

τp0
= nTνhσh. (2.80b)

Thus proving that the rate of minority carrier capture does indeed limit the SRH

recombination rate.

2.3.4 Total Recombination Rate

The amount of light produced as excess carriers return to a state of equilibrium

depends on the relative contributions of radiative and non-radiative processes. The

total recombination rate τ−1 is given by the sum of the inverse radiative (τr) and

non-radiative (τnr) lifetimes:

τ−1 = τ−1
r + τ−1

nr . (2.81)

Furthermore, the internal quantum efficiency, ηint, can be defined as:

ηint =
τ−1
r

τ−1
r + τ−1

nr

. (2.82)
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The RT internal luminescence efficiencies of the first III-V structures were extremely

low (< 1 %). Currently, high-quality bulk and QW semiconductors can have ηint-

values in excess of 90 %. This improvement is attributed to improved crystal quality,

and reduced defect and impurity concentrations [82].

Not all emitted photons are able to escape from within the material due to reab-

sorption effects and total internal reflections [178]. For optoelectronic devices, ηext

is closely related to ηint and is expressed by Equation 2.83 as the ratio of the num-

ber of emitted photons (Nph) to the number of photons absorbed by the system

(N ′
ph) [179].

ηext =
Nph

N ′
ph

. (2.83)

Hence, an external quantum efficiency (EQE) value close to unity (in the absence

of an optical cavity) indicates that the light generation is extremely efficient.
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Chapter 3

Research Methods

Chapter 3 discusses the theoretical and experimental methods employed in this work.

Specifically, the simulations, epitaxial growth, and characterisation of the reference

and RWELL samples. A discussion on the hc calculation is first presented. Following

a brief overview of the computational methods used to calculate band structure,

the k · p envelope function theory is introduced, along with its implementation in

3D with Nextnano++. This Chapter then focuses on the important ZB parameters

(Tables 3.1 and 3.2) required for the 8-band model [211], along with the assumptions

made. Bowing is considered and the procedure used to interpolate the parameters

is outlined in section 3.1.2. In Subsection 3.2, the MBE system is described in

detail, along with the growth techniques and procedure used to form the QRs.

Next, the PL characterisation technique is discussed in Subsection 3.3, along with

configuration of the implemented system. Uncertainties corresponding to the optical

measurements and their analysis are considered, which leads to discussion on how

the data was processed. This chapter concludes with details on the physics of AFM

and XRD. Although the simulation chapter in this thesis is presented before the

experimental chapter, the calculations were actually performed post-experiment due

to an unforeseen change of project during Covid-19 lockdown. The new research aim

validated the adopted fitting procedure and generated further understanding for the

interpretation of results.

During this project, I became a competent and independent operator of the MBE

system. I am able to grow a range of monolithic semiconductor structures; including

bulk heterostructures, thin films (MQWs and digital alloys), and 0D nanostructures.

A relatively new technique to form QRs without the need for a hot upper layer was

applied for the first time to InGaAs-capped GaSb/GaAs QRs. I was extremely

fortunate to assist with MBE repair and maintenance tasks including: bake-out,

calibration, leak detection, crucible, shutter, and ion gauge filament replacement,
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mass spectrometer instalment, and part-salvage from an older system. Experimental

work beyond the scope of this thesis included forming GaAs templates for selective

area growth by nanodrilling, and “V”-trench patterning of Si substrates for III-V/Si

integration. Supplementary information on this technology employed at the Lan-

caster Quantum Technology Centre is included for completeness in Appendix B.

Furthermore, I gained a lot of experience in PL spectroscopy and started to build

a new µ-PL system (including a: 405 nm laser source, Oxford Instruments He Mi-

crostat, iHR320 monochromator, SR830 DSP lock-in amplifier, InSb detector etc.).

I became proficient with AFM and XRD techniques and performed all of the mea-

surements and analysis in Chapter 5. I wrote a Python script to estimate hc for

an InxGa1−xAs QW as a function of x. Dr J. Llorens assisted me in simulating the

structures of Chapter 4, in a collaboration with the Institute of Micro and Nan-

otechnology, Madrid. I adapted a Python script that was kindly provided to me in

order to estimate the 8-band InxGa1−xAs parameters. These were implemented into

Nextnano++, to create 3D simulations of the strain, band structure, wavefunction

probabilities, and transition energies of a typical nanostructure (excluding the WL)

found in the grown samples of Chapter 5. These results were then compared with

experimental data to supplement the conclusions made from a limited data-set.

3.1 Simulations

3.1.1 Critical Thickness Calculation

Equation 3.1 desribes the hc model used in this work [114,115]. It is deemed a reason-

able rule-of-thumb for placing an upper limit on the choice of a stable In0.06Ga0.94As

layer thickness for the following reasons. Experimental designs tend to stay well clear

of theoretical hc-values. Maximising the QW thickness is not as important in this

work as observing the effects by changing it, hence deeper theoretical consideration

of hc does not aid the objectives of this thesis. Moreover, the isotropic approxi-

mation significantly underestimates hc in the InGaAs system [116], thus providing

further assurance of high quality growth.

hc =
|b|(1−D cos2(αB))(ln(hc/|b|) + 1)

4πf(a)(1 +D) cos(λB)
. (3.1)

Where |b| is the slip distance, D is assumed to be along the [001] direction, λB is

the angle between the Burgers vector and the construction line perpendicular to the

glide-surface plane intersection, and αB is the angle between the Burgers vector and

the dislocation line (see Figure 2.26). Low-misfit systems tend to be predominantly
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populated by 60 ° dislocations which glide along the ⟨110⟩ and ⟨110⟩ directions of

the (111) plane. The few edge dislocations that form at the interface are due to

reactions of complementary 60 ° dislocations [115], thus cos(λB) and cos2(αB) in

Equation 3.1 are assumed to be 1/2 and 1/4, respectively. All other symbols have

their usual meanings.

A comprehensive review on the historical development of the models used to calcu-

late hc is presented in Ref. [117]. The concept developed into the most commonly-

used approach presented by Matthews and Blakeslee [114]. Various implicit expres-

sions of hc emerged from this theory, necessitating clarification on the correct form

and associated parameter values in the work of Ref. [115]. It is interesting to note

that an explicit solution for hc has since been identified [118]; whereby the equa-

tion proposed by Matthews and Blakeslee is reformulated in terms of the Lambert

W -function.

3.1.2 Quantum Ring Modelling

A number of methods, ranging from ab initio to the empirical, exist to calculate the

electronic structure of crystals. Ab intio methods are calculations from first princi-

ples, e.g. density functional theory, or better yet, quasi-particle calculations for the

ground-state of materials whilst accounting for electron correlations; and the non-

equilibrium Green’s function, which describes transport phenomena in nanoscale

devices. Conversely, empirical methods use a group of adjustable and experimen-

tally derived parameters to fit known features of the bulk band structure. Literature

tends to focus on pseudopotential- or TB- based approaches. Solving by first prin-

ciples is the most accurate. Nevertheless, improved accuracy comes at the price of

poorer efficiency due to requiring extended computation time and resources. Large

N -body systems severely impact the algorithmic efficiency, hence a supercomputer

(cluster architecture) is often required to reduce run-times to within viable limits.

Quantum computers are expected to solve this problem entirely; hence it is highly

likely that their establishment will lead to new predictions of subtle physics currently

unknown with the most realistic models.

k · p Perturbation Theory

This method is a semi-empirical approximation to the real band structure near the

Γ-point. Eigenfunctions are described as linear combinations of multi-band envelope

functions multiplied by the corresponding periodic parts of the Bloch functions. It

offers a pretty good cost balance with respect to finding the band dispersion and

effective masses around the centre of the BZ, hence is favoured in this work; given
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that only ground-state recombination needs to be simulated, thus solutions far away

from Γ are not of interest.

Notably, the fundamental theoretical contributions to this method are as follows:

Development of k · p theory is attributed to the work of Luttinger and Kohn [183],

and applied to heterostructures by Bastard [184]. The coupling of the CB and VB

was derived by Kane [185]. The inclusion of strain within the Hamiltonian was

considered by Bir and Pikus [186,187]. Moreover, the problem of operator ordering

is attributed to Burt [188] and the treatment of spurious modes by Foreman [189].

There are various models which differentiate by the amount of bands considered

and how they are coupled. The simplest of these, which encapsulates more than one

VB at the Γ-point, is the 4-band model. Bloch functions are assumed to be spin

degenerate in this model, i.e. only the CB, HH and LH bands are considered. The

SO band is included by taking the SO interaction into account. This leads to the

6-band model, where there are two Bloch functions for each VB corresponding to

spin-up and spin-down states. So far treatment has ignored the coupling between

the CB and VB; taking this into account leads to the 8-band model. To provide

the CB-VB coupling, the Kane interaction term is considered by inserting P0k1,2,3

in the conduction-valence blocks, Ĥcv,vc(k). Where the momentum matrix element

at the band extrema, P0, is related to the optical momentum matrix element (Kane

parameter), Ep, by:

P0 =

√
h̄2

2m0

Ep (3.2)

At Γ, the same effective masses are always obtained using either of the 2-, 4-, 6-

or 8- band models. Increasing the number of bands improves the description of the

band structure at large k-values. Indeed, a simpler model is preferable with respect

to efficiency optimisation; however, the type-II nature of the samples under study

necessitated the additional complexity incurred by the 8- band model. Moreover,

the single band approximation is not applicable to this work, since the effective

masses for each band are left uncorrected by strain.

Nextnano++

Nextnano++ software [180] was used to model the electronic properties of the grown

samples in 3D. The code (developed by Andlauer [181, 182]), is based upon the

multi-band k · p envelope-function method. This software provides an intuitive

environment to solve the Schrödinger, Poisson and current equations self-consistently

for any arbitrary structure, provided that the required fundamental shapes exist
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within its library. The parameters within the Nextnano++ database are drafted

mostly from Vurgaftman [107] and can be overwritten easily. Calculations are solved

in real-space (Cartesian basis), utilising a discrete grid of N nodes. Notably, layers

are assumed to have abrupt interfaces.

A number of calculations were made in two separate investigations. The width of

an In0.06Ga0.94As QW was first varied up to 25 nm, in increments of 5 nm. These

results were compared to the GaSb/GaAs QR reference calculation. Next, x was

varied between 10 ≤ x ≤ 30 % for a 10 nm QW, in order to check the feasibility

of λ extension using this structure. The calculation sequence implemented here,

begins by calculating the strain minimisation and piezoelectric charge density [213].

These charges arise where piezoelectric constants change abruptly, i.e. in an in-

homogeneous strain field, or at a heterojunction; due to the shear strain-induced

displacement of carriers within the unit cell. Large shear strains occur at the edges

of the QR due to geometry nd lattice misfit. Since the structure has interfaces

with edges that are much sharper than the grown samples, the total charge density

may be over estimated in the simulations. A high strain solver residual accuracy

(< 10−12) is implemented, and the density of pyroelectric charges is assumed neg-

ligible for ZB structures in Nextnano++. Next, the 8-band k · p envelope function

is approximated to determine the bandgap and confinement energies of the car-

rier states. Finally, the program iterates through self-consistent calculations of the

Schrödinger and Poisson equations to determine the carrier wavefunctions. Carrier

densities are computed from their respective wavefunctions, which are generated

with each quantum iteration. The previous value for carrier density is substituted

into the Poisson equation, during the next calculation cycle, in order to update the

electrostatic potential. The solver needs to compute a reasonable number of states

to avoid truncating the quantum density; a problem which often leads to issues with

convergence and direction of the electrostatic potential. A selection of 20 electron

and 20 hole eigenvalues were enough to maintain the accuracy of the solver, whilst

keeping runtimes and computational effort low.

Parameter Choice

The correct choice of parameters is crucial in order to obtain an accurate description

of the band structure. The ZB 8 × 8 Hamiltonian parameters are tabulated in

Table 3.1. Namely, the: effective CB mass (m∗
e[001]), modified Luttinger parameters

(γ′1, γ
′
2, γ

′
3, and κ′), Eg(0 K), offset of the three VB energy average (∆Ev), ∆so,

inversion asymmetry parameter (Binv), ac, av, b and d.

Empirical methods rely critically on correct parameters. The Nextnano++ material

database contains some errors, hence it was ignored in favour of directly importing
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the values generated by the python script. The code interpolates an inventory of

binary material data and creates an output file containing the corresponding ternary

values. Some parameters were kept the same due to their origins (see Subsection

3.1.2). Importantly, the T -correction for the bandgap is computed with the Varshni

parameters. Care must therefore be taken to avoid applying the thermal expansion

twice, by using the RT lattice constant and the bandgap at 0 K.

Parameter GaSb GaAs InAs Ω In0.06Ga0.94As

a [Å] 6.09590a 5.65325a 6.05830a 0a,b 5.67755
aexp [µÅ] 47.2a 38.8a 27.4a 0a,b 38.1

ε0 15.69 12.90 15.15 0 13.04
ε∞ 14.44 10.89 12.25 0 10.97

C11 [GPa] 88.42∗a 122.10∗a 83.29∗a 15.50b 118.90
C12 [GPa] 40.26∗a 56.60∗a 45.26∗a 2.20b 55.80
C44 [GPa] 43.22∗a 60.0∗a 39.59∗a 17.90b 57.77
e14 [C/m2] −0.168c −0.160c −0.044c 0a −0.153
Eg(0 K) [eV] 0.812a 1.519a 0.417a 0.477a 1.426
α [meV/K] 0.4170a 0.5405a 0.2760a 0a 0.5246
β [K] 140a 204a 93a 0a 197
ac [eV] −7.50a −7.17a,b −5.08a,b −1.47b −6.96
av [eV] 0.80a 1.16a,b 1.00a,b 0a,b 1.15
b [eV] −2.00a −2.00a,b −1.80a,b −0.20b −1.98
d [eV] −4.70a −4.80a,b −3.60a,b −0.43b −4.60

∆Ev [eV] 1.777 1.346 1.390 −0.380a 1.370
∆so [eV] 0.760a 0.341a 0.390a 0.150a 0.335

γ1 13.40a 6.98a 20.00a 8.67 7.27
γ2 4.70a 2.06a 8.50a 3.75 2.23
γ3 6.00a 2.93a 9.20a - 3.07
∆γ 1.300 0.870 0.700 0.481a 0.833
κ 3.18 1.20 7.68 0a 1.59
γ′1 2.32 0.66 2.81 2.02 0.68
γ′2 −0.84 −1.10 −0.09 0.43 −1.06
γ′3 0.46 −0.23 0.61 - −0.04
∆γ′ 1.300 0.870 0.700 −2.844 1.020
κ′ −2.36 −1.96 −0.91 0 −1.90

S [m0] −2.2517 −2.8758 −4.7916 1.2840 −3.0632
Ep [eV] 27.00a 28.80a 21.50a −1.48a 28.45

Table 3.1: 8-band k · p input parameters and their corresponding bowing values for the
In0.06Ga0.94As ternary, at the Γ-point where applicable. The Landé factor, g, and Binv are set to
zero. Values with an asterix (∗) denote erroneous elastic constants tabulated in Ref. [107], and
have been corrected by a factor of 10. T -dependent constants are specified at RT unless otherwise
stated. The temperature correction of Eg and a is computed in Nextnano++ using the Varshni
and lattice expansion parameters. The γ -values are adimensional as Nextnano++ input parame-
ters; they effectively behave as effective masses in the Hamiltonian. The 5th column corresponds
to the InGaAs Bowing constant (see Subsection 3.1.2). Values with exponents a-c are extracted
from Refs. [107, 214, 215] respectively; the rest are either calculated from other parameters (see
Table 3.2), or obtained from the Nextnano++ database.
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Although the Binv parameters are non-zero, they are assumed negligible. In fact,

there is somewhat more numerical error corresponding to the uncertainty of this

empirical parameter, than the amount of correction it introduces to the Nextnano++

output. Furthermore, Binv is much less important for an ensemble due to its tiny

energy scale. It is usually relevant when studying single nanostructures, e.g. fine

structure splitting of excitons.

The ac,v variables are based upon measurements of the bandgap with hydrostatic

strain. The deformation potential is split into a sum of CB and VB contributions,

a = ac + av, hence the values tabulated in Ref. [107] are positive. Conventionally

[119], Nextnano++, and many authors find it intuitive to reflect the bandgap as

a transition energy, hence take the difference of deformation potentials (a = ac −
av) and list values with the opposite sign. Large ac,v-values correspond to band

structures which are strongly affected by strain. The sign of ac,v indicates how the

CB edge shifts under tensile (ε > 0) and compressive (ε < 0) strains.

The isolated CB curvature at the Γ-point is given by the inverse of m∗
e. The inter-

action with all other remote bands is approximated implicitly. In the 8-band model,

however, S is not an effective mass, but a fictitious value in the CB elements,

Ĥcc(k, ε̂) = Ec + {h̄2/2m0}Sk2 + Tr(ε̂). It provides the correct band curvature

from the empirical Ep, Eg, and ∆so parameters, and is derived by removing the

explicit VB contributions expressed in the 8-band Hamiltonian matrix. The 6-band

effective mass is removed by the following procedure: the Kane interaction term is

introduced and then 1/m∗
e is replaced with S, the full Hamiltonian is diagonalised,

and the highest eigenvalue is differentiated twice with respect to k, finally |k|= 0 is

substituted to arrive at Equation 3.3.

S =
m0

m∗
e

− Ep

3

(
2

Eg

+
1

Eg +∆so

)
,

=
m0

m∗
e

− Ep

Eg +
2
3
∆so

Eg(Eg +∆so)
.

(3.3)

Specifically, the contribution from the HH and LH bands is 2E−1
g , and from the SO

band: (Eg + ∆so)
−1. By construction, this curvature is equal to the effective mass

of the CB since nothing has been added, rather the matrix representation of the

Hamiltonian has been renormalised.

Despite its consistency, the validity of the 8-band curvature makes it quite common

for spurious solutions to appear. Specifically, the implementation of inaccurate k ·p
parameters is one known cause. The spurious wavefunctions are not physically sen-

sible and may strongly oscillate or spike at heterojunctions. Furthermore, their CB
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eigenvalues may also reside in the bandgap. There is freedom in fixing the S-value,

hence it is possible to remove the spurious solutions in a few ways, however none

are a universal fix. Nextnano++ grants the option of completely neglecting remote

bands, by setting S = 1 and then re-scaling all relevant parameters accordingly;

starting with Ep:

Ep =

(
m0

m∗
e

− 1

)
Eg(Eg +∆so)

Eg +
2
3
∆so

(3.4)

Bowing

Since m∗
e, Ep, Eg, and ∆so all change with composition, S inherits their combined

bowing. Some authors assume ∆so follows Vegard’s Law for the InGaAs QW since it

was found to cause little difference (4 %−14 % depending on T , x, and whether the

SO interaction is included) to the calculation accuracy with respect to experimental

data [214]. This is because ∆so at the Γ-point ranges from 0.32−0.36 eV, and 0.37−
0.41 eV for GaAs and InAs, respectively [107]; therefore expected to weakly impact

the compositional bowing of band energies [214]. It was decided however to use the

bowing value of 0.15 stated in Ref. [107] to maintain the highest possible accuracy

in aid of the interpretation of experimental results in Chapter 5. Importantly, the

interpolation of ∆γ = γ3 − γ2 was used to consider the warping of the VB:

• Establish the HH and LH masses (presented in Table 3.2) for each binary in

terms of γ1 and γ2:
m0

m∗
hh[001]

= γ1 − 2γ2, (3.5a)

m0

m∗
lh[001]

= γ1 + 2γ2. (3.5b)

• Then compute bowing on both the HH and LH effective masses. The bowing

values were taken from [107].

• The correct γ1 and γ2-values are recalculated from the updated InxGa1−xAs

hole masses by rearranging Equations 3.5a and 3.5b.

• Finally, to calculate γ3: ∆γ is used, along with its corresponding bowing

parameter [107] and the updated γ2-value.

The 8-band γ′ variables are derived using the 6-band variables by Equations 3.6a-

d. Therefore, they inherit any bowing applied to the 6-band variables. However,

care should be taken to ensure they are interpolated correctly. Directly modifying

the InGaAs 6-band parameters erroneously calculates the binary γ′-values with Ep

and Eg corresponding to In0.94Ga0.06As, hence the resulting γ′-values lay outside

of the binary ranges. To avoid this, the effective bowing constants were found by
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Effective
Mass

GaSb GaAs InAs Ω In0.06Ga0.94As

m∗
e[001] 0.0390a 0.0670a 0.0260a 0.0091a 0.0640

m∗
hh[001] 0.250 0.3497 0.3333 −0.1450a 0.3568

m∗
lh[001] 0.044 0.0901 0.0270 0.0202a 0.0852

m∗
so[001] 0.120 0.172 0.140 0.000a 0.170

Table 3.2: Carrier effective masses at the Γ-point for the In0.06Ga0.94As ternary, in units of [m0].

rearranging Equation 2.41 for Ω, whilst using the strain-corrected effective masses.

These were then modified to quadratically interpolate the binary γ′1 and γ′2-values.

The γ′3-value was found by modifying the bowing constant of ∆γ′ and implementing

the approach outlined above.

γ′1 = γ1 −
Ep

3Eg

, (3.6a)

γ′2 = γ2 −
Ep

6Eg

, (3.6b)

γ′3 = γ3 −
Ep

6Eg

, (3.6c)

κ′ = κ− Ep

6Eg

. (3.6d)

Bowing is typically assumed null for the hydrostatic and shear deformation poten-

tials. However, Khomyakov et al. [214] predicted InGaAs ternaries to exhibit a

non-negligible upward compositional bowing (av is still assumed to follow Vegard’s

law). Elastic constants were also found to deviate from Vergard’s law [214], thus

affecting the perpendicular strain through D. Accurate band edge energy calcu-

lations therefore require quadratic interpolation of these constants; particularly in

the case of In-rich InGaAs ternaries. It was deemed necessary to encapsulate such

bowing in this work despite growing samples with a weak ternary alloy, since the

alloy concentration was increased up to 30 % in further calculations.

Simulated Structure

Two 3D structures are created to model the reference and RWELL samples. These

are presented in Figure 3.1. For the reference, a single, flat ring-shaped GaSb

nanostructure is encased in a GaAs matrix which extends 50 nm in space from the

top and bottom surfaces of the QR, and 50 nm radially from either either edge

of the QR. The RWELL samples are modelled similarly to the reference, with the

exception that the QR is capped with an InxGa1−xAs QW of varied x and width.
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Figure 3.1: 2D cross section plots to show the a) top view, b) side view, of the simulated
GaSb/GaAs QR structure; along with the c) top view, and d) side view of the simulated 10 nm
InxGa1−xAs-capped GaSb/GaAs QR structure. Here, greyscale is used to distinguish between
GaAs, InxGa1−xAs and GaSb, where the shading reflects a. The red dotted lines are guides for
the eye to show where the 1D-slices are taken.

For these simulations, the GaAs matrix extends 50 nm in the z-direction from the

top and bottom surfaces of the QW. The QR is assumed to be 4 nm tall, thus the

dissolution effect has been ignored in this work. Neglecting the likely formation of a

weak Sb-incorporated quarternary coating around the QR simplifies the QR model.

A reasonable QR thickness was assumed from Ref. [47], where 0.5 is suggested for

the ratio of thickness to the overall size of the QR. An AFM measurement (Figures

5.9 and Figure 5.8) informed the estimate of the average diameter for the QRs

ensemble, thus the inner and outer radii are set at 6 and 12 nm, respectively.

A non-homogeneous grid was applied to balance the computational effort of a larger

structure with decent resolution. The line separation was set to 2 nm between the

grid boundary and 10 nm above, below, and either side of the nanostructure. The

line separation then approaches 1 nm to obtain a higher resolution in the region

of interest. In these simulations strain is assumed to have zero relaxation through

blurred interfaces. The substrate (not shown) is assumed to be completely relaxed
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by using Dirichlet boundary conditions.

3.2 Molecular Beam Epitaxy

Monolithic (bottom-up) growth circumvents the need for transfer and bonding men-

tioned in Subsection 2.2.3, hence it remains attractive for its simplicity in light of

convergence towards cheaper, efficient and complementary metal-oxide semiconduc-

tor (CMOS) compatible production. Notably, CMOS compatibility is a widely-

debated topic with regards to definition and plausibility. Top-down heterogeneous

approaches to fabrication, such as the selective removal of bulk material to create a

free standing structure, tend to be costly and the necessary long wet-etch times are

likely to damage the epitaxial film.

MBE growth is advantageous over other monolithic approaches to semiconductor

fabrication, since it allows for very precise control of composition and thickness. It

is also easy to produce abrupt interfaces.

3.2.1 Equipment Setup I

Figure 3.2: Photograph of the MBE system used to grow the samples of this work.

All of the GaSb/GaAs QR samples in this work were grown via solid-source MBE;

using the vintage VG-V80H MBE reactor shown in Figure 3.2. Essentially, an MBE

system comprises a vacuum subsystem, a deposition subsystem, a computer (and

software), and bakeout accessories. The vacuum subsystem incorporates valves, an

80



air compressor, router, turbo, two ion pumps, and a cryo-pump. During growth,

the current vacuum system can maintain pressures down to 10−11 mbar through the

series of pumping technologies and the use of liquid nitrogen (LN2). The deposition

sub-system can be thought of as having three main sections: a fast entry lock, a

preparation chamber and a growth chamber (see Figure 3.3). LN2 is supplied to the

header tank (growth chamber) from a dewar. The substrate is held in a rotating

manipulator inside the growth chamber under ultra-high vacuum. There is also

an area specifically dedicated to sample outgassing that is furthest away from the

growth chamber. The bakeout accessories include heater lamps and stainless steel

panels which enclose the MBE system in an insulating box.

Figure 3.3: Schematic diagram of the simplified MBE growth chamber (not to scale). Here, the
Ga and As cell shutters are both opened to grow GaAs. Growth is then terminated by closing the
Ga shutter.

The growth chamber is loaded with Knudsen cells for each available group-III source

(In, Ga etc.). Cracker cells are also equipped for the As and Sb sources; these are

a special type of cell with two different T -zones. The lower-T zone produces a

tetrameric As4 or Sb4 vapour. The higher-T cracking zone is then used to break the

tetramers into As2 or Sb2 dimers. These dimers react more aggressively than their

corresponding tetramers,, and therefore increase reaction rates.

The cells are directed towards the sample surface as shown in Figure 3.3. Each

cell contains a pyrolytic boron nitride crucible to store the source material. The

crucibles are heated by a tungsten filament to induce sublimation (vaporisation in

the case of Ga), and build up a T - and material- dependent pressure. Once the
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shutter is opened, a homogeneous beam of gaseous molecules ejects from the cell

nozzle and reaches the surface of the substrate. Thus layers of semiconductor are

deposited over time, via adsorption.

We are able to automate our growths by remotely actuating the shutters with a

pre-written recipe and the use of pneumatically driven controllers (stepper motors

for the cracker cells). The cell temperatures can be ramped and are monitored

by thermocouples. A heater allows fine control of the substrate temperature, Tsub,

inside the manipulator. Ion gauges are fitted to the preparation and growth cham-

bers to monitor the background pressure and the beam equivalent pressure (BEP),

respectively.

The BEP is an approximate measure of the local vapour flux, that would strike the

sample surface if the manipulator was set to the growth position. BEP measurements

establish a working range for the cell and gather quantitative data for estimating

deposition rate. The measurements should start and finish with the group-III and

group-V cells, respectively. This is to minimise the time it takes to stabilise the BEP

reading; since group-III beams have a smaller cross-section than group-V beams,

which tend to disperse as high pressure vapors. The reading may take up to a couple

of minutes to settle. This depends on the size of the system, pumping capacity, and

how efficient the cryopanel is at cooling the system and condensing contaminants

on the chamber walls. The Al cell should always be done last, to prevent heating

neighbouring cells, as it requires the hottest temperatures in excess of 1100 °C.

During system calibration, the manipulator is rotated to the BEP position to protect

it, then the shutters (and valve if present) are opened. The monitoring ion gauge

filament is in direct contact with the beam and is bombarded with particles. After

recording the base pressures, the shutters are closed again, allowing the vacuum to

recover. The background BEP is then noted down and subtracted from the open-

shutter BEP to obtain the net flux for that specific temperature.

An MBE system is often equipped with other in situ monitoring equipment such as a

mass spectrometer. Arguably, reflection high-energy electron diffraction (RHEED)

is one of the most important tools during MBE growth as it allows the operator to

observe layer growth in real-time.

Reflection High Energy Electron Diffraction

The RHEED equipment comprises of an electron gun as the electron beam source,

and a phosphor screen to detect a visible diffraction pattern. Both components are

positioned at a shallow angle at either side of the sample surface.
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The amount by which the electron beam diffracts clearly depends on surface rough-

ness. The spot intensity changes periodically as each layer is completed; leading to

oscillations which are used to measure growth rate. A complete oscillation is ob-

served for the deposition of a full ML. The RHEED will usually display an intense

streaky pattern for a smooth layer, whereas the surface will be roughest around 0.5

MLs and provide a weaker spotty pattern due to scattering. Amorphous materials

(e.g. oxide layers) prevent the observation of any diffraction pattern. To determine

the growth rate in [ML/s], the number of oscillations are counted and then averaged

over the time taken for them to dampen completely. The overall oscillation inten-

sity drops with increasing number of MLs because the electron beam was focused

on the original surface. Approximately 30 oscillations is typically considered good.

This depends however, on the V:III flux ratio, and smoothness of the initial surface.

Notably, the period of subsequent oscillations may be unequal; differences indicate

perturbations to growth rate caused by shutter transients, which significantly im-

pacts the nominal thickness of thin layers.

The RHEED pattern is an indication of the surface configuration and growth kinet-

ics. The spacing between the lines is proportional to the in-plane reciprocal lattice

constant. The number of lines in the pattern and their separation changes during

lattice reconstructions. A reconstruction is analogous to a unit cell insofar that it

recreates the entire surface when repeated. GaAs(001) is used as an example below

to describe the reconstruction process. The reason why III-V surfaces reconstruct

is usually due to lattice termination at a surface or the volatile nature of the group-

V species when varying temperature conditions. Above the As-terminated surface

layer, there are no Ga atoms for the As atoms to bind to. Incomplete electronic

shells cause the surface As atoms to bind to each other and dimerise, thus double the

space is occupied at each lattice point. An atomic species always dimerises in the

same direction, since motion is restricted by the other type of atom as the surface

atoms try move together, i.e. ⟨110⟩ and ⟨110⟩ for As and Ga, respectively [190].

However it is not energetically favourable for them all to stay aligned in the family

of ⟨110⟩ directions due to coulomb repulsion, hence the (2×1) reconstruction does

not form. Instead, they tend to form periodic pairs and leave behind double-dimer

spaced gaps in a (2×4) reconstruction, where the ⟨110⟩ and ⟨110⟩ azimuths are 2x

and 4x, respectively. Each azimuth corresponds to the movement of atoms in the

perpendicular plane due to the orientation of the sample with respect to the electron

beam.

Any amorphous As that condensed on the GaAs surface begins to sublime when

heated to ∼ 300 °C which results in a c(4×4) reconstruction. The As-As dimers

begin to sublime around ∼ 400 °C, i.e. the added heat (with no added flux) frees
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the back-bonded As dimers from the As lattice sites, which results with the (2×4)

reconstruction. Further heating with no added flux causes As-Ga bonds to break

which leaves behind a considerably rough surface, until enough heat is supplied for

the upper surface to fully thermally decompose into Ga and As droplets. Thus it is

important to supply an abundance of As flux. This overpressure must compensate

the loss of As from the surface, especially beyond 400 °C [191].

3.2.2 Growth Techniques

Discussion below focuses on how the apparatus was used to create the samples.

There are different techniques available that lead to QR formation; e.g. precise

control of the flux ratio between Sb and background-As during post-growth Sb

soaking [81], and annealing during a growth interruption post-deposition of a thin

cap [47, 192, 193]. The latter technique is employed in this work, based upon the

cold cap technique [194] previously developed by Kamarudin et al. [195]. To the

best of our knowledge, this has not been used to form InGaAs-capped GaSb/GaAs

QRs before.

During capping, the local strain inside the GaSb QDs is initially enhanced as the

nanostructures are surrounded with material(s) of reduced lattice constant. The

goal is to then trigger dissolution and intermixing effects by annealing, in order

to form QRs. This technique allowed us to take full advantage of the positive and

“negative” effects of annealing, especially since the extent of blueshift resulting from

it (see Subsection 5.1.1) was found to be negligible.

Traditionally, the evolution of GaSb QDs to QRs happens with very little inter-

mixing, when nanostructures are cold-capped with GaAs, and a hotter GaAs cap

layer is deposited directly above [57, 194]. Deposition of the second hot cap layer

is necessary to give sufficient energy to allow the relaxation of accrued strain from

the initial cap layer, via mass transport, i.e. lateral Sb diffusion, As/Sb exchange,

and Sb segregation [194]. Diffusion of Sb occurs within regions of large strain, the

magnitude of which is maximal at the QD’s peak and centre [86,132], so the Sb will

be redistributed toward the GaAs/GaSb boundary, i.e. they erupt spewing Sb into

the local GaAs matrix via As-Sb exchange, analogous to a nanoscopic volcano. This

leads to a QR-like morphology, where the final capping (or annealing) temperature

influences their inner and outer radii. Smaller uncapped QDs tend to either remain

as QDs, often decorated with TDs starting from their top due relaxation of local

strain; or form clusters during the capping process [132]. It is reasonable to presume

that the same formation process occurs for GaSb/GaAs QRs capped with InGaAs,

especially since the In concentration used here is low.
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In order to avoid the destruction of InGaAs surface and protect the nanostructures

whilst ramping to HTs, the InGaAs QW was capped by an ultra-thin layer of GaAs

with a ∼ 2 ML nominal thickness. Surface states are not expected to interfere

strongly with the characteristics of the dominant recombination channel, due to the

relative band offsets. It may however, either incorporate some segregated In and

extend the effective QW width, or provide new radiative channels of weak, if not

negligible, IPL.

Furthermore, to preserve the physical and optical properties of nanostructures whilst

exposed to atmospheric conditions; a layer of semiconductor with a relatively larger

bulk bandgap is often passivated on top of the final layer. This coating is selected

taking bandgap alignments into consideration.

3.2.3 Growth Method

QW thicknesses were varied according to Table 3.3. The growth recipes followed in

this work are described by the growth protocols and tabulated growth parameters

presented in Appendix C. A reference sample was grown under similar conditions to

the other RWELL samples. For this structure, the In0.06Ga0.94As layer was replaced

by a 5 nm GaAs cap at the same growth temperature used for the QWs. Post-

growth, the samples showed a mirror-like surface which indicated a high crystalline

quality.

Sample
ID

InGaAs
QW Thickness

(nm)

Cold Cap
Thickness

(nm)

Cold Cap
Temperature

(°°°C)

Annealing
Temperature

(°°°C)

A1447 0 (Reference) 5 475 670
A1458 5 5 475 670
A1459 10 5 475 670
A1464 15 5 475 670

Table 3.3: Layer thicknesses and temperatures used.

Importantly, the Tsub-values quoted throughout this thesis are the setpoint temper-

atures. Discrepancies of Tsub between samples are difficult to comment on, due to

losing the temperature conversion chart amongst other important data from the lab

PC. However, the quoted setpoint temperatures in the 620 − 700 °C range will be

approximately (100± 10) °C greater than the real Tsub-values for three reasons; the

first being that the relationship between the reading and the actual Tsub is linear in

this region [196], the second being that the samples started to deoxidise around this

temperature, the third is that the intended temperature during GaAs growth was

580 °C and high quality growth was achieved. In earlier symmetric RWELL growths
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(see Tables C.5 and C.6), Tsub was increased incrementally by 20 °C. The optimum

growth temperature was inferred from the smallest ΓPL and brightest IPL, since the

dislocation density will be minimised. Poor growth was observed at both limits of

the investigated T -range, hence a temperature of (570 ± 10) °C corresponds to the

optimum InGaAs growth window. Therefore the setpoint T -range of 500 − 600 °C
will be approximately (50 ± 10) °C greater than Tsub. For temperatures between

450 − 495 °C there is an estimated (40 ± 20) °C difference as the intended cap

growth will have been at, or very close to 430 °C [57].

The specific QW temperature and growth interruption time during annealing was

based on the ΓPL and IPL results of an 8 nm In0.2Ga0.8As/GaAs MQW [197], where

the authors concluded that the narrow T -range of 520 − 540 °C was optimum.

Furthermore, high-quality GaAs growth is typically achieved at 580 °C [45, 198].

Temperatures lower than this can result in poor quality material, which causes

an increase in background carrier concentration, i.e. from C-doping [198]. The

annealing temperature was based on the work of Ref. [33].

Figure 3.4: Schematic to show the epi-layer design of the samples grown in this study. There are
3 repeated stacks of GaSb QRs embedded at the bottom of an In0.06Ga0.94As QW. Each stack was
separated by a 250 nm-thick GaAs barrier grown under the same conditions as the buffer layer. A
final layer of half-capped QDs was then grown to allow the typical QR morphology for each sample
to be characterised. The dimensions are not to scale.

Quarters were first cleaved from a 2 ” n-type GaAs(001) wafer and mounted on

separate sample holders (free from In-bonding) and then stored in the epi-rack.

A substrate was then selected and transferred to the manipulator. The substrate

was annealed in situ at a temperature around 700 °C to remove any native oxide.

After deoxidation, a GaAs buffer layer was grown at a temperature of 670 °C and

growth rate of 1.0 ML/s, followed by three repeated stacks of GaSb QRs embedded

at the bottom of an In0.06Ga0.94As QW. Each stack was separated by a 250 nm-

thick GaAs barrier grown under the same conditions as the buffer to prevent any
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coupling effects. The reference sample was finished with a layer of uncapped QDs

to probe their morphology, whereas the surface QDs were buried under 5 nm of

In0.06Ga0.94As in the other samples to observe the effects of annealing part-way

through QW deposition.

The active region was grown by the following procedure: First, the growth temper-

ature was reduced to a temperature of 540 °C under a flux of As2. The As-valve was

then shut (over 1 minute) for a 5 minute growth interruption to purge the remaining

background. The GaAs layer was then soaked with Sb for 30 s. Next, QDs were

formed by depositing 2.1 MLs of GaSb, at a growth rate of 0.30 ML/s. The QDs

were cold capped with an In0.06Ga0.94As QW at a temperature of 475 °C, growth rate

of 0.32 ML/s, and V/III BEP ratio close to 5 (As-flux ≈ 3× 10−7 mbar) for struc-

tural preservation of QRs whilst maintaining high quality (In)GaAs growth [57].

The substrate was then heated to 670 °C under As2 flux and left for 30 s to induce

Sb-As exchange and form the QRs. The As-valve was partially opened, whereas the

Sb-valve was opened fully. It is important to protect the InGaAs at hotter T , to

avoid evaporating the In away, so a thin layer of GaAs with nominal thickness of

∼ 2 ML was used to cap the QW. After annealing, the temperature was reduced

back to 540 °C in order to grow the remainder of the QW.

3.3 Photoluminescence Spectroscopy

PL spectroscopy is a characterisation technique that probes the optical properties

of materials. It utilises a laser to optically pump a sample by inducing photo-

absorption, and a spectrometer-detector combination to record the response. It can

be thought of as a way to determine the emission fingerprint of a material; since

the resulting spectra are a means of characterising energy level differences, impu-

rity/defect levels, ΓPL, non-radiative mechanisms and material quality. Importantly,

the incident photon energy of the laser source must be greater than the semicon-

ductor bandgap to excite the electron non-resonantly out of the VB, and well above

the bandgap into the continuum of states within the CB. PL is typically observed

at (or near) the band edges.

This technique is theoretically non-destructive and allows for an arbitrary number

of relatively quick measurements. With the configuration used here however, there

is the pragmatic caveat that appropriate care must be taken to avoid accidentally

scratching the sample surface with the tip of the optical fibres. The spectrometer

grating and bandgap of the detector material must also be appropriately selected

according to the expected PL signal.
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3.3.1 Equipment Setup II

Figure 3.5: Schematic diagram of the PL system used to measure the samples of this work,
complete with a photograph of the optical bench configuration. The green lines with arrows
represent the lasing path (in air). The magnification(red dashed circle) shows a cross-section of
the copper screw mount at the probe terminal, sample (grey rhombus) and the position of the
temperature sensor (green bar). Figure adapted with permission from [199].

PL measurements were performed at varied T and P ; using stabilised, CW emis-

sion from a diode-pumped, frequency-doubled, solid-state laser operating at 532 nm

(visible green). This laser is capable of exciting electrons well beyond the (In)GaAs

bandgap.

A 200 µm-thick silica core multi-mode optical fibre was used to transmit light from

the laser source to the sample. When the laser is switched on and the shutter is

open, a ∼ 2 mm2 spot illuminates the sample, corresponding to a surface intensity

of Is = 7.96 W/cm−2. The infrared PL (and some of the internally-reflected laser

beam) then exits the dewar via the 550 µm-thick silica core optical fibre. Both

optical fibres are threaded in parallel through the centre of a long, hollow, copper

rod with alignment normal to the copper screw mount located at the probe terminal,

near the Cernox temperature sensor (LakeShore: CX-1050-SD-HT).
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The sample emission was diffracted using an Acton SpectraPro-2300i spectrometer

with a 30 cm focal-length, 150 gr/mm grating, and a 1.2 µm blaze wavelength.

Finally, a Peltier-cooled iDus InGaAs DU492A 1.7 charge-coupled device (CCD)

was cooled to −60 °C and used to detect the PL.

The rest of the PL hardware was controlled by a Labview script running on the

connected PC. This program controls the current supplied to the laser and thereby

modulates P and enables automated sweeps. A motorised filter wheel is installed

to provide further functionality, however the zero-filter setting was selected for all

measurements and P was attenuated by decreasing the supply of current to the

laser. In order to measure the laser power at the sample surface, ∼ 0.8 % of the

laser beam is redirected by a beam sampler to a power meter [199].

InGaAs Charge-Coupled-Device Detector

InGaAs detectors are sensitive within the range of 800 nm to 1700 nm. The focal-

plane array of the area scan CCD used here is composed of a dense 2D array of tiny

photocells (pixels) at the focal plane of the lens. Specifically, an InGaAs absorption

layer is deposited onto an InP substrate and capped with an ultra-thin InP layer.

An anti-reflective coating applied to the top surface maximises photon throughput.

This material is then In-bump-bonded (flip-chip) to a readout IC, which is connected

to the detector preamplifier [200].

The focal-plane array senses incident photons and collects the generated charges.

Charge intensity at a particular pixel corresponds to the amount of light captured

by it. The integration time is the length of time that the shutter is open to expose the

photocells and count incoming photons. Once the shutter is closed, the electrons

are shifted to an output node by the readout IC, where they are amplified and

converted to voltage. Notably, the charge accumulation for a CCD sensor is different

to a CMOS sensor. Whereby the analogue-to-digital converter (ADC) is situated

external to the focal-plane array, as opposed to being incorporated within each pixel

of a typical CMOS image sensor. The function of an ADC is to convert time and

amplitude signals from analogue (continuous) to discrete (digital). Transmission of

digital signals occur via data lines, where the number of parallel lines per pixel is

referred to as pixel depth. Data lines are regulated by the pixel clock, i.e. a high

frequency pulse train able to discern valid information.

The Labview program can automatically control the integration time by setting an

appropriate PL magnitude scaling factor. It is important to carefully select the

integration time to obtain a high quality measurement. Photocells can be thought

of as an array of closely packed buckets, which fill up with electrons. The length of
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time that the buckets are filled is analogous to the integration time. Overexposure

will flood the pixels and cause them to leak, akin to how buckets overflow into

their nearest neighbours. This saturates the brightest wavelengths at peak maxima,

where the most photocurrent is generated. If the integration time is set too low,

then the spectra will be noisy.

Spectrometer

A key component of the spectrometer is the monochromator. This is essentially a

special diffraction grating that is optimised to the λ of incident light. The light is

split into constituent λ-components and then directed to the detector. Dispersion,

i.e. the magnitude of λ splitting, is mainly dependent on the groove spacing dgr.

However, angle of incidence, θi, and the order of diffraction, nd, also affect it. The

λ of reflected light is related to the angle of diffraction, θd by Equation 3.7. Both

angles are with respect to the axis perpendicular to the grating.

ndλ = dgr(sin θi + sin θd). (3.7)

The grating has a saw-tooth profile to maximise the grating efficiency for a desired

nd-value and minimise the other orders. The grating efficiency is a measure of the

diffracted light intensity and is heavily dependent on the blaze angle, θbl. This is

the angle between the plane parallel to the grating surface and the sloped edges.

Moreover, the diffraction power of a ruled blazed grating depends on the polarisa-

tion of the incident photons. TM (S-plane), and TE (P-plane) polarised light are

orientated perpendicular, and parallel, to the grating grooves, respectively.

3.3.2 Photoluminescence Method

A 1×1 cm2 piece of sample is cleaved and fixed to the screw mount with electrodag.

The probe is then manually lowered (raised) into (out of) a dewar containing liquid

helium-4 (LHe-4), to allow for T -measurements from ∼ 4 K to RT. Helium boil-off

escapes through the dewar exhaust valve and is routed to the external liquefaction

room for recycling.

Precise temperature control is mostly dependent on patience whilst adjusting the

height of the probe above the LHe-4 surface; it is important to do so very slowly

(at least 30 minutes per sweep as a rule of thumb). Not only does this grant bet-

ter measurement selectivity for data analysis, but it avoids excess LHe-4 boil-off

(saving money), and ensures better stability of the temperature reading as thermal

equilibrium is reached.
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3.3.3 Random Uncertainty Sources

Sample Heating

When the laser is operating in CW mode and illuminates the sample for a significant

length of time, it starts to heat the sample surface. The rate of heating is increased

if the sample is not completely submerged in LHe-4. The resulting lattice expan-

sion will result in a slightly different bandgap to what the specified temperature

corresponds to (Subsection 2.1.2).

Rate of Submersion

The rate that the probe was lowered will be different for each sweep. When the

probe is lowered too quickly, there is a small thermal lag between the real and

recorded temperatures as thermal equilibrium is reached. This further invalidates

the temperature readings (Subsection 3.3.4). Hence rushed measurements make it

slightly more difficult to compare T -sweeps between samples.

Detector

The level of noise at the output of the InGaAs detector is limited by an aggregate

of several noise sources (Equation 3.10). The read noise, σr, is associated with

generating electronic signals at the detector output whilst the shutter is closed (zero

integration time); i.e. it comprises both random (Gaussian-distributed) fluctuations

of the analogue signals within the pixels, and (uniformly-distributed) rounding errors

after the signals have been quantized by the ADC. Since σr specifies the minimum

number of detectable signal electrons [electrons RMS], it is proportional to the image

contrast resolution. Thus σr limits discernible changes in signal amplitude, hence a

low value is necessary to detect weakly emitting nanostructures. Notably, σr does

not depend on either signal level or sensor temperature. However, it does depend

on the pixel clock rate. This is the speed of pixel transmission necessary to refresh

a full frame of pixels within a single cycle.

Fixed pattern noise, σf , is caused by spatial non-uniformity of pixels. Defects occur

due to fabrication difficulties associated with intricate sensor designs. This type of

noise is independent of both T and signal level, and may be assumed negligible as

is customary in the application of scientific-grade cameras.

Shot noise originates from the discrete nature of electrons and can be distinguished

into two primary sources. Photon shot noise is caused by the sporadic arrival of

photons at each pixel, whereas dark shot noise arises due to spontaneous thermal

excitations of valence electrons into the CB. This type of noise depends on power
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(electron density) and obeys Poisson statistics.

Photon shot noise, σs, depends on the signal level and is T -independent. Since

the standard deviation associated with a Poisson distribution is proportional to the

square root of its mean value, σs is given by:

σs =
√
ηdNt. (3.8)

Where N is the average number of independent, random absorption events per

second, and t is the duration of exposure. The quantum efficiency, ηd, is redefined

here in the context of solar cells; as the ratio of the number of electrons generated

inside a pixel, to the number of incident photons.

Conversely, thermal shot noise can manifest in the absence of light, hence is inde-

pendent of the signal level. The accumulation of charge in a pixel whilst the shutter

remains closed is referred to as dark current (Id). The variation in the number

of dark electrons during acquisition is the dark shot noise, σd expressed by Equa-

tion 3.9. Dark current depends trivially on T , integration time, and sensor quality.

Hence, thermal shot noise dominates σr at elevated temperatures.

σd =
√
Idt. (3.9)

Dark current in the CCD can be reduced significantly with thermoelectric cooling.

This is important for InGaAs arrays, since the small bandgap produces a relatively

large thermally-generated signal which weakens the signal-to-noise ratio. Cooling

also reduces the effects of hot pixels. This noise source is accounted for in the

Labview code by automatically subtracting the dark acquisition from the bright

signal during each measurement cycle, i.e. when the shutter is closed and reopened.

The total effective noise per pixel σeff can be estimated by Equation 3.10, as the

quadrature sum of individual noise sources.

σeff =
√
σ2
r + (σ2

f ∼ 0) + σ2
s + σ2

d. (3.10)

A system is limited by shot noise when capturing intense light under bright con-

ditions; whereas it is light-limited when saturation has not been reached, yet the

sensor exposure cannot be increased any further.

Analytical Error

Some random error related to the determination of the PL peak energy, EPL, occurs
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due to an irregular profile (that is likely influenced by background noise), and low

resolution of data on some measurements. This will have a subsequent impact on

finding the FWHM.

Background intensity changes with every slight adjustment to the fibre orientation.

Moreover, there are many contributing emitters, 2 − 3 of which appear dominant

depending on the angle of surface illumination. Therefore the only semi-reliable

information obtainable from the background sweeps are the peak positions, and all

must be kept in mind during analysis. The QR emission is assumed to dominate

background below 300 K in the λ-interval that spans the fitted Gaussian baseline.

This is because it is only likely to significantly affect IPL, and the ratio of intensities

is used. All the samples are affected by background in a similar way and by similar

amounts.

3.3.4 Systematic Uncertainty Sources

Dewar Contamination

When the rod is lowered too quickly, the inrush of air causes moisture to freeze on

the probe and sample. This contaminates the dewar with ice crystals (see Subsec-

tion 3.3.4). Furthermore, accidentally pushing the optical fibres against the sample

surface causes the accumulation of optically-active contaminants from other exper-

iments inside the dewar, e.g. loose nanowires. The likelihood of having a large

enough concentration of them to make a difference is extremely small.

Temperature Sensor

The temperature sensor is not in direct contact with the sample. It is fitted to the

copper probe, as shown in Figure 3.5. This results in a slight temperature gradient

which prevents the true temperature from being recorded. Taking the difference

between the known temperature of LHe-4 and one of the most inaccurate measure-

ments into consideration, the maximum uncertainty in a temperature reading is

estimated to be ±0.5 K. However these temperature differences do not significantly

impact the analysis of data. Specifically, the IPL results are normalised; the thermal

corrections of the peak energies are very small; and trivially, the P sweeps are all at

4 K. This sensor has minimal field-induced temperature errors, hence this particular

source of uncertainty is assumed negligible.

Moisture

Glass optical fibres are often unintentionally doped with metallic ions and water

molecules; the latter being present in the air contained within the laser cavity too.
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These impurities directly influence the PL spectra by absorbing the collected light.

A clear dip was observed in all measured PL spectra at ∼ 1.09 eV, which made peak

decomposition and fitting difficult due to the unfortunate overlap with EPL for the

QR peak of the samples in this work. The OH− ion has an associated absorption

peak energy in remarkable agreement at EPL = 1.097 eV [201]. Therefore, the

dominant cause of signal loss is attributed to the trapping of water vapour inside

the optical fibre.

Detector and Spectrometer Efficiencies

Detectors are unable to convert photons to current at 100 % efficiency. Gratings

have the potential to be very efficient; however they are unable to ideally reflect

light due to their coating and the manufacturing process which produces slightly

malformed grooves, along with irregularities in the spacing between them. Both of

these components are λ-dependent and need to be compensated for.

There are two further sources of systematic error related to spectrometer calibration.

The slit alignment is often adjusted between different experiments. Changing the

angle of the incident light ray entering the spectrometer shifts the measured spectral

position by a small amount. The second uncertainty is due to the grating being

one of three that are mounted on a turret. The turret automatically rotates to

change groove density. There is an uncertainty associated with the capability of the

spectrometer to realign it back to the exact same angle.

The spectral response of the coated mirrors inside the spectrometer is likely to be

almost flat for the λ-domain of interest at least 95 %, so any optical losses from

the mirrors may be assumed negligible. This assumption relies on a diligently built

system, where the apparatus is configured to suit experimental needs. To elaborate,

the mirror coating must have been chosen with a suitable reflectivity window in

mind that corresponds to the λ-range of interest. The mirrors and grating must also

be well-positioned so that light is reflected onto the grating at an angle of θbl away

from the grating normal, i.e. perpendicular to the surface.

3.3.5 Data Processing

Ignoring the detector and grating efficiencies has a significant impact on the mea-

sured IPL. In some cases, this may even lead to a spectral lineshape containing

artefacts, which influence conclusions on the sample structure; particularly when

decomposing ambiguous peaks. Below is a description of the method used to im-

prove the accuracy of the measured dataset. Surprisingly, despite how this important

issue significantly affects the reliability of results, it is nearly always absent from the
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analytical discussion of typical PL measurements in literature; prompting the ques-

tion of how often it goes unaddressed, rather than simply considered superfluous

detail for publication.

In order to process and analyse the PL spectrum, it is crucial to convert the raw

data into a workable format. All X-domain data points were first converted from λ

[nm] to E [eV]. Similarly, the Y-domain data points were converted from counts,

to counts per second, by using the integration time recorded on each measurement

output.

PL Normalisation

An online data reader tool was used to obtain estimates of published efficiency

ratings for the detector [202,203] and grating [204]. A mean average of the −25 °C
and −90 °C curves is taken to approximate the detector efficiency at −60 °C. The

grating efficiency is at RT. It is inferred from the use of an optical fibre that the

light is unpolarised, hence a mean average of the S- and P- plane grating efficiencies

is used [204,205].

Figure 3.6: Plots to show the polynomial fittings applied to the raw digitised data for the detector
efficiency (left) and grating efficiency (right).

A sensible high-energy curve cut-off was selected near the GaAs peak, to simplify

analysis with an established λ-range of interest. Importantly, the cut-off position was

kept constant for all curves of a given measurement sweep. It was important not to

trim the low energy QR tail as this needs to be assessed during sample comparison.

Next, a polynomial fit was made to obtain a smooth approximate curve that was

easier to work with. The detector and grating efficiency curves were then linearly

interpolated, to estimate their respective efficiencies at common E-axis data points.

Each new curve must have the same initial E-coordinate (Elim = low energy limit)
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and increment (dE). The latter is automatically calculated by the software after

setting a sampling interval (1000 points). Both arrays now have an equal number

of uniformly-spaced data points along the E-axis, and can be multiplied together

to create a net efficiency curve (Figure 3.7) that can be used to normalise the

measurements. First, the linear interpolation must be repeated for each of the T -

and P - sweeps; using the same parameters as before. Each interpolated measurement

is then divided by the product of the efficiency curves.

Figure 3.7: Plot of the resultant measurement efficiency used to normalise the data.

Absorption Dip Correction

The following approach mitigated the impact of the absorption dip. The lowest

T -curve at full P was used to determine the absorption dip, since the PL should

be at its brightest. Therefore the impact the absorption dip has on the spectra

will be minimal and easiest to correct for by eye. Notably, the lineshape roughness

caused by multiple sources of loss made it difficult to achieve a completely smooth

correction with a single mini-Gaussian fit.

A Gaussian function was simulated with a magnitude expressed in terms of relative

peak brightness, i.e. the percentage by which the peak dips by. For one of the T -

sweeps, this was found to be approximately 2.965 % and is similar across all samples.

This agrees well with ∼ 3 % quoted in the Thorlabs specifications sheet of Ref. [206].

The baseline therefore was set to 1 counts/s, whilst the peak amplitude was set

close to 1.03 counts/s, so the peak only corrected the data at a region specified

by the FWHM. It was difficult to control the amplitude of the peak maxima at

precisely 1.02965 counts/s, due to working with area and FWHM in the Origin
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fitting dialogue. The area underneath a Gaussian curve, A = hGσ(2π)
1/2, where hG

and σ are the Gaussian height and standard deviation, respectively. The position

of the peak maxima was set to 1.09 eV according to Refs. [201, 206]. Multiple

attempts of trial and error were necessary to best guess the Gaussian height needed

to compensate for the absorption dip. The array of Y-values were then linearly

interpolated for the same range of E-values used in the data. In a similar way

to above, the new array of Y-values taken from the simulated Gaussian plot was

multiplied with the normalised measurements.

Figure 3.8: Plots to show the absorption dip correction for the reference sample at a) 4 K and b)
near RT. The red line represents the corrected line. Magnifications of the dip are included within
the inset axes.

After a convincing correction was achieved at LT, it was important to check the dip
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had a negligible T -dependence. The same Gaussian was multiplied by the highest

T -dataset at full power and this also resulted in a good correction to the lineshape

as shown in Figure 3.8. It is reasonable to assume negligible T -dependence on the

absorption dip magnitude for the entire sweep, since the highest and lowest T -curves

seem reasonably corrected. Little T -dependence is to be expected since most of the

fibre is at RT. Even though some of the fibre is contained within the probe and

reached 4 K as it was lowered further into the dewar, the rod was submerged less

than (1.0±0.5) m which is much smaller than the units of fibre loss [dB/km]. Indeed,

the optical fibre was exposed to moisture in the air, however humidity variation

inside the lab was minimal due to the air conditioning unit.

Spectral Shift Correction

The last processing step dealt with a consistency issue between measurement sweeps.

The WL peak was found to be ever so slightly misaligned on both 4 K measurements

of the P - and T - sweeps. The issue is likely to be caused by the spectrometer slit

alignment.

The laser line is actually a reliable feature that can be used to check confidence in the

spectral output. It was compared to its expected value for each HT measurement.

The LT measurements cannot be used as the inhomogeneously-broadened laser line

is dominated by QR and WL emission. A Gaussian was fitted to the highest T laser

line and the maxima was used to inform the appropriate spectral shift. The entire

spectrum of each T -curve was shifted accordingly. This shift was very small. There

will be negligible error associated with the discernment of the peak maxima.

The laser peak is barely visible on the LT P -sweep spectra for the 5 nm sample. The

peaks are not expected to change across sweeps at the same T and P . Additionally,

the WL peak should also remain at the same energy with varied P . Thus, the

difference in WL peaks was then used to correct the P -varied spectra for sweeps

where the laser line is not visible. This should be fine to correct for the slit alignment

since the sweeps were performed consecutively for each sample.

3.4 Atomic Force Microscopy

AFM is a technique which can be used to map surface morphology with extremely

high resolution (of the order of several nm). Measurements were performed using a

Digital Instruments multimode scanning probe microscope driven by a Nanoscope

IIIa controller (see Figure 3.9). They were then analysed using NanoScope Analysis

software.
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Figure 3.9: a) Photograph of the AFM apparatus used in this work, along side b) a schematic
diagram to elucidate the operation of the main components. The orange dashed lines with arrows
represent the laser beam path. Inset: Close up of the probe tip and sample surface.

The probe has a very fine crystalline silicon-tipped cantilever, with a force constant

of approximately 40 N/m; which is scanned closely along the sample surface, using

a piezoelectric motor for precise actuation. A laser is delicately focused onto the

back of the cantilever and detects the deflection, by reflecting the beam back to a

photodetector and measuring the exaggerated laser spot movement.

The cantilever acts as a spring with a resonant frequency, f0 ≈ 300 KHz. Assuming

it is rectangular, homogeneous and isotropic, along with simple loading conditions,

f0 in the z-direction can be expressed as [207]:

f0 =
1

2π

√
kspring

M +meff

. (3.11)

Here, M is the load mass, and meff ≈ 0.24xwxtxℓρ [207] is the effective mass of the

cantilever; where xw, xt, xℓ, and ρ are the cantilever width, thickness, length, and

density, respectively. A small effective mass and clean probe tip are necessary to

achieve an optimal high frequency and enable fast scan rates in tapping mode. The

spring constant, kspring, is defined in the z-direction by [208]:

kspring =
Ymxwx

3
t

4(xℓ −∆xℓ)3
. (3.12)

Here, the distance from the loading point (probe tip) to the end of the cantilever is

denoted by ∆xℓ, and Ym is the Young’s modulus. The more flexible the cantilever
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is, the better it can sense deflections.

As the cantilever is brought into close contact with the sample, atomic forces act

on the tip and cause it to bend normal to the surface. At very small tip to sample

distances, a very strong repulsive force arises due to exchange interactions from the

overlap of electronic orbitals at ranges of a few angstroms. The tip is in contact mode

when under such force. Van der Waals forces arise when the tip is pulled back, up to

a critical cut off distance when it is too far away. Instantaneous polarisation of an

atom induces a polarisation in nearby atoms which creates this attractive force. The

system is said to be in the non-contact and tapping modes under these conditions.

The controller can be operated in a number of modes. For this project, the constant

height (contact) and tapping modes were used. Constant height mode is best used

for taking micrographs of relatively flat surfaces, e.g. QWs; it was used in the pre-

liminary AFM measurements of this project, where high-speed scans were required.

Tapping mode was used in lieu of the constant force mode for the high resolution

measurements, due to the combined benefits of contact and non-contact AFM.

In contact mode, either height or force can be kept constant. The probe tip is effec-

tively dragged across the sample surface during the scan. This method is strongly

affected by frictional and adhesive forces, which cause data discrepancies and dam-

age to both the sample and the probe tip. The scanner moves at a constant height

above the surface in constant height mode. Cantilever deflections are measured

and used to directly map surface contours. For completeness, constant force mode

produces images by using the cantilever deflection as an input feedback signal, to

keep it at a fixed value and maintain a constant total applied force to the sample.

According to Hooke’s law, any changes in deflection will cause a change in height.

These changes are measured and used to generate an image. In this method, the

scanning speed is limited by the feedback circuit’s response time.

Tapping mode minimises frictional forces, along with adhesion of contaminants to

the tip due to a meniscus formed by capillary condensation [209]. The damage done

to the surface and tip is thus reduced in comparison to contact mode. The cantilever

oscillates up and down, as it is driven near resonance with a piezo crystal in the

cantilever holder. The frequency and amplitude of the driving signal remains con-

stant. The system is calibrated to provide the optimal oscillation frequency and the

force set point is kept as low as possible. When the tip passes over an obstruction

(depression), it has less (more) room to oscillate and therefore the oscillation ampli-

tude decreases (increases). The tip amplitude is fed into a feedback circuit, which

controls the height of the cantilever above the sample surface. The height is then

adjusted accordingly and a constant oscillation amplitude and force on the sample
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is maintained throughout the scan. The surface topology is imaged by mapping the

correction in tip-sample height; at each intermittent contact.

3.5 X-Ray Diffraction Spectroscopy

Bragg’s law (Equation 3.13) states that a superposition of wavefronts will scatter

from a surface at an angle equal to the angle of incidence, and that the path difference

must equal a whole number of wavelengths for constructive interference to occur. It

is used to explain how X-Rays interact with crystalline facets. Notably, Bragg’s law

is a special case of the more general Laue diffraction.

yλ = 2d⊥ sin (θB). (3.13)

Where λ is the wavelength of the incident X-Ray beam, d⊥ is the perpendicular

distance between two planes, θB is the Bragg angle, and y ∈ Z+.

Diffraction occurs because the X-Ray λ is comparable to that of interatomic dis-

tances, as shown in Figure 3.10. When photons interact with an atom, they cause

a perturbation to its electron cloud. Forcing the charges to move causes them to

re-radiate electromagnetic waves at the same frequency, i.e. the incident X-Ray

beam can be considered to have scattered elastically (Rayleigh scattering) accord-

ing to the atomic positions in the lattice. Some of the scattered rays constructively

interfere at specific angles and remain coherent, some do not and cancel each other

out. This is an accumulative effect which intensifies with each lattice plane. How-

ever, real materials have many planes that cause destructive interference. Hence,

measurements generally result with very sharp peaks that dominate noise. These

peaks occur where constructive interference is maximised.

XRD scans can be used to study the perfection of a crystalline lattice and to char-

acterise a lattice-matched thin film. This measurement technique can quickly de-

termine attributes such as layer thickness, composition, relaxation etc. An ω − 2θ

measurement investigates a small region of reciprocal space by fixing the detector

at twice the Bragg angle and then tilting the sample back and forth (ω-axis). The

Bragg plane is therefore aligned with a number of planes that are divergent from

the sample surface; yielding a distribution of planes as a function of tilt [210]. In

an ideal crystal, the peak FWHM is caused by the spectral width of the X-Ray

source and beam geometry. Poor epitaxial quality (mosaicity) and imperfections

(dislocations, defects, and film curvature) in a real crystal lattice cause the FWHM

to broaden.
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Figure 3.10: Diagram to show Bragg diffraction. The incident X-Rays are scattered and reflected
in a specular manner. The path difference, between y = 1 and y = 2, is 2d⊥ sin (θB).

Figure 3.11: Schematic diagram of the XRD diffractometer.

An indication of the quality of epitaxial growth was obtained using a Bede QC200

diffractometer (see Figure 3.11). High resolution ω − 2θ scans were produced and

then Mercury RADS software was used to simulate the theoretical XRD result ac-

cording to dynamical scattering theory. This was fitted to the measured data to

determine the thickness of layers and the In composition of the QWs.

In this experiment, a GaAs beam conditioner (high-quality crystal with a well-

defined lattice constant) is used to select the correct Bragg angle (θB = 33.025 °)
and find the InGaAs-004 diffraction peak. The incident radiation λ was 1.54056 Å.

The lower and upper scan range limits were set to −5000 arsec and 3000 arcsec,

respectively; with an increment of 4 arcsec for the 10 nm In0.15Ga0.85As/GaAs MQW.

For the 15 nm and 20 nm samples, the lower and upper scan range limits were set

to −4500 arcsec and 4500 arcsec, respectively; with an increment of 2 arcsec.
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The MQW structures were replicated in the fitting software with a simple model.

Each of the GaAs layers were assumed to be completely relaxed, and the relaxation

of the InGaAs QW layers was assumed zero, however for the 10 nm MQW, the

relaxation was set to 0.2 % to optimise the fit. This makes extremely little difference

to the analysis. Fitting the theoretical peaks to the measured data allowed the

software to automatically extract the thickness of each layer and the In composition

of the QW layers.
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Chapter 4

Theoretical Results

Simulations of a single QR layer were performed to validate the assumption of size

and shape, further understand the emission spectra of this structure, and check

feasibility of wavelength extension. For the model to produce meaningful results

that well describe the experimentally observed PL; the confinement needs to be

taken into account, along with strain-induced band deformation, the electron-hole

coupling, and the piezoelectric charge density. Furthermore the resolution of the

grid spacing and number of eigenvalues affect the quality of calculated data.

As far as we are aware, there have been no band structure simulations performed

for InGaAs-capped GaSb/GaAs QRs before, therefore the electronic properties of

these nanostructures have not been studied in detail. Furthermore, the majority

of simulated GaSb/GaAs QRs are based on truncated pyramids, however, due to

thermochemical edge reconfiguration it is likely that QRs are more circular in shape.

Circular QRs are frequently observed in AFM, e.g. in the work of Ref. [54,81,193].

Notably, a small population do appear to have more of a rectilinear shape with

rounded vertices.

This chapter begins with the presentation of hc results. Calculation results are then

presented for the reference structure and RWELL samples, where the strain pro-

files, band diagrams (with confinement energies and exciton Eb-values), transition

energies, and wavefunction probabilities are presented.

4.1 Critical Thickness

The values of hc for a single InxGa1−xAs/GaAs layer, are plotted as a function of In

concentration, x, in Figure 4.1. This calculation was used to inform the decision on

the appropriate range of QW thicknesses to investigate. Notably, the dislocation core
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dimensions become comparable to hc, for In compositions greater than 40% [116].

Experimental results are therefore expected to deviate from linear elastic theory

beyond this concentration, thus calculated values for this interval are increasingly

unreliable. The data calculated using the People and Bean model appears to over

estimate hc at low In x and then starts to drop off at 60 %, highlighting the necessity

for further improvement, e.g. that which is proposed in the Dodson–Tsao kinetic

model [222]. Although significantly lower, the real value of hc is most likely closer

to the Fitzgerald curve considering the 15 nm RWELL sample results displayed in

Figure 5.12.

Figure 4.1: Plot to show hc as a function of x, for a single InxGa1−xAs/GaAs layer. The
composition ranges between 0 ≤ x ≤ 100 %. The model proposed by Matthews and Blakeslee is
plotted with the original parameters and those proposed by Fitzgerald, and then compared against
that of People and Bean. The solid curve was used to discern the appropriate QW thickness.

4.2 Electronic Properties

4.2.1 Strain Distributions

The numerical strain minimisation calculation is a critical feature of the simulations

presented in this Chapter, whereby the total elastic energy in a continuum elasticity

model is minimised. Strain not only directly modifies the band-edge energies through

the linear deformation potentials, but produces polarisation charges that augment
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the electrostatic potential. The position-dependent total charge density is therefore

calculated included in the Poisson equation.

To assess the dominant strain tensor components contributions to the hydrostatic

strain acting on the QW and the QR, 2D cross-sections of the lateral (xx)- and trans-

verse (zz)- strain tensor components are plotted at (x, 00002, z) and (x, y, 0.0002),

respectively. The results for the RWELL structure with the most strain (30 % al-

loy concentration), are presented in Figure 4.2. All other calculations displayed a

similar QR-induced strain field of varying magnitude.

Figure 4.2: 2D strain plots of the x = 30 % RWELL structure, to show the top-view (left)
and side-view (right) of the position-dependent magnitudes of the a,b) lateral and c,d) transverse
tensor components. Bright regions correspond to where the lattice is stretched and dark regions
correspond to where it is compressed.

A non-negligible relative change in lattice parameter is observed almost everywhere

throughout the simulated structure. The Poisson effect is clearly visible by the

opposite signs of the perpendicular strain components (bright and dark). Here, the

lateral strain tensor components in the x- and y- directions are assumed equal by

symmetry arguments. Above and below the QR, the GaSb lattice stretches the

InGaAs QW unit cell laterally, which causes a positive (tensile) strain component

in the x-direction. The reverse is true for the compressed InGaAs either side of the
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QR. The out-of-plane lattice constant reduces to accommodate the change in lateral

strain component and corresponds to a negative (compressive) strain component in

the z-direction.

The magnitude of lattice distortion reduces with h from the nanostructure, since

the unit cells of each subsequent layer experience less force than at the interface due

to elastic neighbouring bonds, thus retain more of their bulk character. In other

words, there is a balance of strain acting on the local (In)GaAs lattice by the GaSb

lattice, and vice versa. Similarly, the lateral component of strain inside the QW

reduces with distance from the QRs.

Notably, the lateral strain component inside the GaAs barriers and the QW is

relatively uniform away from grid boundary. Although there is significant lateral

tensile strain above the QR, it is much less than that in the GaAs directly below

the QR due to the differing a-values. The transverse strain component is maximal

in the QW at the InGaAs/GaSb interface and minimal in the QW layers above the

QR surface. There is a significant contribution to the hydrostatic strain inside the

QR core by the transverse strain component, which is minimal at the origin. It can

be seen that the GaSb lobes have the most compressive lateral strain, which reduces

towards the outer QR diameter. This is reasonably explained by the relative volume

difference between the lobe regions and the surrounding material, in addition to the

counter-force acting on the GaSb unit cell by the In0.3Ga0.7As QW. The WL has

not been included in these simulations, therefore in reality, it is speculated that the

magnitude of the lateral strain component, both here and at the bottom of the QW

will reduce, since the (In)GaAsSb layer will have an intermediate lattice parameter.

For each investigation, the hydrostatic strain of the most and least strained RWELL

structures was analysed and plotted in Figure 4.3, in order to understand how QW

width and alloy composition affects the CB edge. A vertical 1D slice of the hy-

drostatic strain is taken through (0.0002, 60002, z). A horizontal 1D slice of the

hydrostatic strain is also taken along the x- direction at (x, 0.0002, 0.0002). .

Increasing the QW thickness and composition increases the compressive hydrostatic

strain in the GaSb core and the surrounding material. Varying the indium con-

tent has a stronger effect (∼ 2 % shift) on the hydrostatic strain in comparison to

changing the QW width.

The transverse compressive strain inside the QR is maximal at the middle of its

lobe. Whereas for the QW it is maximal above the QR. The lateral strain bows

upwards towards the grid boundary for 12 < xpos < 62. This behaviour increases

profoundly for the highest In % calculation and yields a triangular potential at

the grid boundary. It is thus concluded that as strain increases, the model poorly
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Figure 4.3: 1D strain profile plots of the hydrostatic strain for the simulations of most and least
strain.

predicts the strain profile inside the QW, due to assuming zero lateral confinement.

The lateral hydrostatic strain inside the QW region contained within the inner

circumference of the QR core is positive and increases towards the InGaAs/GaSb

interface.

4.2.2 Wavefunction Probabilities

The electron wavefunction probabilities are presented in Figures 4.4 and 4.5 for the

QW width-varied and x-varied calculations respectively. It is concerning that no

evidence has been observed to suggest that the electron sits in the QR centre. A

wider diameter and thinner QR may reduce the strain and allow for this to happen,

should the lateral confinement remain neglected.

The electron wavefunctions are well-confined to the QW along the z-axis. The

electrons. Counter-intuitively, the electron wavefunction the electron wavefunction

probability cloud appears to spread laterally outwards towards the edges of the

simulation grid, with increasing strain despite this distance being much longer than

the anticipated aX. This is a direct result of the strain profile, which implies an
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Figure 4.4: Calculated electron groundstate wavefunction probabilities in real space for a single
a) GaSb/GaAs QR reference, and In0.06Ga0.94As-capped GaSb/GaAs QR at QW widths of b) 5
nm, c) 10 nm, d) 15 nm, e) 20 nm, and f) 25 nm.

antibonding scenario i.e. it is energetically favourable for the electrons to sit as far

away from the QR as possible, since there is no lateral confinement potential from

surrounding nanostructures at play in the model. The prediction of the electron’s

lateral position should therefore be taken lightly. This current model cannot give

a precise lateral placement, however this work is a refreshing demonstration of the

critical sensitivity of the carrier wavefunction overlap to the internal strain field

inside these materials. It adds a slight deviation to the calculated transition energy.

In the limit of weak strain, the model gives a reasonable approximation to the lateral

exciton Bohr radius since the electrons are pinned to the outside of the GaSb QR

as expected
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(a)

Figure 4.5: Calculated electron groundstate wavefunction probabilities in real space for a single
InxGa1−xAs-capped GaSb/GaAs QR at alloy concentrations of b) 10 %, c) 15 %, d) 20 %, e) 25 %,
and f) 30 %. The previous 6 %, 10 nm sample is included in a) for comparison.

4.2.3 Confinement Energies

Different aspect ratios aren’t expected to significantly affect the transition energy,

however changes to the confinement in the z-direction will. Transverse band edge

diagrams of the RWELL samples are presented in Figures 4.6 and 4.7 to show how

the CB edge changes with increasing indium content and QW width. The CB edge

energy is significantly reduced near the grid boundary. Notably, the CB edge energy

of the simulated results is spatially-dependent. Electron states underneath the QRs

(GaAs) are counter-intuitively lower in energy than the lowest energy states inside

the QW at coordinates (0.3002, 0.5998). This effect is likely due to strain and the

piezo-electric charge density, since the resolution of the “circle” is poor.. Thus, these

simulations imply that it is energetically favourable for GaAs electrons to tunnel

through the WL and recombine with the GaSb holes, where the electric polarisation
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is large, i.e. at the sharp edges of the QR. The rough edges may reflect the behaviour

of real disorder in the QRs. The bands are tilted at the heterojunctions, this effect

cannot represent CC since there is only one electron and 1 hole in the simulated

system. It must reflect the electrostatic potential and hydrostatic strain profile. The

triangular potential well will be bigger in the real samples and this will likely affect

the ground state energy of the electron and the localisation of its wavefunction.

IT is most likely one of the main factors for the discrepancy in experimental and

theoretical data points. The triangular potential wells look square due to the low

1× 1 nm grid resolution.

The benefit of the subsequent reduction of the electron subband energy with increas-

ing thickness becomes outweighed by the cost of increased strain and likelihood of

defect-induced device failure. Thus, 10 nm is selected for the QW thickness in the

investigation of In concentration. We expect better electron confinement with a

deeper QW, hence better thermal stability.

It is expected that the wavelength should increase and the CB drop wih In % off

of the assumption that the electrons recombine with the QRs vertically from above.

This ought to lead to a reduction in CB edge. Actually these simulations show

that the average position of the electrons is sensitive to the lateral strain component

since the CB edge is lower further away from the QRs. These results agree with

the observation that QRs provide enough confinement as a sub ten nm QW. Above

15 nm, the electrons prefer to sit on the outskirts of the QW. Notably there is

little point in investigating the excited state with the current model, being able to

rule out this potential emission by aligning the peak energies will allow for a better

discernment of the source of the double peak in Chapter 5.

The transition energies follow a parabolic distribution as expected with the energy

scaling of inverse width. Even though the grown samples did not exhibit the ex-

pected emission wavelengths, the conditions explored in this Chapter should give

rise to them. Remarkably, these simulations suggest an optimistic feasibility for

the significant extension of wavelength across the entire telecom bands. Thus, po-

tentially allow for these structures to be used as ground-breaking, highly λ-tunable

single-source emitters. Indeed the lateral confinement must first be investigated to

improve the accuracy of the predicted electron subband energies. Solutions are al-

ready under development to realise this, e.g. selective epitaxial overgrowth, hybrid

nanostructures etc.
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Figure 4.6: Calculated transverse band diagrams of a single a) GaSb/GaAs QR reference, and
an In0.06Ga0.94As-capped GaSb/GaAs QR at QW widths of b) 5 nm, c) 10 nm, d) 15 nm, e) 20
nm, and f) 25 nm. The 1D-slice is taken along the z-axis at grid coordinates (0.002, 6.0002, z).
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Figure 4.7: Calculated transverse band diagrams of a single InxGa1−xAs-capped GaSb/GaAs
QR at alloy concentrations of b) 10 %, c) 15 %, d) 20 %, e) 25 %, and f) 30 %. The 1D slice is
taken along the z-axis at grid coordinates (0.002, 6.0002, z).
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Figure 4.8: Simulated groundstate transition energies, at the Γ-point, as a function of a) QW
width, and b) alloy concentration.
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Chapter 5

Experimental Results

Here we developed the opto-thermal properties of the active region used for the

GaSb/GaAs VCSEL [11]. We wanted to explore the potential use of this structure

for telecom LDs, by expanding on the work in Ref. [59] with the inclusion of an

annealing step and a triple stacked MQW structure; i.e. we deposited an asymmet-

ric In0.06Ga0.94As QW directly above the QRs in repeated layers. This was to use

∆ψ as an extra degree of freedom in tuning λ, reduce the variation of opto-thermal

properties across samples, and utilise the increased internal strain of the asymmetric

QW; by forcing a greater percentage of QD-like nanostructures to change into QRs

via a better understood and predictable way. This work led to a nanostructure en-

semble with improved height uniformity as inferred from a reduction in ΓPL and less

sub-linearity of IPL, as a function of P . The features observed in the PL measure-

ments were further understood, by investigating the QW width as an independent

variable to probe confinement effects. In these structures, ΓPL is poorly understood;

therefore, it is important to investigate the effect of wavefunction penetration into

the barrier layer, using a MQW to keep the defect density (e.g. dopants etc.) and

disorder constant.

This chapter introduces considerations made with regards to the grown structures.

The PL data is presented, analysed and discussed. The critical thickness was calcu-

lated for InxGa1−xAs/GaAs and presented in Figure 4.1.

5.1 Hypotheses

The temperature stability of QR PL can be adjusted by varying electronic confine-

ment. The spatial separation of the electron and the hole in type-II band structures

leads to faster thermal quenching of luminescence with increasing T . Conversely,

stronger confinement effects in narrower QWs are expected to increase Coulomb in-
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teraction and ∆ψ for the electrons and holes in type-II excitons, potentially leading

to a larger thermal Ea, due to increased Eb of the exciton. This in turn should result

in better thermal stability of PL.

5.1.1 Growth Technique Outcomes

Layer Stacking

Stacking layers of QDs/QRs [46, 57] increases complexity due to several design as-

pects of growth that accumulate strain; e.g. number of layers, their composition, the

cap growth parameters, annealing temperature and duration, the separation thick-

ness between layers, and the type of buffer used. Composition is affected by Tsub,

atomic flux, growth rates, interruption times, and substrate rotational speed. These

were carefully considered to achieve maximum growth quality. Although there is no

minimum thickness for the hot cap; making it too thin can allow the lower MQW

layers to influence the strain profile of the upper layers. This may lead to relaxation

through the spontaneous formation of defects and vertical stacking etc. A MQW

structure can have an inhomogeneous QR distribution, i.e. the average size and

density of the QRs in each subsequent layer increases, due to the floating Sb [56,57]

(In [58]) layer during deposition; hence ΓPL values, pertaining to the net QR emis-

sion of the entire stack, will be wider than that of single layer structures. This cost

is outweighed by enhanced IPL.

Here, fine-tuning of the bandgap is mostly achieved by the thickness and x of the

QW, although the the intended size distribution of QRs will also play a key role.

An account for the decisions made during experimental planning is given here.

Growth Rate

Reduced ΓPL can be achieved with lower rates of growth, with the additional benefit

of longer emitted λ [216, 217]. A low growth rate was chosen to form the QRs

since the atoms are able to migrate longer distances across the sample surface.

Thus, high crystalline quality is achieved and larger nanostructures grow, since it

is energetically favourable for the atoms to assemble at existing QDs rather than

form new ones. Self-limiting growth leads to better size homogeneity across the QD

ensemble [218]. Growth interruptions are important because they give the atoms,

hence QDs, more time to rearrange themselves; thereby indicating that overgrowth

is a non-equilibrium process [192].
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Cold-Capping

The volume of the capped nanostructures is expected to be slightly reduced com-

pared to the surface nanostructures [219]. Therefore, to minimise this dissolution

effect, the cap is grown with a colder Tsub than recommended for optimum growth

quality, and the As/Ga flux ratio is set to ∼ 5. The cold-cap effectively locks the

buried atoms in place, so the layers above should not affect the QR geometry, regard-

less of how thick the hot cap or barrier layer is. A thin cap layer is often desirable

as it enhances indirect excitonic radiative recombination at elevated T . However,

states at the interface can easily capture carriers and weaken PL if it is made too

thin [28].

The yield of resulting QRs, QDs and clusters is directly affected by thermal and

strain energy; hence influenced by the thickness of the first cap layer [132], and

the temperature of the second hotter cap during growth [57]. Smakman et al. [132]

found that varying the thickness of the first GaAs cap layer in GaSb/GaAs structures

strongly influences the outcome of the growth process. QDs were preserved using

an 8 nm thick layer, whereas less than 10 % of the QDs remained when a 4 nm

cap layer was applied. This is because large lattice mismatch gives rise to a Ga-Sb

and In-As pair energy of 1.87 eV and 1.40 eV, respectively [194, 220]. GaSb QDs

embedded in GaAs are therefore less stable than their InAs counterparts and self-

destruct relatively easily [86]. A combination of this bond energy and large local

strain fields [221] enables substantial exchange of Sb for As during capping, thus

GaSb nanostructures preferentially form QRs over QDs.

The annealing step should have supplied enough thermal energy to drive As-Sb ex-

change, hence a large QR density is expected. However, the lattice mismatch and

pair energy will be slightly reduced with an InGaAs cap. Whilst there is the possi-

bility for an amount of intermixing (if at all significant), the successful formation of

QRs with an InGaAs cap is more challenging than with the GaSb/GaAs material

system. Due to this, both QW growth temperature and thickness require careful

consideration.

Importantly, the nanostructures undergo partial relaxation, i.e. it is incorrect to

assume zero residual strain. Band structure calculations in Ref. [162] show both

strained and relaxed GaSb/GaAs offsets. The relaxed calculation indicates a type-I

structure and clearly this is not the case when taking blueshift results into account

both in this work and in literature (e.g. [170]).

The Dodson–Tsao kinetic model was used in Ref. [223] to explain the dependence of

residual strain and crystalline quality on growth temperature. QWs with a low In

concentration (12 %) were investigated at Tsub-values between 420 °C and 477 °C.
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For film thicknesses in the range of QW widths studied here, it was found that the

generation of dislocations is larger at lower growth temperatures and could possibly

be a compensation for slow glide velocity. Therefore the cold cap technique requires

an in situ annealing treatment to form the RWELL samples with high crystalline

quality.

Thermal Annealing

Thermal treatments are commonly employed across the semiconductor industry

to homogenise the distribution of group-III atoms, smooth interfaces (helpful for

buffer continuity and graded layers), and lessen the density of non-radiative line

defects. Consequently, quantum efficiencies and lifetimes are maximised, thus IPL is

increased, and ΓPL is reduced. The associated cost is a widened GaSb bandgap [170],

enhanced diffusion of group-V atoms [33] and slight variation of buried nanostruc-

ture morphology. The latter will offset the ΓPL reduction in a trade-off. Samples

may be annealed during growth or afterwards.

Rapid thermal annealing (RTA) can be used as a post-processing step to reduce

strain and improve crystalline quality in fabricated devices [46, 224] at the risk of

causing undesirable changes to nominal parameters such as Ea and λ [46]. Blurring

the (In)GaAs/GaSb interface smears out the confinement potential [33,46], whereas

reducing nanostructure height and intermixing-induced VB edge lowering causes

blueshift. It was found that annealed QDs lose (gain) uniformity in the lateral (out-

of-plane) directions [225]. The structural quality of a layer may degrade if the RTA

temperature is set too high. These techniques usually involve temperatures around

600− 800 °C and affect the entire sample.

Alternatively, in situ annealing techniques [32,33,47,48] are more subtle and applied

during epitaxy around 580 °C. Applying this annealing process after cold-capping

is shown to further relax the strain in close proximity to the nanostructures, by

enhancing intermixing; as inferred from larger QR openings with lower Sb content

in the cross-sectional transmission electron microscopy (XTEM) images taken under

dark-field (002) conditions in the work of Ref. [47]. The same is expected for our

samples, thus slight changes to the spatial configurations of the exciton complexes

are expected. A reduction in the yield of undesirable nanostructures is also expected,

since MDs are known to act as points of nucleation for clusters.

Annealing the samples is therefore expected to increase the wavefunction overlap

and lead to more type-I behaviour [46, 171]. Sb-As intermixing allows ψh to leak

out of the QD, whilst ψe leaks in, as shown in Figure 5.1b. An increased optical

oscillator strength is therefore to be expected [46], which ought to improve the
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intensity of excitonic PL emission. However, this measurement is beyond the scope

of the current investigation. Furthermore, an increased Eb results in an extended

indirect exciton lifetime (inverse of the decay rate) relative to excitons observed in

bulk and traditional GaSb/GaAs QD/QR materials; hence the PL emission should

be observable at comparably higher T and P .

Figure 5.1: Bandgap diagram to show the ∆ψ at sufficiently HT and confinement in a type-IIa
structure. The carrier distribution is assumed to be unaffected by charge separation for clarity in
discerning the broadening effects due to increased confinement and intermixing. The upper and
lower bands are the CB and VB, respectively. The sloped band edges in b) reflect how the lattice
interface loses abruptness with significant interdiffusion.

5.1.2 Structural Properties

Layer Thickness

It was found in Ref. [226] that the In migrated approximately 60 ML, or 20 nm (2

significant figures) into the barrier. Our stacked QR layers are isolated by a 250 nm-

thick barrier. It is reasonable to suggest that this layer ought to be thick enough for

all of the floating layer of In to be fully desorbed despite an increase of segregation

length at 670 °C, hence it is confidently presumed that each QR layer is insulated

from In and Sb atoms migrating above from the lower layers. Notably, this issue will

need to be addressed when coupling nanostructure layers, thus indicating how an

RWELL structure may be advantageous for improved thermal stability when using

this material system for lasers.

Furthermore, the periodic layer separation thickness influences the rate of carrier

capture in QWs [227]. When the barrier thickness is less than ∼ 20 nm, the carrier

capture in a QW is a purely quantum mechanical and rapid process (thermalisation).

In contrast, when the barrier thickness is larger than approximately ∼ 50 nm, then

119



capture is dominated by diffusion of carriers from the barriers into the QWs. There-

fore the latter is expected to be the predominant capture mechanism inside the QWs.

Importantly, QW width had no observable dependence on the capture process in the

work of Ref. [227].

Layer Composition

The intermixing between As and Sb is significantly less in SSMBE than for alter-

native techniques such as MOCVD, and its In-Ga analogue observed in InAs/GaAs

QDs [228]. However, the application of an in situ annealing treatment to GaSb/GaAs

QDs was not only found to reduce the height of the QDs, but to cause some intermix-

ing at the interfaces due to diffusion of Sb [33]. This raises a question on the extent

to which these RWELL samples resemble the intended nanostructure morphology

and structural composition. A hypothesis is presented here, although ideally, further

characterisation measurements would resolve any ambiguity (see chapter 7).

Intermixing of As in the QDs/QRs may be a contributing factor to any PL discrep-

ancies. Hodgson et al. deposited In0.8Ga0.2Sb QDs onto GaAs [229]. These nominal

concentrations resulted with a highly intermixed In0.08Ga0.92As0.95Sb0.05 outer disc,

surrounding an In0.8Ga0.2As0.19Sb0.81 core. The resulting recombination energies are

increased, hence intermixing was primarily of group-V elements, not group-III. In-

termixing will be significantly reduced in the samples presented here, since they have

a much lower In %. Non-negligible amounts of As are expected in the nanostruc-

tures after annealing, however this should not affect results much as the amount of

exchange will be similar in the reference sample.

A floating layer of Sb naturally forms during GaAs capping, acting as a surfactant,

since the bond between Ga and Sb is weaker than that between Ga and As. A small

amount of Sb atoms are incorporated into the GaAs matrix, whereas a significant

number of them remain at the growth front and become incorporated into the layer

above. Strain exacerbates this effect. Segregation of Sb increases the size and density

of the QRs as the number of repeated layers increases, thus shifting PL emission to

longer λ [56]. In attempt to combat Sb loss through group-V segregation, the GaAs

is soaked with Sb prior to GaSb deposition.

It is widely accepted that strain also acts to reduce the In incorporation during

growth; the reduction being greater at higher Tsub. Greater diffusion lengths of

group-III atoms tend to broaden the emission FWHM. Notably, tensile stress is less

effective at suppressing In incorporation than compressive stress [230]. The possibil-

ity of a strain-induced In/Ga exchange reaction [231,232] is worthy of deeper consid-

eration here. The extent to which the In atoms migrate in an InGaAs/GaSb/GaAs
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triple-stacked RWELL structure is yet to be investigated. However, for the reasons

outlined below, it can be inferred with confidence that the In % inside the QRs

really is negligible and has little effect on the PL response.

In segregation in the QW is expected to slightly compensate band bending (BB)

effects in our samples, i.e. modify the triangular QW potential profile; since the

CB edge is expected to be lower than usual towards the cap layer due. This might

reduce the rate of blueshift with increasing P ; and add to the average spatial sep-

aration of carriers, especially if a “W”-shaped potential is formed. Muraki et al.

proposed a phenomenological model [233] to predict the variation of In composition

across an InGaAs QW and GaAs barrier. The model suggests that as In atoms are

incorporated into the alloy; a fraction of the incident flux, denoted by the segre-

gation coefficient R, always segregates to the surface? layer during the deposition

of each ML. A larger population of In is expected to increase surface roughening.

Anticipating this, a low In concentration was employed so that the population of In

at the surface would remain low [234]. The electrons are concentrated at the bot-

tom of the QW due to the QRs, and the segregated In floats to the top of the QW,

so FWHM broadening in a single RWELL layer would be insignificant. However

the roughness is likely amplified through the z-axis in a triple-stacked MQW, and

smoothed significantly upon annealing. In addition, lower nominal In concentrations

are expected to yield smaller In-rich clusters, which can behave like QDs [224].

The In concentration in the yth layer may be estimated by:

x(n) =

{
rx0(1−RY ), for y ≤ Y ;

rx0R
(y−Y )(1−RY ), for y > Y.

(5.1)

Where x0 is the nominal In concentration and the sticking coefficient, denoted by

r, is a ratio of adsorbed to impinged (including desorption effects) atoms. The

segregation coefficient dominates the sticking coefficient within the QW by an order

of magnitude Y , therefore the model predicts that the segregation rate is larger than

the desorption rate. The QW is shallower than expected for lower values of r. The

QW and subsequent barrier are represented by y ≤ Y and y > Y , respectively. The

same In segregation and desorption characteristics in arsenides are also observed in

antimonides [235] hence applicable to all sample regions in this work.

Fujimoto et al. investigated [226] the In distribution profile of a 30 nm InGaAs/GaAs

QW using XRD and secondary-ion mass spectroscopy. The QW is deposited with

similar growth conditions to the samples here (x0 = 6 % and Tsub = 540 °C) except
their QW is much thicker, therefore the tensile strain will be increased. The segre-

gation rate R is assumed constant, and the In concentrations in a ML, and in the
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next, are assumed to be in equilibrium. Their derived r-value fell to zero at 540 °C,
i.e. the QW stopped growing. The sticking rate is not zero for the less-strained

QWs presented here. A zero sticking coefficient would imply that all the QWs are

limited to 5 nm. This is not the case considering the XRD measurements of Section

5.3 and the PL measurements of Subsection 5.4, where a clear trend with increasing

QW width is revealed. However, it is possible here that part of the QWs grown at a

hotter Tsub are shorter than anticipated. Notably, the model [236] employed above

assumes that the desorption of In atoms within the upper GaAs barrier occurs at

the same rate as the sticking. This assumption is likely invalid, hence the result

was ignored with caution, in favour of the optimal In0.2Ga0.8As growth temperature

window of (530± 10) °C, to find a starting point for QW optimisation. For In des-

orption and segregation effects to become negligible, it takes a relatively cold Tsub

of 450 °C [233]. The sticking rate should be increased for the lower Tsub-values here,

thus the In concentration should be closer to the nominal value.

Realistically, we expect the WL of our samples to be strongly intermixed along with

the QW at short lengths from the QRs, due to dilution through group-V exchange.

The authors of Ref. [57] found that the Sb content of the WL can vary between

30 − 40 % using a similar As/Ga flux ratio. This is presumably due to differences

in strain distribution within the QRs and WL [221]. The QDs/QRs are likely to be

almost pure [57,132] due to the instability described in section 2.2.3, which arises at

the position where the equilibrium of the interfacial tensions between the cap, QD

and under-layer are disturbed [86]. For the reference sample, the GaAs region in the

QR centre should be almost entirely free of Sb, unlike the inner radius of InAs/GaAs

QRs [220] which contain significant amounts of In. In atoms may conglomerate in

the centre of our QRs due to strain. It is also possible that our structures are

encased within a thin, dilute InxGa1−xAsySb1−y top layer. This quaternary has

been shown [237] to suppress group-V intermixing at relatively low In concentrations

(∼ 15 %) [237] hence may limit any annealing-related differences in composition.

5.1.3 Optical Properties

Quantum Confinement

Quantum confinement occurs when the QW thickness is comparable to the electronic

de Broglie wavelength. Electrons are able to move freely in bulk materials, however

their restricted movement in 3D-confined structures and this leads to discrete energy

levels, therefore the CB and VB are split into subbands. Quantum confinement

typically increases Eg in magnitude with the reduction of structure dimensions.
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The lowered CB edge along with the barrier provided by the upper GaAs/InGaAs

interface ought to enhance electronic confinement within the InGaAs layer. The

dimensions of a 10 nm QW capping layer are comparable to aX. Therefore choosing

a QW size smaller than this in our work, will cause the structure to operate in the

strong confinement regime.

The additional confinement from the QW forces the individual electron (ψe) and

hole (ψh) wavefunctions to overlap more spatially, i.e. increase ∆ψ along the z-axis;

thus increase the electronic density near the nanostructures.

Figure 5.2: Sketches to show a) the typical value of aX in bulk GaAs [170], and b) the compression
of aX inside a 5 nm-thick QW. The dotted line represents an electronic orbit in the classical picture.

Recombination rates are dependent on the energy difference in states and ∆ψ. A

greater percentage of carriers should therefore contribute to photon production, since

RWELL systems are known to effectively suppress edge recombination [84]. Addi-

tionally, fewer defect-formed, non-radiative recombination channels are accessible

within the restrictive active region.

Extension of Wavelength

Using an InGaAs QW should also theoretically lower the CB edge of the active

region and further extend λ beyond typical 1.3 µm RT emission. Further gains in

λ can be reasonably expected, since the lattice constant of InAs is closer to GaSb;

thus an InGaAs cap is expected to slightly reduce the compressive strain inside the

QRs, and therefore reduce the hole confinement energy.

5.2 Optimisation of GaSb Deposition

The first experiment of this project sought optimum GaSb growth conditions using

this MBE system. Specifically, the duration that the GaAs was soaked with Sb,
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and how long the Sb shutter was open for during GaSb deposition, was investigated.

Simple GaSb/GaAs QR structures were fabricated. Notably, the growth method for

these structures is based on a cold-cap followed by an immediate hot GaAs layer,

rather than annealing mid-way. This method is simpler to achieve QRs, hence likely

to yield reliable parameters and provide a strong foundation to explore more complex

growth techniques. QDs were grown under identical conditions to the buried QRs

for characterisation. Importantly, PL from the QDs is typically negligible due to

surface states, therefore they are often disregarded as emitters unless formed in close

proximity to the buried QD layers; in this case, the buried nanostructures function

as a carrier reservoir [238].

Modifying the shutter time trivially adjusts the amount of material present on the

GaAs substrate, thus influences the size and density of nanostructures. Suitable

growth conditions for GaSb QRs have been well established. They are presumably

based on satisfactory growth quality and optimum QR outer diameter in the work

of Timm et al. [194]. Authors often use GaSb growth rates and nominal layer

thicknesses of 0.3 ML/s, and 2.1 ML, respectively [46, 47, 56, 57, 194, 239]. Strain

limits the total amount of GaSb in a QR layer, post capping, to ∼ 2 ML [221];

the rest of the Sb behaves undesirably as a surfactant. Thus standard values were

adopted for two samples and a third sample was grown at 1.8 ML.

Soaking the growth with Sb before the GaSb layer replaces the Ga–As bond with

the Ga–Sb bond [240] and improves the interface quality. Two of the samples were

soaked with Sb for 30 s whereas one sample was soaked for 50 s. Bremner et al.

demonstrated that a 30 s soak minimises the corrugations at the GaAs–GaAsSb

interface [241], i.e. it should reduce roughness and improve layer abruptness of

our buffer-WL interface. The samples here are grown at different temperatures

even though it would seem to only be a 40 °C difference than in their work. The

temperature of the substrate is measured by a PID with the system employed here,

and RHEED transitions are used to calibrate the measured Tsub, i.e. using surface

reconstructions at the deoxidation temperature. There are further sources of error

such as sample holder geometry and differences in thermal heat capacity due to the

coating they have built up. Moreover, there is often a thermal lag. A rough estimate

of the total uncertainty to the temperature measurement is ∼ 20 °C. Additionally,
a different Sb-flux was applied on top of differences in MBE systems; hence it was

appropriate to replicate their experiment and determine a new optimum range, that

encompasses the formation of a complete layer. Due to the T -dependence of the

exchange reaction, a slightly more aggressive As-Sb reaction is expected, so the

upper soak time limit was reduced by 10 s. There is more interest in exploring

the upper soak time limit, instead of the lower limit, due to the greater IPL-value
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observed with a 60 s soak in the work of Ref. [241], resulting from a more triangular

potential well. This result indicates a more abrupt interface.

Substrates were prepared in the same manner as subsection 3.2.3. The buffer layers

for each sample were grown at 650 °C, with a growth rate of 1.0 ML/s. The growth

temperature was then reduced to a temperature of 540 °C under an As2 flux for all 3

samples. After, the As-valve was closed similar to the method in subsection 3.2.3 and

the surface was soaked with Sb prior to GaSb deposition. A GaSb-rich is indicated

by the change in RHEED pattern from a 2× 4 to a 1× 3 reconstruction [57]. The

formation of the QRs was indicated by the change in RHEED pattern from streaky

to spotty. The QDs were cold-capped with 5 nm of GaAs, at a temperature of 475 °C
and growth rate of 0.3 ML/s. The QR layer was separated from the top layer of

uncapped QDs by a 200 nm-thick GaAs barrier grown under identical conditions to

the buffer.

Figure 5.3: 1 × 1 µm2 micrograph of the GaSb surface QDs at 540 °C for each deposition time
(left to right: (50 + 7)s, (30 + 7)s, (30 + 6)s).

The next batch of growths investigated Tsub during GaSb deposition. As a starting

point, Tsub was set to the estimated value for optimum InGaAs growth. This was to

see how the nanostructures might form in high quality InxGa1−xAs QWs. In other

words, to gauge their size and emission characteristics within a QW layer of minimal

alloy disorder and roughness.

5.3 Structural Characterisation

Unfortunately, there is currently no XRD data for the asymmetric RWELL samples.

However, previous In0.15Ga0.85As/GaAs MQW samples grown at 10 nm, 15 nm,

and 20 nm, were characterised with XRD; along with a symmetric version of the

structures analysed in this Chapter, i.e. the QR layer exists in the middle of the

QW. These structures can be used to obtain an, albeit limited, understanding on the

quality of QW growth for all of the capped-RWELL structures. The AFM and PL
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Figure 5.4: Comparison of PL emission for 3 GaSb/GaAs samples normalised to the GaAs peak
at 4.2 K and 300 mW for each of the growth deposition times

Figure 5.5: 1 × 1 µm2 micrograph of the GaSb surface QDs for each sample, at different QR
growth temperatures (left to right: 540 °C, 550 °C, 530 °C).

of these samples are beyond the scope of this current investigation, hence discussion

is omitted. they are included purely for comparative reasons to assess the case for

assuming high crystalline quality. The structure of the symmetric RWELL samples

(Appendix C) is similar to that of the asymmetric RWELL samples,however the

QWs are richer in In and separated by a thinner barrier (100 nm). The ultra-thin

GaAs protective layer is also missing. Furthermore, there are differences in growth

conditions compared to the asymmetric RWELL samples, namely: the InGaAs layer

was grown at a faster rate of 1.0 ML/s; the GaAs layers were grown at a slower rate
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Figure 5.6: Comparison of 4.2 K PL emission for 3 GaSb/GaAs QDs/QRs samples grown on
GaAs:Si substrates, using a 300 mW laser source. An optimum Tsub-value was found by varying
Tsub during GaSb deposition, and observing how the corresponding change in density and size of
nanostructures affects the PL emission. The data has been normalised to the GaAs peak intensity.

of 0.85 ML/s; a substrate setpoint temperature of 640 °C was used to grow the

InGaAs layer and final GaAs cap layer; and the GaAs barrier layers were grown

with a set point of 680 °C.

The hotter T -setpoint for the InGaAs QW is an optimum growth Tsub value (within

uncertainty). Therefore the XRD results provide an upper bound on the crystalline

growth quality, i.e. the FWHM for the asymmetric RWELL samples will be slightly

wider than the data fit, due to the nucleation of dislocations. However, QW compo-

sition should be slightly more accurate in comparison to the nominal values for the

asymmetric RWELL samples because of the lower Tsub and In content. The discrep-

ancy of thickness is expected to be similar for both structures since the uncertainty

depends mainly on shutter transients during growth.
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Figure 5.7: Rocking curve measurements are plotted (black) and overlaid with simulated data
(red) for a triple-stack In0.15Ga0.85As/GaAs MQW of a) 10 nm, b) 15 nm, and c) 20 nm.

The rocking curve measurements of three symmetric In0.15Ga0.85As/GaAs MQW

samples are presented in Figure 5.7. The fitting parameters corresponding to the
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rocking curve measurements are extracted and tabulated in Table 5.1. Clearly, the

model is in strong agreement with the measured data. High growth quality of the

QW layers is inferred from the remarkable overlap of the fine, experimental and

theoretical satellite peaks. It is worth emphasising that the model assumes a homo-

geneous distribution of In content throughout the QW. The negligible imperfection

density is a result of MBE technology, and selection of layer thickness below hc

for an In0.15Ga0.85As QW (Figure 4.1). Furthermore, the intensity of the satellite

peaks increases with increasing QW thickness because the number of Bragg planes

increases with thicker layers of material.

Sample
ID

Nominal
QW Thickness

(Å)(Å)(Å)

Actual
QW Thickness

(Å)(Å)(Å)

Nominal x
(%)(%)(%)

Actual x
(%)(%)(%)

A1336 100.00 96.57 15.00 14.00
A1396 150.00 147.20 15.00 14.69
A1397 200.00 189.64 15.00 14.79

Table 5.1: Layer thicknesses and temperatures used.

A low amount of In segregation is evident for each sample since the measured In

content is close to the intended values (Table 5.1). At most, the In concentration and

thickness deficits were 1 % (10 nm sample) and 10.4 Å (20 nm sample), respectively.

It is highly likely that these discrepancies are not due to segregation of In; rather,

slight imprecision of cell temperature, V:III flux and growth times, along with the

relaxation parameter used in the model. Considering the difficulty of epitaxy, the

growth of these layers are considered successful and further recipes can be designed

based upon these results.

Figure 5.8: 1 µm × 1 µm micrograph of the reference sample GaSb surface QDs. The colour
brightness reflects the relative height of the nanostructure.
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QD morphology statistics were analysed and the results are presented in Figure

5.9. It is clear that the QD ensemble has an asymmetric normal distribution of

diameters and heights. The histograms were therefore fitted with a BiGaussian, i.e.

a combination of two half-Gaussians, to assess the mode average and skewness, ζS.

Figure 5.9: Histogram plots to show the a) height and b) diameter distributions of the ∼ 522
sample size. a Bigaussian is used to fit the binned data (red dotted-line).

The dot density, ndot = (520 ± 170) µm2. The mode averages of the height and

diameter are h = (4.0± 1.4) nm and D = (24± 11) nm respectively. The standard

deviations of h and D, were calculated by the quadrature sum of the half-Gaussian

widths above and below the mode average. The height distribution has a greater

non-uniformity than the distribution of diameter. Specifically, the ζS-values of the

resulting curve fits of h and D are 0.28782 and 0.77435 respectively. The buried QRs

are expected to have an even greater non-uniformity of h, due to the dissolution

effect.

The height distribution has a tail to the shorter QD side. The majority of QDs

have a height of 3-5 nm, and h < 3nm for almost a quarter of their remainder.

For the diameter distribution, the tail is towards the wider QDs. There are only

several dots with D > 50 nm on the micrograph. The remaining counts are likely

due to sampling errors in the Nextnano Analysis software, which are accounted for

in the uncertainty of ndot. Therefore D can be assumed to be uniformly-distributed

(in approximation) around 24 nm. The variation of h and D will affect the in-

plane and out-of-plane lattice constants of the local QW, respectively, along with

the confinement energy of carriers. Thus the distribution tail of h is expected to

have a greater impact on the transition energy than that of D.

Previous high resolution transmission electron microscopy (HRTEM) [47] and XSTM

studies [132], show double-lobe features that are indicative of QR formation. No QRs

were identified during the AFM measurements of this project. However, surface QRs
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were not observed in the work of Refs. [47, 242] either, despite the clear formation

of buried QRs. The buried structures are most likely similar to those in Ref. [195].

They are expected to be approximately circular [57,81] and highly disordered [243].

HRTEM and XSTM seemed beyond the scope of this work since we can reasonably

assume our nanostructures are consistent with previous studies by looking at the

reference sample AFM. It is worth reminding that growth conditions are similar, well

developed and found to yield similar morphology under varied conditions. Moreover,

the λ-values here are very similar to in their work.

Figure 5.10: Rocking curve measurements are plotted (black) and overlaid with simulated data
(red) for a triple-stack (symmetric) In0.15Ga0.85As/GaAs MQW of 10 nm width, grown at a Tsub
setpoint of a) 520 °C, b) 560 °C, c) 600 °C, and d) 620 °C.
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5.4 Asymmetric Ring-in-Well Photoluminescence

5.4.1 Peak Discernment

Figure 5.11: Bandgap diagrams of the previous (a) and developed (b) structures to show how
the main radiative recombination channel has changed. The red dotted lines represent the ground-
states, the blue arrow indicates the key difference between both structures; all other notation has
its usual meaning. The relative GaSb VB offsets have been displayed taking into consideration the
work of Pryor and Pistol [244]. The WL is assumed to be 100 % relaxed.

PL spectra were first measured at 4 K following the procedure outlined in Subsection

3.3.2, since the prominence of observed peaks are maximised in these conditions.

Figure 5.11 shows the corresponding band diagram of the spectra shown in Figure

5.12. Flat band-edges are assumed for simplicity and highlight the pre-eminence of

three distinct transition energies. The VB edge of the WL is raised above the QR

band edge [244], and the QW layer is in contact with the WL in regions between

the nanostructures and within their inner radii.

Figure 5.12 compares all four samples at a large excitation power of P ≈ 260 mW.

Here, the data has been normalised to the GaAs peak to better compare the per-

formance of each sample. Notably, the spectra has not been corrected according to

Subsection 3.3.5, so the reader can assess the small differences between original and

modified spectra.

Three dominant resolved bands of emission are apparent for each sample, in agree-

ment with Figure 5.11. The peaks close to 1.35 eV and 1.5 eV are attributed to

emission from the QDs/QRs; WL and the GaAs matrix, respectively. The domi-

nant peak near 1.05 eV is yet to be discerned with confidence although it is most

likely to be emission from either QDs/QRs or CB to C-acceptors. Emission from

the QW BtB transition is unobservable due to both the Coulomb attraction from

the QRs and their large hole confinement energy (∼ 600 meV for pure GaSb/GaAs

QRs [29,80,86].
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Figure 5.12: 4 K PL spectra comparison of the reference and RWELL samples, at full P .

The reported bandgap value of GaAs is 1.519 eV at 0 K and corresponds exactly to

the barely resolved shoulder of the 15 nm GaAs sample, therefore this shoulder is

attributed to the BtB transition of bulk GaAs. The ground-state Eb (free-to-bound

transition) of C-acceptors in GaAs is 26 meV [245]. Therefore the majority of emis-

sion from the observed GaAs peak coincides well with C-acceptor states above the

GaAs VB edge, despite the 15 nm sample showing emission at ∼ 1.85 eV (8 meV

difference may be due to excitonic binding and systematic uncertainty). The fact

that acceptor states dominate emission at these λ-values implies a significant amount

of accidental doping near the nanostructures where the electrons are concentrated,

i.e. in the (In)GaAs cold-cap and the ultra-thin GaAs protective layer. Uninten-

tional doping is surprising since MBE was used, and the characteristic “U”-shape

dependence of EPL with P [22, 158] was unobserved for the WL.

The small peak on the 15 nm sample at ∼ 1.45 eV is rather interesting and provides

a clue towards discernment of Ea in Subsection 5.4.3, since it is ∼ 68 meV, and

∼ 37 meV, lower in energy than the GaAs peak and C-doped GaAs peak respectively.

It is likely caused by a QW BtB transition; or a type-II transition between electrons

in the QW ground-state, and acceptor states in the GaAs barrier or protective layer.

It is more likely to be a transition between the QW and the GaAs barrier, since the

peak almost disappears at low P . The smaller density of hole states in the ultra-thin
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protective GaAs layer would be most discernible at low P and become saturated as

P increases.

This data (and the data in Figure 5.14), shows that as the width of the InxGa1−xAs

QW increases from 5 nm to 15 nm, the PL emission redshifts by ∼ 32 meV and the

intensity (peak amplitude) decreases by nearly two orders of magnitude. The WL

also redshifts by ∼ 24 meV. The WL EPL of each sample changes with confinement

suggesting one of two possibilities. Either the WL composition is similar across the

RWELL samples and tensile strain is only partially relaxed and lowered the CB

edge; or strain-driven intermixing of In with increasing QW thickness has changed

the layer composition. The former is most likely.

The shoulder near (∼ 1.2 eV) on all QR peaks may indicate a significant background

PL contribution since it is more prominent at low P . The background emission

has a large ΓPL near this energy, at (1.15 ± 0.2) eV. However, it is very unlikely

that background emission is visible at full P and LT. Emission of ∼ 1.15 eV from

GaSb/GaAs QDs has been observed at 10 K [28], therefore depending on whether

QRs were grown successfully, the dominant peak can be explained by 1 of 4 structure-

related possibilities described below.

The first possibility is the transition from excited states of electrons at higher energy

states in the (In)GaAs layer, to holes deeper in the QR VB (e2 − HH2). Secondly,

although the AFM data shown in Figure 5.9 lacks strong evidence to consider a

bimodal distribution, the active region still appears to contain a significant asym-

metric distribution of nanostructure morphology. The variation of local QW strain

must be non-negligible, since there is a slight dependence of the shoulder peak energy

on QW-width, however, it is conjectured that shoulder for this case is more likely

caused by band-filling and the subsequent optical activation of states within the

smaller nanostructures (with increased carrier confinement). Wide QDs typically

contain defects which cause non-radiative losses. However strikingly, an asymmet-

rical distribution of QDs was found in Ref. [246] to be optically-active even though

the mode averages were found to be D = 60 nm and h = 6 nm respectively. These

nanostructures have similar dimensions to the large nanostructures of the reference

sample of this work. The third explanation is that tensile strain and confinement

inside the GaAs regions of the inner QRs may change the electronic energy levels of

states in regions outside of the QRs relative to the bound states within their cen-

tres. This effect is expected to be insignificant due to the rapid filling of a small DoS

inside the QR centre. Alternatively, emission may be dominated by holes bound to

C-acceptors (e1−A0), with the higher energy peak corresponding to the (e1−HH1)

transition. If this was the case, one would expect the PL sub-peaks to be separated
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by ∼ 26 meV and this is not the case even with a generous approximation for the

sub-peak energies.

There is a high-energy shoulder on the RWELL samples that is most pronounced on

the 15 nm sample. The strain and band offset analysis in Chapter 4 also indicates

the existence of a radiative dual-channel, i.e., the observation of an average of two

recombination channels emitting at similar energies. This potentially occurs in one

of two ways. A strain-related splitting of the intended (In)GaAs-to-GaSb channel

transition energy could be caused by the recombination of electrons from InGaAs

regions inside and outside of the QRs; or large P may lead to radiative recombination

from the combined QW and GaAs barrier CB ground-states. If a radiative dual-

channel is operational, it can be argued that the magnitude of relative intensity is

a result of the differing surface areas at the inner and outer QR regions; or in the

previous case, the transition rates between regions of differing material. An accurate

value for the difference in CB edges between electrons situated inside the QR centre

and outside of them cannot be calculated yet, due to the lack of lateral confinement

with the current model and is left for future simulations. Alternatively, the filling

of GaAs states and lowest energy states inside the QW layer may be simultaneous

at sufficiently large P due to their small relative CB offset. The increase of the

shoulder intensity relative to the QR peak corresponds to a greater proportion of

electrons recombining from the QW. Other less plausible explanations may still

account for the observed phenomenon in the RWELL samples. This may provide

evidence that a thin InxGaxAsySb1−y dilute quaternary top-coating exists around the

RWELL nanostructures in the QW due to QR formation. Increased strain would

drive a greater amount of inter-diffusion. Although the asymmetry on the high

energy slope is often caused by energy transfer between QRs of different sizes, this

explanation cannot be justified without first assessing the relative intensities against

P . The same applies to the possible occupation of excited states. In the case

of the former, ground-state recombination dominates and the increased hole-hole

Coulomb charging energy corresponds to the sub-peak separation. If the occupation

of excited states is true, then the higher energy peak would exhibit an increasingly

super-linear P dependence caused by the rapid occupation of higher energy states.

Excited states would not be significant enough to be resolved since it would require

the nanostructures to trap unlikely large densities of holes. A Mott transition may

also occur at higher P ; free carriers recombine at higher energy than when they are

bound.

All WL peaks also have an asymmetric lineshape (low energy feature). It is unusual

for a band edge to be abrupt. Long, low-energy and T -dependent tails are referred

to as Urbach tails [247]. They often appear near the optical band edge because
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of fluctuations in the electrostatic potential, with a dependence on disorder and

impurities. It reflects the exponential part of the absorption coefficient spectrum

as it falls to zero; i.e. local states are shunted below the CB edge, hence recombi-

nation decays exponentially into the bandgap. The dilution of the WL along the

growth direction due to As-Sb exchange [57] may further account for the observed

asymmetries. The reference sample should have slightly better structural quality

than the In-containing RWELL samples, however similar tails are observed across

all samples, thus indicate similar structural quality near the QRs in each of them.

The resolved double-peak of the reference is unlikely to be caused by ML fluctuations

of WL thickness, i.e. hole localisation at the WL interface from islands/terraces

formed by 1−2 ML fluctuations of the WL thickness. All samples would exhibit the

same phenomenon if this were the case. Clearly, any sub-peaks are restricted by the

resultant WL profile and must be intrinsically different in shape. The peak cannot

be due to potential C-acceptors either. With regards to this, the lower energy peak

would be attributed to the localised states, and the higher energy peak would be the

GaAsSb states. The higher energy peak increases in intensity, and the lower energy

peak is visible at low P . At low P the typical acceptor occupancy is negligible. At

full P the density of photo-generated carriers is greater than density of acceptor

states, thus emission from them is unobservable due to their saturation.

Charged excitons, namely X− trions, are characterised by the convolution of a hy-

perbolic secant profile, and an exponential tail function. The former function has

heavier tails than a Gaussian and is related to phonon scattering, the latter ac-

counts for recoil electrons left behind after recombination [248]. Stronger electron

confinement increases the electron density near the WL in the RWELL samples,

thus increases the probability for charged excitons to exist. A similar low energy

tail is actually observed across all samples and observation of excitonic emission

without a µ-PL measurement setup is dubious. That is not to completely disregard

the possibility of observing the broad PL band with LT macro-PL as a composition

of sharp lines [249]. Since electronic confinement is poorer in the reference sample

and the measurement of PL is at high P ; excitons are unlikely responsible for the

WL tail.

An unresolved LO-phonon replica provides an alternative explanation to the asym-

metry of the low energy slope. These replica peaks are caused by quantum confine-

ment and piezoelectric effects in low-symmetry nanostructures. An emission line

attributed to them was found to occur at ∼ 31 meV below the WL in GaSb/GaAs

QDs [28]. This result is supported by the work of Ref. [250], where Raman spec-

troscopy was used to obtain a phonon energy of ∼ 29 meV in GaSb QDs. A close

136



inspection of all the raw sample data reveals a slight shoulder on the low-energy side

of the broadened transition line. An approximate energy difference of ∼ (30 ± 5)

meV is obtained for a possible sub-peak fit in strong agreement with reported values.

Phonon-assisted transition phenomena are most identifiable in the reference sample.

The ground-state emission from the RWELL structures studied here have a smaller

EPL than the sample in the work of Ref. [59]. The authors report a QR peak λ

of ∼ 1200 nm (1.035 eV) at 10 K with an excitation density of 0.5 W/cm2. This

is striking in comparison to the results presented here, considering the much lower

nominal In concentration and large excitation power used. It is likely that the QRs

in this work are bigger. Notably, the QR and WL peaks in this work are more

clearly resolved, indicating improved growth conditions. The relative difference

of intensities between these peaks is similar to in their work. Typical ΓPL-values

reported in literature for the ground-state of GaSb/GaAs QRs are typically below

100 nm (at low T and P ) [54, 57,81].

The remainder of this section focuses on the T - and P - dependencies of EPL, ΓPL,

and IPL.

5.4.2 Power-Dependent Measurements

PL from the InGaAs-capped GaSb/GaAs QRs was measured at 4 K whilst varying

P . Figures 5.13a to 5.13d show the evolution of the two lowest energy peaks with

P over a range of 0.07 mW to 260 mW. A single Gaussian fitting was used to

extract EPL, ΓPL, and IPL. Studying the evolution of integrated intensity rather than

peak amplitude is preferable, due to less sensitivity to fibre orientation (illuminated

surface area) and slight changes to the local nanostructure density across different

regions. Indeed, a two-peak model would fit the data better for these samples.

However, it was considered inappropriate for employment without a precise grasp of

the ΓPL and EPL-values of the other emitters (and potentially background), despite

a sensible evolution of the high energy feature with P . The uncertainty in the

resulting fitted parameters is too large and accompanied by a risk of rationalising

the data. Confident deconvolution and identification of these sub-peaks is further

prevented by the small difference in energies. Instead, it is better to compare the

average ground-state emission with a single Gaussian across samples as a figure of

merit. Moreover, it is very likely that discrepancies between measured and simulated

spectra are partly caused by band-tail states away from resonant peak energies.
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(a) (b)

(c) (d)

Figure 5.13: P sweeps: a) ref, b) 5 nm, c) 10 nm, d) 15 nm.

The single simulated Gaussian curve misfit of the high energy tail (QR emission

peak) is the least discernible below ∼ 1 mW and grows in intensity with P . The
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discrepancy appears to be inversely proportional to QW width, thus related to the

behaviour of electrons and their confinement, rather than the variation of hole con-

finement energy from an asymmetric distribution of QR shapes and sizes. Moreover,

the strain used to form the nanostructures should be similar across all RWELL sam-

ples due to annealing after 5 nm of cold-cap during each growth. It is reasonable

to suggest that an ensemble of many overlapping states arises due to fluctuations

in local strain, hence why the peaks remain blurred together at high P . Recombi-

nation from biexcitons is ruled out since the approximate low energy sub-peak does

not appear to reduce in IPL with P , despite the potential higher energy sub-peak

appearing to grow in intensity. As it stands, predominant recombination from e-h

pairs cannot yet be ruled out. Broadening of the high energy tail and ΓPL at high

P for each of the RWELL samples in Figure 5.13 is a strong indication of excitonic

resonance losses [24]. This is typically caused by many-body effects from a large

electron density, where e−−e− interactions, i.e. screening, dominate e−−h+ interac-

tions. The possible overlap between neighbouring excitons occurs in samples where

the average separation of randomly distributed QRs is small (approximately twice

the Bohr radius). Excitonic ionisation can be increased by the additional screening

from de-localised electrons [24]. The asymmetry cannot be from electrons confined

within unintended In conglomerations either, since the emission peak would be at a

longer λ.

The intensity of the WL peak increases relative to the QR peak with increasing P

for all samples. This indicates an increasing rate of recombination in the WL. Large

P -values fill the vacant CB states and a greater percentage of electrons transition to

holes in the WL, as the QR states become saturated by the photo-generated carrier

density. It is energetically unfavourable, in the RWELL samples at low P , for the

electrons to recombine with holes in the WL due to strain inside the QW and the

strong Coulomb potential of the QRs. A reduction of QW confinement reduces the

relative WL peak intensity in the RWELL samples, which suggests a lower electron

density near the nanostructures.

Figure 5.14 shows the P -dependence of EPL for each sample. Recombination energy

increases with increasing P in each sample. It is widely accepted that these strong

blueshifts are a key PL characteristic from type-II structures. The mechanisms

commonly invoked to explain this behaviour are capacitive charging (CC) [158,161,

170, 239, 251], BB [76] and state-filling [252]. The primary cause of blueshift in

GaSb/GaAs QR structures is CC and this was found to be an order of magnitude

larger than the contribution from BB [170].
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Figure 5.14: Recombination energy of the QR peak in each sample as a function of P . Each
value has been thermally-corrected (−kBT/2).

The internal electric field caused by the spatial separation of carriers creates a strain-

dependent, triangular potential well at the interface between the nanostructures and

the local matrix [253]. This causes the ground-state energy to shift proportionally

to the electron density near the interface, n2D [254]:

∆EBB =

(
h̄2

2m∗
e

)1/3(
18π2e2

8ε0εr

)2/3

n
2/3
2D . (5.2)

Importantly, the 0D nature of QDs and QRs must be taken into account. Charging

effects are included by modelling the nanostructures as a nano-scale capacitor, where

the addition of each subsequent charge results in an energy shift proportional to the

number of holes trapped inside the nanostructure, nh [158,161,170,251]:

∆ECC =
nhe

2

C
=

e2aX
2Aε0εr

nh. (5.3)

Where C is the total capacitance, A is the area of the nanostructure, and nh is

the number of holes trapped inside the nanostructure. All other symbols have their

usual meanings. The electron and hole densities are often unknown, so they are

related to the measured IPL, via the bimolecular recombination equation previously

discussed in Subsection 2.3.3. Charge neutrality is assumed (ne = nh) and leads to
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∆EBB ∝ IPL
1/3 and ∆ECC ∝ IPL

1/2 for BB and CC, respectively.

There is a ∼ 36 meV difference in EPL between the thickest and thinnest QW

samples. Such an increase in energy with a reduction in QW width is consistent with

quantum confinement and strain arguments. The energy of discrete hole (electron)

states in the GaSb nanostructures (InxGa1−xAs QW) are increased (lowered) by

compressive (tensile) strain. Moreover, tensile strain tilts the bands, thus steepening

the triangular potential well [28].

Counter-intuitively, the QR peaks have blueshifted away from the reference QR

energy. Below ∼ 30 meV, the 15 nm sample has a slightly longer λ than the reference

sample, hence provides optimism for one of the main project objectives. However,

the difference is only slight and at an impractically low P for industry. Further

increases to the QW width may increase λ at the expense of poorer IPL yield, due to

inevitable dislocations if the critical thickness is exceeded. An important question

is therefore raised as to why the QW has not significantly redshifted QR emission

as expected. A few potential reasons are discussed below.

The most likely explanation is that confinement effects dominate the tensile strain-

related reduction of the CB edge. Quantum confinement likely causes the majority

of blueshift by increasing Eg and Eb. Electron interactions also gain significance, as

the z- dimension is reduced, thus counteract e−−h+ interactions with increasing P ;

effectively increasing aX [24] and contributing to blueshift. The simulation results

of Chapter 4 (Subsection 4.2.3) suggest that it may be energetically favourable, at

particular locations were the piezoelectric charge density is significant, for GaAs

electrons to tunnel through the WL and recombine with the GaSb holes. Transi-

tion energies are inherently larger, since the GaAs states below the QRs are further

spatially separated from the GaSb states in the RWELL samples, than GaAs states

above the QRs in the reference. With regards to the VB, compressive strain inside

the QDs/QRs is expected to push holes to lower energies. However, both confine-

ment and strain energies inside the QRs will be similar for all samples because only

the cap layer was changed between them, and even though InGaAs is closer in lattice

constant to GaSb, than GaAs is, the dilute QW will reduce the compressive strain

in the QRs by a negligible amount. In-situ thermal annealing is known to increase

the GaSb bandgap [170], although conditions were similar across all samples, thus

any related differences are negligible.

Different effective masses between the RWELL samples may also explain the ob-

served blueshift dependence on QW-width. The tensile strain inside the QW re-

duces the effective mass [255] which spreads the electronic wavefunction (increases

aX) and compresses the electron dispersion, i.e. increases CB curvature far from the
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Γ-point. This can be observed by investigating the parabolicity of the field depen-

dence of the QR peak at low excitation [47]. Clearly any subtle increase in electron

energy levels across the entire band does not adequately give the full picture at

the Γ-point. Otherwise, by these arguments the 15 nm sample ought to emit the

largest energy photons, since strain increases with increasing QW width. Besides,

the tensile strain-induced reduction of effective mass is opposed by the increase of

effective mass due to the penetration of the electronic wavefunction into the barrier

(which increases with greater confinement), and non-parabolicity of the CB at large

k-values (which reduces with confinement) [256]. Importantly, the carrier mobility

depends on the net effective mass and impacts the significance of screening, such

that small E-fields can easily capture electrons if there is an overall reduction of m∗
e;

resulting in a deeper potential well at the heterojunction, i.e. more CC.

The slightly increased rate of blueshift for the RWELL samples above a critical

excitation may possibly indicate the band-filling, and subsequent saturation, of a

limited DoS inside the inner region of the QRs. However this is unlikely since the

emission centre of mass (COM) hardly changes in Figure 5.13 and a small DoS of

states will be eclipsed by recombination from regions in between adjacent QRs with

a larger DoS. The strain-induced CB profile is a more likely explanation.

Increasing P will increase IPL, due to greater QD/QR occupancy, by the relation-

ship: IPL = ηP ℵ (assuming P ∝ Ils, where P is the nominal laser power). The

exponent, ℵ, relates to the mechanism of recombination. Values of 1 and 2 typically

indicate excitonic and free carrier recombination, respectively. A lowered ℵ-value
is desirable for the objectives of this project, as it corresponds to increased recom-

bination rates. Emission is therefore brighter at resonant λ-values, and the rate of

blueshift is dampened (stabilisation of λ), i.e. higher energy states are kept unoc-

cupied due to shorter carrier lifetimes. A more complicated carrier recombination

mechanism is evident if ℵ increases at higher T . The intercept, Log(η), of a linear

fit of Log(IPL) as a function of Log(P ), is a comprehensive characteristic related to

nanostructure efficiency. It includes effects due to geometry, carrier capture, absorp-

tion, and ionization. A lower value for η is associated with poorer recombination

efficiency.

The P -varied integrated intensities of each sample at 4 K, along with their corre-

sponding ℵ-values are presented in Figure 5.15. The propagated uncertainties taken

from the least-squares fit are omitted due to the data points being much larger

than the error bars. Moreover, the uncertainties introduced during analysis are

much smaller than the uncertainties introduced during growth, particularly when

discussing the resulting ensemble of nanostructures.
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Figure 5.15: Integrated intensity of the QR peak in each sample as a function of P . Inset: the
ℵ-values are plotted as a function of QW width, where the black and green triangles correspond
to low and high P , respectively. Excitonic recombination dominates at low P and T .

The data in Figure 5.15 shows that IPL ∝ P and increases linearly below ∼ 30 meV.

Intuitively, a higher intensity of incident photons will create greater densities of

electrons in the QW layer and populate the QRs with more holes, thus recombination

rates will increase subject to nanostructure hole occupancy. The probability for a

recombination event to occur will also increase with a reduced carrier separation.

The relatively low IPL of the 15 nm sample indicates a greater amount of non-

radiative recombination and consequently implies one of two things. A greater

percentage of injected carriers is likely to populate the barrier layers and recombine

more slowly there due to a relatively small carrier volume density.

Differential carrier-lifetime measurements in strained InGaAs/GaAs QWs confirm

that recombination rates are in fact reduced in QWs of thinner QW width or smaller

potential barriers [257]. Or this sample may have a greater defect density than the

other samples, i.e. the number of band-tail states has increased as the QW ap-

proached the critical thickness. A consequent relaxation of the internal QW strain

will facilitate carrier loss with increasing T through the thermal activation of dislo-

cation trap states.

Discrete hole-charging can be inferred from increasingly sub-linear behaviour at

higher excitation. Likewise, a sub-linear dependence can be explained by non-
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radiative loss into the barriers [169]. The exact balance of mechanisms causing

this behaviour is unclear as of yet. However, discrete hole charging is likely to

account for most of this behaviour at LT.

Importantly, the inset of Figure 5.15 provides new evidence to confirm that the

widely used approximation to the bimolecular rate equation cannot be used to dis-

cern between CC or BB for 0D confined type-II nanostructures. Moreover, it shows

that the rate of blueshift depends on an average of separate contributions. At full

P , there is a clear dependence of ℵ on QW width, i.e. ℵ increases for thicker QWs;

therefore, the observed increase of IPL saturation with QW width is related to the

localisation of electrons. The weakened electron binding causes a reduction of the

rate of radiative QW-to-QR transitions, which suggests that more electrons are de-

exciting to states in unintended regions of the structure. As a result, the sub-linear

behaviour of IPL(P ) intensifies.

Indeed, charging energy is a highly important factor and found [170] to dominate

BB by an approximate factor of 10; though these QW-varied results prove that BB

cannot be ignored completely. Besides, an upper limit to the amount of CC-related

blueshift depends on the self-limiting number of holes that the average QR can

contain [26]. Conceivably, the observed blueshift is a compound effect: the sum of

contributions from CC, BB, changes in strain, and energy transfer. Nevertheless, it

is concluded that the type-II nature of GaSb/GaAs QRs and InGaAs/GaSb/GaAs

RWELLs truly leads to a non-linear rate of carrier transfer beyond a critical excita-

tion density.

The generalised analysis outlined in Ref. [170] was employed here in attempt to

distinguish the main mechanism responsible for recombination; without rationalising

the data with prior assumptions of ℵ. First, the minimum transition energy was

obtained by extrapolating a linear fit to the lowest excitation data points in a plot of

EPL as a function of IPL. The minimum transition energy is the energy difference,

at P = 0, between the ground-state and the CB edge. This value includes any

accidental hole charging [158, 239]. The intercepts are then subtracted from the

thermally-corrected (and P -varied) QR emission energies to obtain the net ground

state energy shift, ∆E. The ℵ-value was then found by applying a linear fit to the

trends in a plot of log(∆E) vs log(IPL).

Evidently, ℵ evolves with increasing P , hence a single value for ℵ cannot be ex-

tracted. Three distinct ℵ-values are derived, due to the change of gradient between

low P and high P . A gradient of 1 is observed at low laser power. As P increases,

the exponents reduce to a value around 0.33, and then even further at full P , thus

consistent with reduced carrier transfer into the QD/QRs. All ℵ-values are well
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Figure 5.16: Plot of Log(∆E) vs Log(IPL) for the QR peaks of each sample. There appears to
be three gradients corresponding to three distinct ranges of P . The inclusion of data points in
each excitation range is not consistent for each sample due to poor data resolution, i.e. sparse
measurements. Some gradients appear to meet at a common data point, where others do not. It
does not affect the conclusions made since the gradients are used as a rough estimation for each
range. As more measurement curves are taken (and accurately fitted), the corresponding exponents
are likely to converge to a value in agreement with theory.

below 2, thus free carrier recombination is negligible in these samples at LT, and a

Mott transition causing the higher energy shoulder can be ruled out.

At full P , ℵ is greater for the reference than it is for the RWELL samples. This is

most likely due to aX and thickness of the cap layer. The ground-state of the RWELL

samples is less prone to defects since the electronic wavefunction encounters a limited

number of states in the thin QW region, in comparison with the vast number of states

in bulk GaAs layers of the reference. Thus, the severity of sub-linear behaviour

would be greater in the reference in agreement with observation. SRH transitions

are typically characterised by ℵ > 1. Although this provides enough reason for

an amount of scepticism in this explanation, SRH recombination cannot be ruled

out completely since ℵ is an average value corresponding to multiple simultaneous

recombination processes across the entire QR ensemble. Alternatively, the reduced

sub-linear behaviour with reduced QW width may be explained by suppression of

CHCC recombination with confinement. Relative to thicker QWs; there are fewer

vacant final Auger states, in the 5 nm QW, available for an electron to scatter into.

In this way, radiative recombination rates would appear to increase as the QW width
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is reduced. The estimated CHCC energies for each sample are tabulated below and

do not match the exponents, hence this is ruled out.

It is argued that 0D confined type-II structures cannot be described by the current

overly-simplistic recombination model, where contributions to blueshift are treated

independently and often attributed as either one or the other. To clarify, greater

electron confinement leads to enhanced electronic density near the QRs and attracts

more holes into the QRs. This will increase the local inhomogeneous E-field and

assist the further capture of injected electrons, thus the steepening of the potential

well is highly non-linear. A new model is required, which takes into account the

total energy shift due to all mechanisms contributing to blueshift, along with strain.

In the case of disordered samples, it may be necessary to include an extra small

correction term related to state-filling.

The authors of Ref. [170] suspect that the charge neutrality condition does not

hold; it is extremely likely that a new form of the equation is necessary to de-

scribe these structures accurately. Such a notion is supported by the suggestion

made in Ref. [258], where it is posited that the coefficient B ought to include a

carrier density dependence, i.e. 1/τ = B(n)n2. Their results are for RT, where

the carrier population follows a Fermi-Dirac distribution. The authors note that

the carrier distribution cannot be accurately described by the Fermi function at LT,

hence they advise to proceed with caution during the application of this dependence.

Nevertheless, assuming a cubic dependence on carrier concentration as zeroth-order

approximation seems to be in agreement with the mid-range excitation measure-

ments here, thus CC is very likely dominant at RT in the majority of published

articles which incorrectly attribute blueshift to BB. Therefore, correcting for the LT

dependence of the carrier distribution is a good starting point for future theoretical

development.

The charge neutrality assumption is invalid, and the resulting assumption that IPL ∝
n2
h is proven to inadequately describe the electronic behaviour for these samples for

two reasons. The first being the observation of a clear dependence on ∆ψ at the

heterojunction. This caused ℵ to vary, at high P , well below the traditional BB

threshold. A more complicated, or perhaps subtle, blueshift mechanism related to

the behaviour of electrons must therefore exist at large excitations. Furthermore,

the simulated structures of Chapter 4 reveal a consistent and significant reduction

in transition energy than what was experimentally measured. Charge neutrality was

assumed for the Poisson equation, and electron-electron interactions were ignored.

Relaxation of these assumptions, along with additional consideration of multiply-

charged QRs and slight changes to the QR dimensions is highly likely to place
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the calculated transition energies in excellent agreement with measured PL. This

work supports previous conclusions that the bimolecular recombination rate is often

applied inappropriately to this type of nanostructure. The B coefficient is incorrect

and does in fact need refinement to include a dependence on carrier density, although

this is currently unknown at LT. Hence, the existing model can only be used to

accurately describe QWs.

In Figure 5.17, ΓPL is plotted as a function of P for each sample. A clear reduction

of ΓPL is revealed for the RWELL samples in comparison to the reference at an

excitation of 260 mW.

Figure 5.17: ΓPL of the QR peak in each sample as a function of P .

It is surprising to observe a reduction in ΓPL with increasing QW thickness. Al-

though alloy disorder and scattering due to defects (impurities, dislocations etc.) are

expected to play a key role, this dependence cannot be caused by them; since greater

densities accumulate as layer thickness increases, thus result in the opposite FWHM

dependence. Other mechanisms contributing to the inhomogeneous broadening of

the FWHM must be considered to account for this peculiar behaviour. These are:

phonon-induced homogeneous broadening, surface roughness (exacerbated by In

segregation) and fluctuations of QW layer thickness due to deposition technique,

penetration of the exciton wavefunction into the barrier layer, compositional dif-

ferences between the QW and barrier, and strain-induced fluctuations of potential.
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Furthermore, the number of indirect excitonic transitions in thinner QW samples

will increase.

Electrons are susceptible to the potential fluctuations caused by atomic irregularities

at the QW-barrier and QR/WL-QW interfaces, when the QW width is reduced such

that aX in the growth direction is larger than the layer thickness [256], as shown in

Figure 5.18 and Figure 5.2. Increasing the confinement of electrons with a thinner

QW increases the penetration of the electron wavefunction into the adjacent layers.

Indeed, the 5 nm (15 nm) sample has the greatest (smallest) FWHM. Therefore, the

QW width-dependent trend for the RWELL samples is primarily attributed to the

reduction of QW dimensions which enhances tunnelling into the barriers, therefore

increasing the significance of interfacial inhomogeneity.

Figure 5.18: Sketch to show the penetration of the electron wavefunction into the barrier layer.
Significant fluctuations of local QW width are caused by atomic irregularities illustrated here within
the dashed region at the QW-barrier heterojunction.

Taking into consideration that the ΓPL-values of the RWELL samples are less than

the reference at full P , and the consistency of peak fitting; the majority of the

contribution to FWHM broadening is unlikely to be a result of poor InGaAs growth.

The possible mechanisms causing broadband emission that are mutually applicable

to both types of structure are outlined here. Non-uniform nanostructure dimensions

and shapes cause fluctuations in quantum confinement and local strain. Moreover,

larger nanostructures have more hole states than smaller structures which changes

the position of the energy levels. Extending the analysis applied to excitons in

QWs [259] and QDs/QRs [86]; the hole confinement energy is sensitive to 1− 2 nm

fluctuations in nanostructure height and quantisation in the x- and y- directions, i.e.

the QR aspect ratio. The QRs will have a wide distribution of different thicknesses.
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There will be additional quantisation in the x- and y- directions for electrons in

between adjacent pieces of QR material, i.e. the distance between QRs, and within

their inner radii. The above contributions to the lateral carrier confinement will

reduce the energy required for exciton hopping. The sum of in-plane and out-of-plane

confinement variation produces e1−HH1 transitions with similar, but non-identical,

recombination energies. Actually, the contribution of FWHM from variation in QR

height and diameter should be very similar across all samples. This is because there

were no differences to the annealing conditions across them. Interface roughness

due to As-Sb exchange will also cause variation in the spatial separation of carriers

and influence the local 3D strain profile, along with compositional effects on the

local bandgap. Defect-related scattering of electrons is expected to dominate in

the reference due to poor electron confinement, since all other contributions will be

approximately similar to those in the RWELL samples, and the ΓPL has increased

beyond the 5 nm sample at low P .

Notably, a monotonic increase of ΓPL is expected with increasing P . However,

a ∼ 10 meV drop in ΓPL is observed at P < 10 mW for the reference and 5 nm

samples. This is very unusual to observe without an electric field applied to the gain

media. An internal electric field is created across the QW by placing QRs at the

bottom it, however screening of the quantum-confined Stark effect is rejected on the

assumption that the in-built field will be too weak. It is even more curious that the

samples with the most and least electronic confinement exhibit such a phenomenon,

yet the 10 nm and 15 nm samples do not. The simplest explanation presents itself

upon considering the peak fittings. The ΓPL range-average is approximately half a

minor tick in the spectra of Figure 5.13, which is comparable to the uncertainty of

the fitted ΓPL. This is easier to see with thinner plotted curves. The IPL parameter

is relatively insensitive to the accuracy of fitting due to its order of magnitude,

whereas the peak position is confined to a very small P -domain of possible values.

The reduction in ΓPL seems to follow a consistent trend, however this could be a

consequence of unintended bias rooted in masking a double-peak fit, and freedom

of choosing the number of data points to include in the fit.

Alternatively, the ΓPL reduction is adequately explained by a combined effect from

OICD and band-tail states, i.e. the expansion of band edge states leading to a

band-tail DoS with an energy that increases exponentially up to the free electron

energy [260,261]:

g(E) =
Nℓ

kBT0
eEm/kBT0 . (5.4)

Here, Nℓ refers to the total number of localised states, and T0 is a measure of the

width of the exponential. Specifically, the characteristic temperature, T0 quantifies
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the T -sensitivity of a device. Large T0-values represent better stability, i.e. slow

increases of threshold current density and ηext with T . The average trap state energy,

with respect to the mobility edge, is represented by Em. Since the holes are confined

to the QRs and the electrons are free (subject to Coulomb attraction) in type-II

structures, the excitonic properties are considered with respect to the confinement

of electrons. Therefore, the mobility edge is redefined here as the energy which

separates the localised and non-localised electron states instead of exciton states.

The free exciton energy has also changed to reflect the energy required for an electron

to overcome the average trapping potential.

Excitons are highly localised at low P and T . As carriers are injected into the system

with small increases to the P , the lowest level(s) of the localised states become fully

occupied at approximately ∼ 7 meV. Some potential minima will have such a small

energy barrier and small DoS, that they saturate rapidly with band-filling and cause

additional electrons to spill over into deeper potential minima with vacant states.

Band-filling opposes the broadening effect, since the vacant higher energy levels in

these deeper potentials have a larger DoS. A reduction in ΓPL therefore occurs in two

ways. The average spatial variation of ∆ψ becomes more uniform with further filling

of the larger/deeper potential minima. Additionally, the resulting emission of the

slightly deeper potentials dominates the emission from weakly localising potentials

and shifts the COM emission energy towards that of the deeply confined states.

OICD cannot be ignored due to the C-doped peak, so acceptor holes are likely

present in the WL and QR at low P (and T ). Assuming the QRs are charged at

P = 0, then small increases to P will introduce more electrons into the system

which recombine quickly with the holes and deplete them, thus the average hole

occupancy reduces in the QRs, as acceptor states fill up. As previously discussed,

a reduction in ∆ECC will reduce Eb, and increase aX, due to electronic screening

[24]. Consequently, the electrons lose their sensitivity to strain-induced potential-

fluctuations of (In)GaAs in close proximity to the QRs.

5.4.3 Temperature-Dependent Measurements
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(a) (b)

(c) (d)

Figure 5.19: Temperature sweeps: a) ref, b) 5 nm, c) 10 nm, d) 15 nm.
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Figures 5.19a-d show the evolution of the same two lowest energy peaks over a T -

range of 4 K to ∼ 280 K. The background emission becomes significant towards

RT.

The relative WL peak amplitudes at 4.2 K suggest that for thinner QW layers: the

likelihood increases for a radiative recombination event to occur inside the WL, since

the electron wavefunction is confined closer to the QW-WL interface. The WL PL

decreases rapidly, with increasing T , relative to the QR peak; thus indicating a small

WL Ea. Holes become thermally activated at sufficiently HT, and transfer from the

WL to the QRs. Smaller T -increments than those presented in Figures 5.19a-5.19d

are required for a precise estimation of the WL quenching temperature, hence the

entire normalised dataset was consulted. For the reference sample, the WL PL fully

quenches above (90 ± 5) K. At this T , the QR peak IPL reduces to 3.0 % of its

initial value at 4.2 K. The quenching of the WL appears to be slightly dependent

on QW width. However, more T -precise measurements need to be taken to confirm

this observation. The WL completely disappears at temperatures above (85± 5) K,

(80 ± 5) K, and (70 ± 5) K for the 5 nm, 10 nm, and 15 nm samples, respectively.

At these temperatures, the QR peak IPL-values reduce to 1.1 %, 4.6 %, and 9.1 %

of their initial 4.2 K values, respectively. Thus, it requires less thermal energy for

holes to escape the WL in wider RWELL structures. This is adequately explained

by the increased compressive strain inside the QRs (from a thicker QW).

In Figure 5.20, EPL is plotted as a function of T for each sample. Notably, the longest

λ RWELL sample emits around ∼ 1042 meV at 4 K and reduces by approximately

80 meV to ∼ 962 meV near RT.

An immediate observation is that the data slightly deviates away from the Varshni

relation in the mid-temperature range. The observed trend is reminiscent of a weak

characteristic “S”-shape dependence common in partially disordered semiconduc-

tors such as InGaN/GaN MQWs [260]. This behaviour is an indication of signif-

icant weak-trapping of carriers in band-tail states, caused by fluctuations of po-

tential as illustrated in Figure 5.22. The T -dependence of the bandgap, EBT
g (T )

(see Equation 2.26) is modified in the band-tail model [262] to account for carrier

thermalisation (see Figure 5.22):

EBT
g (T ) = Eg(T )−

σ2
ℓ

kBT
(5.5)

Where σℓ is an indication of the degree of localisation; a larger σℓ-value corresponds

to stronger localisation. Increasing P causes σℓ to reduce until the strong “S”-

dependence eventually converges to the anticipated Varshni bandgap dependence.
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Figure 5.20: Recombination energy of the QR peak for each sample as a function of T .

The band-tail model explains a decreasing-increasing-decreasing dependence of EPL

at low P with increasing T . Emission first redshifts up to a maximum localisation

energy, beyond which it then blueshifts until a temperature where the carriers are

fully delocalised. For these samples, the electrons fully delocalise at an approximate

temperature of ∼ 150 K. Further heating causes the emission to redshift again [260].

Admittedly, a monotonic redshift manifests in the measured data here, however this

is due to the power used (P ≈ 260 mW). The amount of blueshift is overcom-

pensated by the overall reduction in bandgap with increased T , hence slows the

rate of redshift to plateau-like range of mid-temperatures. An observation of this

localisation effect highlights the strong confinement of electrons by the QW.

The reference exhibits the same dependence as the RWELL samples, thus implies

that In conglomerations are unlikely to have formed accidental QDs with confined

states in the QW. The visibility of this dependence across all samples implies that

the band-tail phenomenon almost certainly arises due to the types of QR-related

disorder outlined in the P -varied ΓPL analysis. The 15 nm and reference samples

show the most pronounced localisation behaviour and the 5 nm sample shows the

least. This agrees with expectations on the amounts of disorder introduced by

increasing cap thickness. An increased rate of redshift for the 5 nm and 10 nm

samples below ∼ 40 K is a manifestation of their increased electron confinement.

Figure 5.21 displays the evolution of ΓPL with T for the Gaussian fitting. It is used

to help inform discussion on carrier motion. Notably, the localisation behaviour is
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most visible from the 5 nm sample hence discussion on ΓPL is in relation to this

sample and each stage of the thermalisation process is assumed similar for the other

RWELL samples.

Figure 5.21: ΓPL of the QR peak for each sample as a function of temperature.

Carriers are randomly distributed at 4 K, due to the variation of potential minima.

Small increases to T thermally activate carriers that are weakly-localised in the

shallowest traps, as shown by Figure 5.22a. An initial redshift and decrease in ΓPL

are indications of hopping to other localised states of lower energy, until a saturated

redistribution is reached, as shown by Figure 5.22b. Usually at this temperature,

EPL is observed to be at a minimum when measuring with sufficiently low P . It

can only be inferred from the change of gradient here, along with the ΓPL minima,

that saturation occurs at Tmin ≈ 40 K. After ∼ 40 K, ΓPL starts to increase as

the carrier distribution thermalises; electrons start to occupy higher energy states

within the deeper confinement potentials, as shown by Figure 5.22c, thus causing the

emission to blueshift up to a maximum at the free electron ground state. The rate

of ΓPL increase slows as temperatures approach 100 K, which corresponds to the T -

range where electrons gain mobility in the deepest potential minima, as depicted in

Figure 5.22d. The narrowing of the carrier distribution reduces the FWHM. This is

countered by an increase of FWHM caused by the regular thermalisation of carriers

with further heating of the sample towards the full-delocalisation temperature.
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Figure 5.22: Sketches to show the electron distribution across several shallow potential minima,
as T increases from a) 4 K to b) T ≈ 40 K, c) T > Tmin, and d) T ≈ 100 K.

Delocalised carriers are increasingly prone to phonon scattering with increasing T .

Thus, the regular thermalisation of carriers (between Tmax ≈ 150 K, and RT) broad-

ens the FWHM at a faster rate and EPL reduces. The steep gradient in Figure 5.20,

at elevated T , indicates additional redshift. For the regular scattering of electrons,

ΓPL can be expressed as a function of T :

ΓPL(T ) = Γ0 +ΘaT +
2ΘLO

eELO/kBT − 1
. (5.6)

Here, ELO is the energy of the LO phonons. The carrier-phonon interaction coeffi-

cients ΘLO and Θa represent interactions with LO phonons and acoustic phonons,

respectively.

For the 5 nm and ref samples, ΓPL increases at an exaggerated rate above T > 275

K. This may be a fitting artefact caused by increasing background contributions to

PL, whilst the peak broadens and redshifts towards the λ detection window cut-off

(E ≈ 0.9 eV).

The Ea-values of the predominant loss mechanisms for each sample were sought from

the data presented in Figure 5.23, in order to assess the competing radiative and

non-radiative recombination channels. The Arrhenius equation (Equation 5.7) was

fitted to the normalised IPL as a function of inverse T . The negative Ea implies a

reduced probability of recombination at elevated T . There are two clear slopes with

different gradients. This implies two quenching processes pertaining to the HT and

LT limits.
IPL
I0

=
1

1 + A1e(−E1/kBT ) + A2e(−E2/kBT )
. (5.7)
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WhereA1,2 and E1,2 refer to the non-radiative recombination coefficients (corresponding

to the rate of a specific Auger process present in the sample), and Ea at HT and

LT, respectively. IPL/I0 is the ratio of integrated intensity to the extrapolated in-

tegrated intensity value at absolute zero. The IPL-value at absolute zero and 4 K

were assumed equal.

Figure 5.23: Ratio of integrated intensities, as a function of inverse T for the QR peak of each
sample. The data is fitted by Equation 5.7. Inset: Ea is plotted as a function of QW width. The
red and black triangles correspond to hotter and colder temperatures, respectively.

At LT, the RWELL sample data reveals a clear improvement to efficiency, in com-

parison to standard GaSb/GaAs QRs. From 4.2 K to ∼ 70 K, the PL of the RWELL

samples quenches at a lesser rate, with increasing T , than the PL of the reference.

This implies a larger Ea-value for the RWELL samples, than for the reference; which

is only observed for the smaller Ea, even though non-radiative transitions at HT were

expected to require less energy due to phonons. In the HT limit, where T increases

from ∼ 70 K to RT, the converse is true, i.e. the Ea-value of the RWELL samples

must be smaller than that of the reference. The smaller (larger) Ea-value is thus

attributed to the loss mechanism at LT (HT).

Three assumptions are made in order to analyse the data further. First, the excitons

thermally dissociate to free carriers with increasing T . Secondly, PL at LT is purely

excitonic and the amount of thermal dissociation is negligible. Thirdly, excitons are

at the ground-state energy; before they can recombine, they need to overcome an

energy barrier (Ea) to reach the band edge.
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The cold Ea-value of the reference sample is attributed to the average Eb, i.e. min-

imum amount of thermal energy required to break the excitons apart (on average),

since electrons are only loosely bound to the GaSb/GaAs interface of the QRs and

are easily ripped away by phonons with increasing T . The experimentally-obtained

Ea ≈ 2 meV of the reference reflects this, and strongly agrees with the calculated

Eb = 2.226 meV reported for a GaSb/GaAs QR in Ref. [263].

Importantly, the Ea-values of the RWELL samples are all greater than that of the

reference, and reduce with poorer electron confinement in the growth direction. The

sensitivity of Ea to QW width therefore has to be either related to confinement or the

density of defects. It is difficult to discern the LT mechanism of the RWELL samples

with absolute certainty from the current datasets. These ambiguous mechanisms are

elucidated here. Forcing the carriers closer together increases the Coulomb potential

which acts like a stronger “glue” in the 5 sample, thus increasing Ea. This effect

is amplified by greater amounts of CC caused by greater electron densities at the

heterojunction. Moreover, the 5 nm sample will have the largest reduced mass

according to Equation 5.8, due to its dependence on tunnelling of the electronic

wavefunction into the barriers [256]; the larger ∆ψ increases Eb relative to the 15

nm and reference samples.

1

m∗
e,tot

=
|ψQW|2

m∗
QW

+
|ψbarrier|2

m∗
barrier

=
|ψQW|2

m∗
QW

+
(1− |ψQW|2)
m∗

barrier

. (5.8)

Where m∗
e,tot refers to the combined increase of reduced effective mass from the QW

and tunnelling effect, the electronic wavefunction probabilities inside the QW, and

barrier, are |ψQW|2, and |ψbarrier|2, respectively. The effect of non-parabolicity CB is

negligible at the Γ-point and gains significance with increasing k.

Greater defect densities can increase Ea, by making it more probable for electrons to

be trapped in deeper potential minima. When one of the carriers in a type-II exciton

is contained inside a nanostructure, and the other is bound to a potential minima,

or defect trap state, the associated Eb makes it more difficult for the exciton to

dissociate. Greater accumulations of material increase the likelihood of dislocations,

the density of In conglomerations, and concentration of carbon. In particular, the

average confinement potential of accidental (Ga)InAs QDs will be deepen as more

In atoms are incorporated and migrate.

On the other hand, the CB DoS will also increase with increasing QW thickness,

thus at large P , it is more probable to excite an electron into a defect trap state.

Therefore Ea might correspond to the minimum trapping energy of a shallow non-

radiative recombination centre. The XRD data presented in Figures 5.7 and 5.10
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implies a large density of non-radiative recombination centres is less likely to be

causing the reduction of Ea. If Ea corresponded to C-doping, then these would

likely be constant across all samples and this is not observed either. So it may be

reasonably concluded that defects are unlikely to play a big role in these samples

after all.

Regardless of whether the reduction in Ea is from a reduced ∆ψ-value or a type of

defect, the inset of Figure 5.23 shows clear evidence that reducing the QW thick-

ness, i.e. increasing Coulomb interaction, and therefore increasing Eb results in

better thermal stability. This is a remarkable result considering the dilution of the

QW and is very promising on the route to stabilising bright O-band lasing at RT.

An opportunity is presented here for further improvements to thermal stability by

increasing In %. Further tweaks to the growth recipe are necessary to address is-

sues of growth quality first. Emission can be slightly red-shifted to at least 1300

nm at RT with these samples by either growing a thicker QW or focusing on the

QR dimensions. Consideration of strain is extremely important, as it increases with

thicker QW layers and higher concentrations of In.

In the HT limit, the reference Ea-value is close to Ea = 89 meV of a triple-stack

GaSb/GaAs QD structure in Ref. [28], where the authors attribute it to weak quan-

tum confinement of electrons within the wide potential well of the CB. For the

RWELL samples, the hot Ea is assigned to the thermal escape of free electrons out

of the QW and into the GaAs layers. This claim is well-supported by the calcula-

tion results presented in Subsection 4.2.3, where the difference between the electron

confinement energy and the CB offset at the QW-barrier interface closely match the

extracted Ea-values.

The hot Ea-values decrease as the QW width increases from 5 nm to 15 nm, Indeed,

the calculated CB edge offset at the GaAs/InGaAs interface reduces as the QW

width increases. This phenomenon must be strain-related since strain tilts the CB

edge. Therefore, the energy barrier at the upper interface of the dilute QW decreases;

thus facilitating the excitation of electrons out of the QW into states within the GaAs

layers.

The confinement inside the 250 nm GaAs barriers is expected to be negligible

(89.9 µeV), thus electrons can be assumed to reside at the CB edge.

Assuming a 2 nm QW width, the confinement energy of the protective GaAs layer

is approximately 1.4 eV (Equation 2.66), hence trap states from these protective

layers are considered optically-inactive; i.e. both electrons and holes will be repelled

by their respective confinement energy and In0.06Ga0.94As/GaAs band offset.
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Chapter 6

Summary

The inclusion of a dilute InGaAs QW within the active region of GaSb/GaAs QR

structure provides an extra degree of freedom to fine-tune the opto-electronic prop-

erties of a type-II structure, via ∆ψ. The temperature stability of PL from the

nanostructures can be easily modified by varying the electron confinement, and

therefore ∆ψ [28]. Strong confinement yields an increased kinetic energy of indirect

excitons, along with increases to Coulomb energy, oscillator strengths and binding

energies, which ought to provide stable PL at RT. Notably, it offers more advantages

than a simple increase of RT IPL. We developed the asymmetric RWELL structure

presented in Ref. [59], following on from the work of Ref. [47], with the use of iso-

lated layer stacks in a MQW and a novel annealing technique to form the QRs.

We further explored the potential use of this structure for lasing applications, by

varying QW width to investigate confinement effects and the resultant optical prop-

erties. Decreasing the QW width has a large effect on the resulting LT transition

energy; this is not observed in GaSb/GaAs QRs in AlxGa1−xAs QW structures [26]

above 10 nm in the entire T -range, despite the prediction of it in their simulations

that estimate a drop of ∼ 200 meV . This is comparable to a similar prediction of

∼ 200 meV of these structures by increasing the In concentration to values close to

30 %. Counter-intuitively, redshifted emission is not observed, other than at low

excitation power and T , however the simulations suggest that wavelength extension

is possible. It is reasonable to expect that a 5-10nm increase of the QW, along with

the formation of bigger rings will shunt emission into the E-band. The simulations

of Ref. [26] suggest that modifications to the CB edge by increasing x to 20% is the

most likely way to achieve C band emission. This will require delicate refinement of

the growth conditions to optimise the formation of QRs inside the QW, and achieve

a homogenous layer of InGaAs above the nanostructures with smooth interfaces to

fully exploit the advantages of using an InGaAs QW to cap the GaSb QRs; so that
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they may serve other blueshift-insensitive applications. The potential mechanisms

behind the blue-shift have been elaborated on, and it is boldly concluded here for

the first time that extension of λ beyond the O-band using the relative band-offsets

of an InGaAs/GaSb cap layer is probable. provided solutions can be developed to

overcome the combined effect from electron correlation, strain and potentially, the

average contribution of two very similar radiative recombination channels.

Improvements to ΓPL and quenching, relative to standard GaSb/GaAs QR MQWs,

are demonstrated, along with a larger blueshift across the same span of pumping

power. Thermal quenching is found to be caused by two main non-radiative channels

that activate in different temperature ranges. Hole densities govern rates of recom-

bination in these samples and their thermal escape out of the QRs accounts for the

HT Ea. The LT Ea is related to the thermal escape of electrons out of the QW. Both

of these thermal activation mechanisms appear to be strain-sensitive. Annealing is

presumed to have likely caused accidental, In-rich QDs in the QW and a band tail

model was used to account for localised states in the QW near the CB edge due to

them, and other effects which cause fluctuations in the potential minima. A strong

dependence on QW width is clearly observed for ΓPL, IPL, EPL, Ea and the rate

of change of intensity with respect to P . For the 15 nm RWELL sample, IPL re-

duces; an indication that the QW has approached the InxGa1−xAs critical thickness,

despite being significantly under-estimated as a growth precaution. These findings

reveal the potential of using QR-in-well structures for GaAs-based telecom lasers

with improved performance at LT, however further modifications to the growth pa-

rameters are required to improve the performance at higher T . Surface roughness,

alloy disorder and the annealing temperature are likely to impact the quality of QR

formation and hence reduce the QRs confinement potential, thus leading to a lower

Ea at RT.
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Chapter 7

Future Work

These simulations and experimental data indicates a hopeful possibility of using this

material system to create the first widely tunable single source emitter that operates

across the entire telecom bands. The steps to realise it seem rather straight forward,

it all depends on being able to drop the CB edge with successful growth of GaSb

QRs on InGaAs layers, by increasing the In content to 20% (C-band) 30% (U-band).

Otherwise the E band is likely achievable by refining growth conditions to reduce

defect density and extend QW width beyond 15 nm along with the formation of

slightly bigger rings. Might even be able to reach the 850 nm band making use

of strained short QWs and even AlGaAs barriers (wf VB mixing). To increase

wavelength further should the future student encounter any strain-related obstacles,

they could perhaps look at coupling QR layers inside a QW to increase tensile

strain inside the QW if the QW is sandwiched in between each layer. This would

require a different approach to forming the rings than proposed here. Optimisation

of the In concentration and QW growth temperature for higher structural quality is

required for future work. Immediate work to be undertaken if there was more lab

time, includes characterisation of the current samples to measure layer roughness and

thickness and inform the growth parameters of the next samples. Varying Tsub whilst

growing the QW will allow the optimisation of interfaces in the QW. Further to this,

the annealing temperature should be varied to observe the effects of intermixing.

Once a sample is able to emit very strong PL at RT, the In concentration in the

QW can be properly investigated. Specifically, whether the drop in CB edge can be

enough to induce long-wavelength emission without strain-related issues. This can

be done by changing the In composition, and reintroducing the QRs back into the

centre of the QW, along with using a graded QW.

To refine the current simulations, some cross-sectional AFM would be helpful to find

out the QR geometry.High-resolution XRD, EDX for compositional measurements,
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/X-SEM/HRTEM/XSTM etc to view the buried nanostructure morphology and

gauge structural reasons for why the samples do not emit at the intended wavelength.

The QWs may need to be grown at hotter Tsub to achieve optimal quality growth;

the MQW sample XRD looks encouraging. A longer term goal: refine the model by

taking density-functional theory into account, this will provide a small correction to

the estimated binding energies. To check whether blueshift is because of weakened

Eb, magneto-PL measurement should be undertaken to probe the exciton Bohr radii.

An increased Eb results in an extended indirect exciton lifetime. The cryostat should

be used to have a more precise control of T during PL measurements.

The lateral confinement results predicted by the current simulations needs further

refinement by simulating different configurations of nanostructures, and their sepa-

rations. It would also be advantageous to explore different avenues for the precise

control of lateral confinement of the wavefunction. The accuracy of the carrier

confinement energies will improve once an accurate wavefunction probability is ob-

tained. From this, the binding energies can be estimated properly. We want the

longest wavelength of emission possible, so need to find out if the tensile strain is

too much as x increases, i.e. what is the lowest drop in CB edge we can observe

whilst still forming high quality structures, and without shunting the QW states be-

yond the GaAs ground state. This may require a re-optimisation of the QW growth

parameters. Along-side the inclusion of lateral confinement, it is worth including

the WL to further improve the prediction accuracy

Once high quality growth conditions of GaSb/InGaAs QRs have been obtained, e.g.

decent QR density, height and diameter, etc. Then try grow them in a symmetric

MQW. This will isolate the effects of lateral confinement of electrons because the

strain above and below the rings should be similar due to symmetry as implied by

the strain calculations of Chapter 4. The surface roughening during growth makes

it rather difficult. Should high quality growth be achieved for a dilute symmetric

MQW, it is worth measuring the time-resolved PL for a QW with larger x to mea-

sure the radiative and Auger recombination rates. Additional capacitance-voltage

measurements are required to determine the exact band-offset for the InGaAs/GaSb

QRs. This technique simultaneously obtains the band edge discontinuities and the

charge density at the interface, i.e. the in-built potential, by comparing bulk-doped

samples with the band extrema away from the interface and the Fermi level distance,

the VB and VB can be found.
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Appendix A

VCSELs

Figure A.1: Schematic of a top-emitting VCSEL. Selectively oxidised layers (dark grey) control
the current path between the contacts (dark yellow). The profile of the beam is dependent on the
diameter of this aperture. Inset: scanning electron microscopy (SEM) image of a cross-section of
the structure after being cleaved. Figure reproduced with permission from [13].

A VCSEL laser is presented in Figure A.1. Injection of electrical current (via the top

and bottom metal contacts) causes this type of monolithic LD to emit a laser beam

from an aperture at its top surface. It uses two heavily-doped Bragg reflectors, above

and below the active region, to form the optical cavity and induce resonance; thus

amplifying the intensity of photons within the gain medium. The Bragg reflector is a

stack of alternating thin films of high- and low- nr, which reflects light at particular

λ-values. The reflectivity of these stacks is usually > 99 % (at the intended resonant

λ), since the layer thickness is set to a quarter of the radiative recombination energy

of carriers inside the active region, EPL. One stack is designed with a larger number

of periods to slightly increase its reflectivity and control which surface the generated
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light emerges from. In basic designs, one reflector is p-type and the other is n-type.

An electrically-insulating oxide layer, with high optical transmittance at the lasing

λ (NIR for the applications of this work), is often placed between the active region

and the Bragg reflector nearest the beam output. The oxidation aperture is used as

a current window to efficiently pump the active region; reducing threshold current

and optical loss.
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Appendix B

Anti-Phase Domains

Growing on (001)-orientated Si used to be challenging due to the difference in num-

ber of valence electrons of the epi-layer material and that of the substrate; affecting

the initial interface formation at the start of growth. In III-V/Si epitaxy, the group-

V species preferentially nucleates on the top surface of the Si substrate, terminating

at 1 ML. The surface is then chemically stabilised by forming As-As dimers, which

makes it difficult to form bonds with group-III atoms. This forms a region on the

Si(001) surface with ML steps covered with group-V atoms, i.e. an APB, as shown

in Figure B.1. Due to these bonds, atoms in the region enclosed by the APB are

flipped to the opposite order in which they would normally be configured in an ideal

lattice. Each of these point defects are known as an antisite. Continued planar

growth leads to a 3D growth mode with a high probability of nucleation at these

antisites [131]. Thus TDs and stacking faults can form and further degrade device

performance.

Recently, the epitaxial overgrowth scheme “ART+SAG” (aspect ratio trapping and

selective area growth) has attracted much interest [264,265] in comparison to other

approaches that combat APBs for monolithic III-V/Si integration; e.g. wafer bond-

ing [77], or 2−6 ° substrate off-cuts towards the Si(110) planes [78]. The ART+SAG

method offers a highly controllable and reproducible way to achieve monolithic III-

V/Si integration, while merely employing an ultra-thin buffering layer.

Research at the Lancaster Quantum Technology Centre therefore proposes mono-

lithic growth of our nanostructures on patterned “V”-groove Si [266], due to its

alluring potential of defect suppression; access to the direct nature of the III-V

bandgap; and ability to reap the many benefits of using the Si platform. Misfit

strain is essentially relaxed via III-V nucleation twinned stacking faults aligned to

the (111) facets of the V-grooves. Ridges exist at Si surface since the substrate is
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Figure B.1: Diagram to show an inversion domain. The yellow triangle highlights the APB
formed during growth of GaAs/Si [110].

slightly undercut; these trap these defects and avoid the formation of APBs [72].

A high aspect ratio will allow an efficient defect trapping, i.e. the APB density

decreases with reduction of trench width [267].
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Appendix C

Growth Protocols

There was a system bake between the growth of the symmetric and asymmetric

samples hence TGa is slightly different for these batches of growth.
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Growth
Step

Duration
(s)

GaAs buffer deposition See Table C.4
Tsub and TGa reduced under As flux 180

In0.15Ga0.85As QW deposition See Table C.4
GaAs barrier deposition See Table C.4

Tsub increased under As flux 180
GaAs barrier deposition See Table C.4

Tsub reduced to 250 °C under As flux 840
As valve closed 20

Table C.3: Growth protocol for the In0.15Ga0.85As/GaAs QW-only samples: A1336, A1396,
A1397. The Ga shutter closes at the end of deposition. The ternary growth rate is the sum of
InAs and GaAs growth rates. The cyan steps correspond to the repeated sequence (x3).

170



S
a
m
p
le

ID
D
e
so

rp
.
T

(°
C
)

B
u
ff
e
r

L
a
y
e
r

Q
W

L
a
y
e
rs

C
a
p

L
a
y
e
rs

B
a
rr
ie
r

L
a
y
e
rs

A
1
33

6
71

0

T
su

b
68

0
°C

T
G
a

95
5

°C
T
A
s

38
0

°C
T
cr

85
0

°C
∅

A
s

20
0
m
il

R
g
r

1.
0
M
L
/s

x
t

20
4
n
m

T
su

b
64

0
°C

T
In

77
8

°C
T
G
a

94
7

°C
T
A
s

38
0

°C
T
cr

85
0

°C
∅

A
s

20
0
m
il

R
g
r

1.
0
M
L
/s

x
t

10
n
m

T
su

b
6
40

°C
T
G
a

9
47

°C
T
A
s

3
80

°C
T
cr

8
50

°C
∅

A
s

2
00

m
il

R
g
r

0
.8
5
M
L
/
s

x
t

1
02

n
m

T
su

b
6
8
0

°C
T
G
a

9
4
7

°C
T
A
s

3
8
0

°C
T
cr

8
5
0

°C
∅

A
s

2
0
0
m
il

R
g
r

0.
8
5
M
L
/
s

x
t

1
0
2
n
m

A
1
39

6
69

0

T
su

b
68

0
°C

T
G
a

95
5

°C
T
A
s

38
0

°C
T
cr

85
0

°C
∅

A
s

20
0
m
il

R
g
r

1.
0
M
L
/s

x
t

12
21

n
m

T
su

b
64

0
°C

T
In

77
8

°C
T
G
a

94
7

°C
T
A
s

38
0

°C
T
cr

85
0

°C
∅

A
s

20
0
m
il

R
g
r

1.
0
M
L
/s

x
t

15
n
m

T
su

b
6
40

°C
T
G
a

9
47

°C
T
A
s

3
80

°C
T
cr

8
50

°C
∅

A
s

2
00

m
il

R
g
r

0
.8
5
M
L
/
s

x
t

1
02

n
m

T
su

b
6
8
0

°C
T
G
a

9
4
7

°C
T
A
s

3
8
0

°C
T
cr

8
5
0

°C
∅

A
s

2
0
0
m
il

R
g
r

0.
8
5
M
L
/
s

x
t

1
0
2
n
m

A
1
39

7
70

0

T
su

b
68

0
°C

T
G
a

95
5

°C
T
A
s

38
0

°C
T
cr

85
0

°C
∅

A
s

20
0
m
il

R
g
r

1.
0
M
L
/s

x
t

20
4
n
m

T
su

b
64

0
°C

T
In

77
8

°C
T
G
a

94
7

°C
T
A
s

38
0

°C
T
cr

85
0

°C
∅

A
s

20
0
m
il

R
g
r

1.
0
M
L
/s

x
t

20
n
m

T
su

b
6
40

°C
T
G
a

9
47

°C
T
A
s

3
80

°C
T
cr

8
50

°C
∅

A
s

2
00

m
il

R
g
r

0
.8
5
M
L
/
s

x
t

1
02

n
m

T
su

b
6
8
0

°C
T
G
a

9
4
7

°C
T
A
s

3
8
0

°C
T
cr

8
5
0

°C
∅

A
s

2
0
0
m
il

R
g
r

0.
8
5
M
L
/
s

x
t

1
0
2
n
m

T
a
b
le

C
.4
:
G
ro
w
th

p
ar
am

et
er
s
u
se
d
fo
r
th
e
In

0
.1
5
G
a 0

.8
5
A
s/
G
a
A
s
Q
W

-o
n
ly

sa
m
p
le
s.

171



Growth
Step

Duration
(s)

GaAs buffer deposition See Table C.6
Tsub and TGa reduced under As flux 480

In0.15Ga0.85As QW deposition See Table C.6
As valve closed 15
TGa reduced 300
Sb valve open 30

GaSb deposition See Table C.6
Tsub reduced and TGa increased under Sb flux 180

As valve open 20
Sb valve closed 2

In0.15Ga0.85As cap deposition See Table C.6
Tsub increased under As flux 480
GaAs barrier deposition See Table C.6
Tsub reduced under As flux 480
Tsub increased under As flux 240
GaAs barrier deposition See Table C.6
Tsub reduced under As flux 300

In0.15Ga0.85As QW deposition See Table C.6
As valve closed 15
TGa reduced 300
Sb valve open 30

GaSb deposition See Table C.6
TGa increased under Sb flux 180

Tsub reduced to 450 °C under Sb flux 240
Sb valve closed and Tsub reduced to 250 °C 240

Table C.5: Growth protocol for the symmetric In0.06Ga0.94As/GaSb/GaAs RWELL samples:
A1350, A1364, A1363 and A1366. The Ga shutter closes at the end of each deposition step. The
cyan steps correspond to the repeated sequence (x3).
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Growth
Step

Duration
(s)

GaAs buffer deposition See Table C.9
Tsub and TGa reduced under As flux 360

As valve closed 60
Growth interruption 300

Sb valve open 30
GaSb deposition See Table C.9

Tsub reduced under Sb flux 120
As valve open 20
Sb valve closed 2

GaAs cap deposition See Table C.9
Tsub and TGa increased under As flux 360

GaAs barrier deposition See Table C.9
Tsub and TGa reduced under As flux 360

As valve closed 60
Growth interruption 300

Sb valve open 30
GaSb deposition See Table C.9

Growth interruption under Sb flux 120
Tsub reduced to 250 °C under As flux 240

Sb valve closed and Tsub reduced to 250 °C 240

Table C.7: Growth protocol for the reference GaSb/GaAs QD/QRs sample: A1447. The Ga
shutter closes at the end of deposition. The cyan steps correspond to the repeated sequence (x3).
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Growth
Step

Duration
(s)

GaAs buffer deposition See Table C.9
Tsub and TGa reduced under As flux 360

As valve closed 60
Growth interruption 300

Sb valve open 30
GaSb deposition See Table C.9

Tsub reduced under Sb flux 120
As valve open 20
Sb valve closed 2

In0.15Ga0.85As cap deposition See Table C.9
GaAs protector deposition See Table C.9
Tsub increased under As flux 360
Tsub reduced under As flux 300

In0.15Ga0.85As QW deposition See Table C.9
GaAs protector deposition See Table C.9

Tsub and TGa increased under As flux 360
GaAs barrier deposition 885

Tsub and TGa reduced under As flux 240
As valve closed 60

Growth interruption 300
Sb valve open 30

GaSb deposition See Table C.9
Tsub reduced under Sb flux 120

As valve open 20
Sb valve closed 2

In0.15Ga0.85As cap deposition See Table C.9
GaAs protector deposition See Table C.9
TGa increased under As flux 300

As valve closed and Tsub reduced to 450 °C under Sb flux 240
Sb valve closed and Tsub reduced to 250 °C 240

Table C.8: Growth protocol for the asymmetric In0.06Ga0.94As/GaSb/GaAs RWELL samples:
A1458, A1459, A1464. The Ga shutter closes at the end of deposition. The cyan steps correspond
to the repeated sequence (x3).
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Acronyms

NIR near-infra-red

MBE molecular beam epitaxy

QR quantum ring

RT room temperature

RWELL quantum ring-in-well

QW quantum well

AFM atomic force microscopy

PL photoluminescence

LT low temperature

HT high temperature

LD laser diode

IC integrated circuit

MOCVD metal-organic chemical vapour deposition

VCSEL vertical-cavity surface-emitting laser

CW continuous-wave

FWHM full width at half maximum

SLS strained-layer superlattice

TD threading dislocation

CB conduction band

LED light-emitting diode

MQW multiple quantum well
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BZ Brillouin zone

DoS density of states

SO spin-orbit

VB valence band

NFE nearly-free electron

TB tight-binding

HH heavy hole

LH light hole

ZB zinc-blende

OICD optically-induced charge depletion

WL wetting layer

CTE coefficient of linear thermal expansion

APB antiphase boundary

MD misfit dislocation

ML monolayer

FM Frank-van-der-Merwe

VW Volmer-Weber

SK Stranski-Krastanov

XSTM cross-sectional scanning tunnelling microscopy

SRH Shockley-Read-Hall

BtB band-to-band

CHCC conduction-heavy conduction-conduction

CHHH conduction-heavy heavy-heavy

CHLH conduction-heavy light-heavy

CHSH conduction-heavy spin-orbit-heavy

EQE external quantum efficiency

CMOS complementary metal-oxide semiconductor

LN2 liquid nitrogen
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BEP beam equivalent pressure

RHEED reflection high-energy electron diffraction

CCD charge-coupled device

ADC analogue-to-digital converter

LHe-4 liquid helium-4

RTA rapid thermal annealing

XTEM cross-sectional transmission electron microscopy

BB band bending

CC capacitive charging

COM centre of mass

SEM scanning electron microscopy
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