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Much of corpus linguistic research uses measures of association, keyness, or dispersion (e.g. 

for collocations, keywords, and lexicography). The use of frequency is even more ubiquitous. 

Based particularly on two sister papers (Gries, 2021a, 2021b), Gries’ new monograph aims to 

expose critical flaws in the ways corpus linguists measure or use frequency, dispersion, 

association, and keyness, and to provide solutions to these problems. Secondarily, the work 

seeks to be a textbook introducing the most common measures and teaching some R 

programming. As a result, no familiarity with corpus-linguistic statistical measures is assumed, 

but some experience in R is recommended. Below is a summary of the main arguments and 

conclusions, followed by a critical reflection. 

Gries identifies the impropriety of using a corpus frequency without a corresponding 

measure of spread, analogous to a mean without standard deviation (and a corpus frequency is 

the weighted mean of frequencies across parts of a corpus). Therefore, we ought to be utilising 

dispersion (which for Gries means evenness of distribution) concomitant with frequency. 

However, Gries uses some example corpora to show that all the most common dispersion 

measures (DMs) are strongly correlated with frequency (often over 90%) rather than providing 

an independent/orthogonal metric. This means they measure frequency much more than what 

they intend to measure. He furthermore finds that the range of theoretically possible dispersion 

values is very different for items of different frequencies; 0.2 could be a very low value for 

high frequency words but high for low frequency words. That means dispersion values are not 

comparable for items of different frequencies, even for the same corpus. 

Regarding association and keyness, Gries highlights that these can be measured in two 

directions: how much the frequency table’s row variable appears to affect the column variable, 

or the opposite column-to-row direction. Yet this bidirectionality is rarely recognised, with ΔP 

(Gries, 2015; Schneider, 2018) being one of the few metrics corpus linguists are likely to use 

that can measure each. Moreover, some common association measures (AMs) and all those that 

measure the column-to-row direction are very strongly correlated with co-occurrence 



frequency (frequently with 𝑅GAM
2  > 0.99), and measures of keyness are highly correlated with 

the difference between frequency in the target corpus and that of the reference corpus. This 

means they are overwhelmingly measures of frequency, not association or keyness. Like with 

DMs, association/keyness measures are found to have varying ranges of possible values for 

items of different frequencies, meaning association/keyness values are not comparable for 

items of different frequencies, even with all else being equal. 

Somewhat related to these issues of correlation with frequency, Gries argues that 

multiple dimensions of information should never be combined into a single dimension. For 

instance, he is vehemently opposed to combining frequency and dispersion to calculate an 

adjusted frequency. This is because doing so leads to a loss of information that is likely to 

mislead us. 

Finally, Gries touches on the fact that we should be computing confidence intervals for 

our values, and that bootstrapping is the proper approach. But doing this for association on a 

million-word corpus, he finds the confidence intervals so large that we cannot say much about 

the association of words below frequency 16 (easily the vast majority of words). Fortunately, 

the situation seems less bleak for dispersion (Gries, 2022). 

Because of the above problems, virtually all corpus linguistic work based on the ranking 

or comparison of dispersion, association, or keyness values is brought into question. That 

would include, for example, almost all corpus-based studies of collocations, colligations, and 

keywords. 

Gries’ solutions to these problems are as follows. First, he proposes that we use the 

Kullback-Leibler divergence (KLD) (Kullback & Leibler, 1951) as our measure of choice for 

dispersion, association, and keyness. His main arguments for preferring the KLD include the 

fact it can be applied to measure all of these (thus ‘unifying’ them), including both directions 

of association/keyness, and its information-theoretic pedigree. The use of a single DM or AM 

is also intended to simplify decision-making for corpus linguists. 

Second, he proposes a method of removing (‘partialing out’) frequency from any 

measure. This is done by finding the minimum and maximum values the measure can give for 

a particular frequency and mapping that range to a desired interval, such as [0, 1]. As an 

illustration, if an item has frequency 12 and for items of frequency 12 the measure can only 

output values between 0.1 and 3.5, then 0.1 is mapped to 0 and 3.5 is mapped to 1. If the item 

was originally given a value of 3.2, then this is mapped to (3.2 - 0.1)/(3.5 - 0.1) = 0.912. In this 



way Gries solves both correlation with frequency and the matter of output ranges varying for 

different frequencies. 

Third and finally, instead of amalgamating multiple dimensions into one, Gries says we 

should ‘tupleise’. In other words, use orthogonal, uncombined dimensions of information so 

that no information is lost. Gries exemplifies this by using the three dimensions of frequency, 

association (which in this case is what he elsewhere refers to as keyness), and dispersion to 

identify keywords without computing keyness scores. 

Now let us examine the arguments in more detail. The book makes solid arguments that 

corpus frequencies should not be used without dispersions, that our measures should not be so 

predictable from frequency, and that we should be computing confidence intervals using a 

method appropriate for corpora. Additionally, greatly different ranges of possible output based 

on frequency can harm the comparability of outputs across frequencies. 

At the same time, however, these variable ranges are not without reason, as for example 

words with only one occurrence in a corpus cannot vary in dispersion as much as words with 

many occurrences. It’s also worth noting that Gries describes dispersion as evenness of spread, 

but in the literature it’s commonly conceptualised more broadly as a measure of spread across 

a corpus (e.g. Hashimoto & Egbert, 2019: 842, 846), and Egbert and Burch (2022) have shown 

that we ought to distinguish dispersion as pervasiveness from dispersion as evenness. But 

pervasiveness appears to be intentionally correlated with frequency, with low frequency items 

being unable to pervade an entire corpus and deliberately having a lower maximum 

pervasiveness than higher frequency items. 

Gries’ concern that combined measures can be misleading is justified, but on the other 

hand, simplification of data has its benefits. High dimensional data (e.g. from each text in a 

corpus) may be infeasibly slow for computers to process, or even too large to store, as well as 

having undesirable properties, motivating dimensionality reduction (Ayesha et al., 2020). 

Having a sense of the data in our minds is essential for human reasoning and pattern recognition 

too, but this is difficult for more than a few dimensions (Cowan, 2001). This explains why 

combined metrics like BMI (body mass index) and summary statistics such as means, standard 

deviations, and corpus frequencies are popular. When the goal is scoring or ranking, 

simplification to a single dimension allows this to be done in a transparent way that avoids 

personal bias. Nevertheless, to avoid information loss, it may be wise to retain raw data for 

consultation alongside summary data. For example, an adjusted frequency based on frequency 

and dispersion could be used to select fifty words for which one then examines the underlying 

features to find and analyse the ten most important words. 



Overall, Gries’ presentation of the flaws in our measures is convincing. Nevertheless, 

for a long time our traditional measures have been producing ostensibly reasonable results, and 

Gries has suggested that integration of frequency information can often be beneficial (Gries, 

2021a: 3). Consequently, further evidence may be worthwhile to bolster claims about the 

generality and severity of the problems. In terms of generality, the large uncertainties and 

correlations could be demonstrated on a wider variety of datasets—sometimes only a single 

corpus and research question taken from Gries’ earlier writings are used. In terms of severity, 

while it’s observed these issues affect keyword rankings and other important outputs, it’s 

unknown to what extent this leads to incorrect research conclusions in practice. 

Now we shall turn to the proposed solutions, beginning with the KLD measure. This 

measure stands out because it can be applied as a DM or AM. However, it is not totally unique 

in this regard (as Gries concedes for Theil’s U), and it’s not yet clear what tangible benefit this 

unification provides. In other respects, one may be forgiven for thinking the KLD is no superior 

to more common measures like ΔP and Juilland’s D, which showed similar levels of correlation 

to frequency. Some additional complexities also hamper the simplicity of employing it: it 

cannot handle zeroes in the expected distribution without complicated smoothing, and there are 

two ways to choose the AM expected distribution (with noticeably dissimilar results, as below). 

For now, the KLD may be one of the better options, but like other measures it’s highly 

correlated with frequency and lacks some desirable properties for a DM or AM, which may 

lead to inaccurate results. 

For instance, Gries (p. 179) points out Tables 1 and 2 distinctly show the ditransitive 

construction attracts assured more than offer. However, he computes their KLD values using 

the row totals as the expected distribution, which determines that assured is attracted slightly 

less (0.025 vs. 0.028). If we instead use the second column as the expected distribution, assured 

is found to be attracted more (0.039 vs. 0.032), although the difference is still smaller than 

expected. Other examples can be found where the rankings appear incorrect for both expected 

distributions or when measuring dispersion. 

 

Table 1. Frequency table cross-tabulating the ditransitive construction and the verb assured 

  Construction is ditransitive 

  True False 

Verb is 

assured 

True 10 2 

False 1,810 137,085 

 



Table 2. Frequency table cross-tabulating the ditransitive construction and the verb offer 

  Construction is ditransitive 

  True False 

Verb is 

offer 

True 18 55 

False 1,802 137,032 

 

Now consider the partialing out of frequency, which is based on the idea that dispersion, 

association, and keyness are dimensions of information orthogonal to frequencies. This lends 

itself to the idea that pure dispersion, association, and keyness ought not be correlated with 

frequency at all. While this makes some intuitive sense for evenness of spread, it’s not quite so 

clear for association, and keyness in particular, where one often cares more about the outcome 

(e.g. a list of the words that are most characteristic of a corpus) than the method used (e.g. pure 

attraction to the corpus over a reference based on 2x2 frequency tables) (Scott, 1997: 235). 

Nevertheless, Gries’s approach successfully fixes the issue of frequencies having wildly 

different theoretical ranges and thus being heavily correlated with frequency as well. This is 

exemplified in log-likelihood’s 𝑅2 correlation changing from 0.991 to 0.048, but in other cases 

the reduction is more modest: 0.916 to 0.423 for the KLD DM and 0.712 to 0.362 for t-score. 

Unfortunately, all the AMs continue to display narrow ranges of output for high frequencies, 

even if the 𝑅2 is low. 

While this approach is a very important contribution to the field, there’s a need for 

further research to discover more sophisticated and less computationally expensive (Sönning 

& Egbert, 2024: 4) methods. For example, it’s apparent that association/keyness values are still 

not comparable across frequencies, as rankings are incorrectly inverted when frequency is 

partialed out. This is most obvious when repelled elements are seen with higher association 

scores than many attracted elements (p. 218), but consideration of Tables 3 and 4 (p. 225, 

corrected to match the originals in Gries (2021a: 27)) shows the problem is more general. An 

analysis of the tables suggests advance is a considerably stronger collocate than time, 

concurring with the MI scores, but partialing out frequency from MI inverts their ranks (p. 

225). 

 

 

Table 3. Frequency table for the collocation quick advance 

 quick Other Sum 

advance 1 3,582 3,583 



Other 2,661 98,356,074 98,358,735 

Sum 2,662 98,359,656 98,362,318 

 

Table 4. Frequency table for the collocation quick time 

 quick Other Sum 

Time 19 151,820 151,839 

Other 2,643 98,207,836 98,210,479 

Sum 2,662 98,359,656 98,362,318 

 

Research proving the partialed-out measures work as intended will be crucial too. If popular 

measures were unintentionally measuring frequency much more than dispersion/association, 

what else could they be measuring, and how do we know they measure the feature of interest? 

One concern here is that Gries’ approach is uniform for all measures, but it’s likely some 

measures require a different transformation, as indicated by DMs correlated with corpus design 

features such as the number of corpus parts (Biber et al., 2016; Sönning & Egbert, 2024). 

Another sign we need to learn more about the issues at work is that each direction of association 

is supposed to provide unique information, but removing frequency from the column-to-row 

direction makes it perfectly predictable from the other direction. 

Gries offers a few explanations for the correlations with frequency observed: some AMs 

are based on significance testing, and low frequency words are unable to attain high dispersion 

values. However, some correlations remain unexplained, such as those of the column-to-row 

AMs. Therefore, it would be interesting to explore more precisely what causes the correlations 

with frequency. More generally, we could do to understand why measures behave the way they 

do, which may aid us in showing whether a measure behaves as intended. 

Lastly, it’s worth noting there are simplifying assumptions to how we commonly 

measure dispersion, association, and keyness that are not mentioned in the book. These 

assumptions can greatly influence results, and we ought to consider them in how we compute 

our statistics. For instance, Gries presents dispersion as something that must be calculated from 

frequencies in the pre-defined parts of a corpus (and nothing else except the sizes of these 

parts). However, the way we define the parts of the corpus significantly affects the dispersion 

values that result (Biber et al., 2016; Sönning & Egbert, 2024). We may also wish to treat some 

parts as more important than others (unrelated to their sizes), and we often want to treat 

occurrences of an element a few words apart differently than those of different speakers in the 

same conversation or in separate texts within a linguistic register. 



With respect to the second goal of being a textbook, only one chapter surveys existing 

knowledge of the dimensions and their common measures, but it succeeds with limited space, 

allowing the rest of the work to focus on the problems and solutions. The R teaching consists 

of code for calculating almost all of the results, with comments and explanation, but little in 

the way of exercises or programming concepts. The code included throughout makes Gries’ 

methods transparent and reproducibility very straightforward. 

In conclusion, Frequency, Dispersion, Association, and Keyness is an articulate 

presentation of a number of important problems with corpus linguistic measures and how they 

are used. The solutions proposed are a critical first step to addressing them and provide more 

avenues for research into dispersion, association, and keyness. This book is instructive for 

anyone using these measures to become better acquainted with them, including their problems 

and how we must be more careful in employing them. 
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