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Diff9D: Diffusion-Based Domain-Generalized
Category-Level 9-DoF Object Pose Estimation

Jian Liu, Member, IEEE, Wei Sun, Hui Yang, Pengchao Deng, Chongpei Liu,
Nicu Sebe, Senior Member, IEEE , Hossein Rahmani, and Ajmal Mian, Senior Member, IEEE

Abstract—Nine-degrees-of-freedom (9-DoF) object pose and size estimation is crucial for enabling augmented reality and robotic
manipulation. Category-level methods have received extensive research attention due to their potential for generalization to intra-class
unknown objects. However, these methods require manual collection and labeling of large-scale real-world training data. To address
this problem, we introduce a diffusion-based paradigm for domain-generalized category-level 9-DoF object pose estimation. Our
motivation is to leverage the latent generalization ability of the diffusion model to address the domain generalization challenge in object
pose estimation. This entails training the model exclusively on rendered synthetic data to achieve generalization to real-world scenes.
We propose an effective diffusion model to redefine 9-DoF object pose estimation from a generative perspective. Our model does not
require any 3D shape priors during training or inference. By employing the Denoising Diffusion Implicit Model, we demonstrate that the
reverse diffusion process can be executed in as few as 3 steps, achieving near real-time performance. Finally, we design a robotic
grasping system comprising both hardware and software components. Through comprehensive experiments on two benchmark
datasets and the real-world robotic system, we show that our method achieves state-of-the-art domain generalization performance.
Our code will be made public at https://github.com/CNJianLiu/Diff9D.

Index Terms—Category-level object pose estimation, diffusion model, domain generalization, robotic grasping.
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1 INTRODUCTION

N INE-degrees-of-freedom (9-DoF) object pose and size
estimation predicts the three-dimensional (3D) trans-

lation and 3D rotation of an object relative to the camera co-
ordinate system as well as its 3D size. This is a core problem
in augmented reality and robotic 3D scene understanding
[1], [2], [3], [4], [5].

Existing pose estimation approaches can be divided into
instance-level and category-level methods. Instance-level
methods [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18] are restricted to specific objects the model has been
trained on, which greatly limits their practical applicability.
Category-level pose estimation methods exhibit a degree
of flexibility, and are able to estimate the pose of novel
objects within categories that are seen during training. Wang
et al. [19] proposed the first category-level method. Their
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approach involves the design of a Normalized Object Co-
ordinate Space (NOCS) and the use of the Umeyama algo-
rithm for recovering object pose. However, NOCS exhibits
low accuracy due to its inability to effectively represent the
diverse shape variations among intra-class objects.

In response to the aforementioned challenge, some shape
prior-based methods have been proposed [20], [21], [22],
[23], [24], [25]. Although these methods significantly im-
prove accuracy, they are not trained in an end-to-end fash-
ion. Specifically, these approaches first need to extract the 3D
shape prior based on the CAD models of intra-class known
objects in offline mode. Then, they estimate the NOCS shape
of the intra-class unknown object using shape deformation.
Finally, the Umeyama algorithm is used to perform point
cloud registration to find the object pose. Constructing CAD
model libraries is time-consuming and requires significant
manual effort. To address these problems, some prior-free
methods have been introduced [28], [29], [30], [31], [32],
[33] to directly regress object pose, achieving better real-time
performance during inference. However, these methods still
require large amounts of real-world annotated data for
training, which is expensive to obtain.

In a recent development, to address the challenge of
inadequate real-world training data, some domain adapta-
tion methods [36], [38], [39], [40] and a test-time adaptation
method [41] have been proposed. The domain adaptation
methods require both labeled synthetic data and unlabeled
real-world data for training, whereas the test-time adapta-
tion method solely relies on labeled synthetic data during
the training process. Nevertheless, the performance of these
methods is limited by the huge domain gap between the
rendered synthetic domain and the real world.

Inspired by Noble Laureate Richard Feynman’s quote
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Fig. 1. Comparison of diffusion model-based image generation and
object pose estimation. (a): The process of diffusion model, where q
and pθ represent the forward (noising) and reverse (denoising) diffusion
processes, respectively. (b): Diffusion model-based image generation
task, which generates an image based on a prompt. (c): The Overall
pipeline of our Diff9D, which redefines the 9-DoF object pose and size
estimation task from a generative perspective, i.e., from Gaussian noise
pose to true object pose. tp, R, and s represent 3D translation, 3D
rotation, and 3D size, respectively.

“What I cannot create, I do not understand”, we propose a
novel paradigm to redefine object pose estimation from a
generative perspective, termed Diff9D. Figure 1 illustrates
an overview of the proposed Diff9D. ∗ and ∧ denote the
Gaussian noise pose and an intermediate pose of the de-
noising process, respectively. Our motivation is to leverage
the latent generalization ability of the diffusion model to
address the domain generalization challenge [42] in ob-
ject pose estimation. Specifically, we introduce a Denoising
Diffusion Probabilistic Model (DDPM)-based method for
domain-generalized category-level object pose estimation,
which is simple yet effective and does not rely on the use of
any 3D shape priors during training or inference, facilitating
generalization across various object categories. A major
challenge in taking a generative modeling approach to pose
estimation in robotics is that real-time performance is not
feasible since the reverse diffusion requires a large number
of denoising steps that must be performed sequentially. We
address this challenge by leveraging a Denoising Diffusion
Implicit Model (DDIM) [43] and achieving reverse diffusion
in as few as 3 steps, enabling near real-time performance.
Our main contributions and highlights are as follows:

• We propose a DDPM-based method for domain-
generalized category-level 9-DoF object pose and size
estimation. Our method redefines the pose estima-
tion problem from a generative perspective to reduce
the impact of domain gap. Our model is trained
solely on rendered synthetic data and yet generalizes
to real-world data, eliminating the laborious human
effort required for data collection and annotation.

• We design a simple yet effective object pose/size dif-
fusion model to directly diffuse the sparse pose data,
achieving near real-time performance by leveraging
the DDIM to perform reverse diffusion in as few as 3
steps. Our model is lightweight and does not require
any 3D shape priors during training or inference.
Specifically, we perform condition extraction based

on the lightweight ResNet18 and PointNet models,
then propose a transformer-based denoiser for de-
noising.

• We build a robotic grasping system and deploy the
proposed method on it. Extensive experiments on
real-world robotic grasping scenes and two widely
used challenging datasets (REAL275 and Wild6D)
demonstrate that the proposed method achieves su-
perior domain generalization performance, which is
able to generalize to real-world grasping tasks at 17.2
frames per second (FPS).

The rest of this paper is organized as follows. The next
section reviews related works. Sec. 3 presents the proposed
method and Sec. 4 presents the designed robotic grasping
system, including hardware/software setup and workflow.
Next, extensive experimental results are reported in Sec. 5
to demonstrate the superior performance of the proposed
method. Finally, Sec. 6 concludes the paper.

2 RELATED WORK

This section first reviews the object pose and size estimation
methods, dividing them into instance-level and category-
level methods, and then reviews recent diffusion model-
based methods and explains how our proposed method
differs from them. Finally, we review the object pose
estimation-based robotic grasping methods.
2.1 Instance-Level Methods
Instance-level methods are trained on known objects
[44] and can be mainly divided into three cate-
gories: correspondence-based, template-based, and direct
regression-based. Correspondence-based methods can be
further divided into 2D-3D correspondence and 3D-3D cor-
respondence. 2D-3D correspondence methods [6], [7] first
define the keypoints between RGB image and object CAD
model. This is followed by training a model to predict
the 2D keypoints and using the Perspective-n-Points (PnP)
algorithm to solve the object pose. 3D-3D correspondence
methods [8], [9] define the keypoints on the object CAD
model directly and use the observed point cloud to predict
the predefined 3D keypoints. Next, they apply the least
squares algorithm to solve the object pose. However, most
correspondence-based methods rely heavily on rich texture
information and may not work well when applied to tex-
tureless objects.

There are some point cloud-based template methods,
which are based on point cloud registration [10], [11].
Specifically, the template is the object CAD model with
the canonical pose, and the purpose of these methods is to
find the optimal relative pose that aligns the observed point
cloud with the template. Besides these methods, RGB-based
template methods [12], [13] also exist, which require collect-
ing and annotating object images from various perspectives
during the training phase to create templates. After that,
these methods train a template matching model to find the
closest template to the observed image and use the template
pose as the actual pose of the object. Overall, template-based
methods can be effectively applied to textureless objects,
however, the template-matching process is generally time-
consuming.

With the rapid advancement of deep learning technol-
ogy, direct regression-based methods [14], [15], [16], [17],
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[18] have recently gained popularity. These methods use
the ground-truth object poses for supervision and train
models to regress the object pose end-to-end. Specifically,
DenseFusion [14] fuses the RGB and depth features and
proposes a pixel-level dense fusion network for pose re-
gression. FFB6D [15] further designs a bidirectional feature
fusion network to fully fuse the RGB and depth features.
GDR-Net [16] proposes a geometry-guided network for
end-to-end monocular object pose regression. HFF6D [17]
designs a hierarchical feature fusion framework for object
pose tracking in dynamic scenes. Although instance-level
methods have achieved high accuracy, they are restricted
to fixed instances, meaning that they only work for specific
objects on which they are trained.

2.2 Category-Level Methods

Research in the domain of category-level methods has re-
ceived substantial attention given their potential for gener-
alization to unknown objects within the given object cat-
egories. NOCS [19] introduces a normalized object coor-
dinate space, providing a standardized representation for
a category of objects, and recovers object pose using the
Umeyama algorithm. SPD [20] leverages shape prior de-
formation to solve the problem of diverse shape variations
between intra-class objects. Due to the superior performance
achieved by SPD, other prior-based methods are also sub-
sequently proposed. CR-Net [21] designs a recurrent frame-
work for iterative residual refinement to improve the shape
prior-based deformation and coarse to fine object pose esti-
mation. SGPA [22] utilizes the structure similarity between
the shape prior and the observed intra-class unknown object
to dynamically adapt the shape prior. 6D-ViT [23] intro-
duces Pixelformer and Pointformer networks, based on the
Transformer architecture, to extract more refined features of
the observed objects. STG6D [24] goes a step further and
fuses the difference features between the shape prior and
the observed objects, enabling more refined deformation.
RBP-Pose [25] designs a geometry-guided residual object
bounding box projection network to solve the insufficient
pose-sensitive feature extraction. CATRE [26] proposes a
pose refinement method based on the alignment of the
observed point cloud and the shape prior, which can be
used to further refine the object pose estimated by the above
methods. GeoReF [27] builds upon CATRE [26] to tackle
the geometric variation issue by incorporating hybrid scope
layers and learnable affine transformations. Although prior-
based methods significantly improve accuracy, constructing
CAD model libraries is cumbersome and time-consuming.

Besides these prior-based methods, DualPoseNet [28]
introduces a dual pose encoder with refined learning of
pose consistency and regresses object pose via two par-
allel pose decoders. FS-Net [29] proposes a shape-based
3D graph convolution network and performs decoupled
regression for translation, rotation, and size. GPV-Pose [30]
harnesses geometry-guided point-wise voting to enhance
the learning of category-level pose-sensitive features. HS-
Pose [31] further proposes a hybrid scope feature extrac-
tion network, addressing the limitations associated with
the size and translation invariant properties of 3D graph
convolution. IST-Net [32] explores the necessity of shape
priors for category-level pose estimation and proposes an

implicit space transformation-based prior-free method. VI-
Net [33] addresses the problem of poor rotation estimation
by decoupling rotation into viewpoint and in-plane rota-
tions. While these methods do not depend on shape priors,
they still require large amounts of real-world annotated data
for training, which hinders their practical applicability.

To address the problem of insufficient real-world train-
ing data, CPPF [34] performs pose estimation in the wild
by introducing a category-level point pair feature voting
method. SAR-Net [35] proposes to explore the shape align-
ment of each intra-class unknown object against its cor-
responding shape prior without using real-world training
data. SSC6D [36] proposes a self-supervised method us-
ing DeepSDF [37] for deep implicit shape representation.
UDA-COPE [38] utilizes a teacher-student self-supervised
learning framework to achieve domain adaptation. RePoNet
[39] proposes a self-supervised method based on pose and
shape differentiable rendering. DPDN [40] designs a par-
allel deep prior deformation-based domain generalization
learning scheme. More recently, TTA-COPE [41] introduces
a test-time adaptation method, which initially trains the
model on labeled synthetic data and subsequently utilizes
the pretrained model for test-time adaptation in real-world
data during inference. Nevertheless, the performance of
these methods is limited by the huge domain gap between
the rendered synthetic domain and the real world.

2.3 Diffusion Model-Based Methods

More recently, diffusion models gained popularity in object
pose estimation. In terms of instance-level methods, Diffu-
sionReg [45] proposes a point cloud registration framework
leveraging the SE(3) diffusion model. This model gradually
perturbs the optimal rigid transformation of a pair of point
clouds by continuously injecting perturbations through the
SE(3) forward diffusion process. The SE(3) reverse denoising
process is then used to progressively denoise, approaching
the optimal transformation for precise pose estimation. 6D-
Diff [46] develops a diffusion-based framework that formu-
lates 2D keypoint detection as a denoising process, enabling
more accurate 2D-3D correspondences. As for category-level
methods, GenPose [52] introduces a score-based diffusion
model to tackle the multi-hypothesis issue in symmetric
objects and partial point clouds. Their approach first uses
the score-based diffusion model to generate multiple pose
candidates and then employs an energy-based diffusion
model to eliminate abnormal poses. DiffusionNOCS [47]
first diffuses the NOCS map of the object using multi-modal
input as a condition, and then uses an offline registration
algorithm to align and solve the object pose.

In general, DiffusionReg [45] and 6D-Diff [46] are
instance-level methods. GenPose [52] and DiffusionNOCS
[47] mainly focus on 6-DoF pose (excluding 3D size). More-
over, GenPose does not focus on solving the problem of
domain generalization, and the diffusion target of Diffusion-
NOCS is the NOCS map. Different from the above methods,
we aim to develop a category-level 9-DoF object pose esti-
mation method suitable for real-world robotic applications
using only rendered synthetic data for training. This ap-
proach faces two main challenges: 1) The significant domain
gap between synthetic and real-world data, which adversely
affects the performance of conventional regression models.
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Fig. 2. Some visualizations of the reverse diffusion process, representing the diffusion from Gaussian noise poses to objects poses in the observed
scene.

We propose using a denoising diffusion probabilistic model
to frame object pose estimation as a generative process.
The diffusion model performs extensive sampling on the
Markov chain, which can effectively expand the distribution
of the synthetic pose data, making the data distribution
more uniform [48], thus contributing to reducing the impact
of the domain gap on the pose estimation model. 2) Efficient
pose estimation is crucial due to the limited computational
resources available in robotics. To address this problem,
we design a simple yet effective network structure, em-
ploying lightweight baseline networks (ResNet18 [49] for
RGB image and PointNet [50] for point cloud) and using
only global features as conditions. Additionally, given the
sparsity of object pose data (only 15 values), our approach
differs from dense diffusion tasks like image generation and
can be efficient with fewer diffusion steps.

2.4 Object Pose Estimation-Based Robotic Grasping

To investigate the application of object pose estimation
technology for robotic grasping, Zhang et al. [51] developed
a practical robotic grasping system based on pose estimation
with protective correction. GenPose [52] proposes a score-
based diffusion method for 6-DoF object pose estimation
and explores its application for robotic manipulation. Liu
et al. [53] introduced a difference-aware shape adjustment
method based on fine segmentation. They also built a
robotic grasping platform to verify the practical perfor-
mance of the pose estimation. For applications where depth
images are not practical, e.g., under strong or low light
conditions or for transparent and reflective objects, Wolnitza
et al. [54] proposed a monocular method for 3D object recon-
struction and object pose estimation and used it for robotic
grasping. BDR6D [55] is another method that first predicts
the depth information from a monocular image and then
utilizes a bidirectional depth residual network for pose esti-
mation. The proposed method is then deployed with a UR5
robot to perform grasping and manipulating tasks. More
recently, STG6D [24] develops a robotic continuous grasping
system via a category-level method and proposes a pre-
defined vector orientation-based grasping strategy. DGPF6D
[56] introduces a contrastive learning-guided shape prior-
free category-level method for domain-generalized robotic
picking. Yu et al. [57] proposed a self-supervised-based

category-level object pose estimation method for robotic
grasping. Chen et al. [58] explored a sim-to-real method by
iterative self-training for robotic bin picking.

Side-stepping from the above object pose estimation
methods for robotic grasping, this paper proposes a DDPM-
based novel paradigm for domain-generalized category-
level 9-DoF object pose estimation, redefining the pose es-
timation process from a generative perspective. Leveraging
the latent generalization ability of the diffusion model, the
proposed method achieves training solely with rendered
synthetic images for generalization to real-world robotic
grasping scenarios.

3 METHODOLOGY

This section gives details of the proposed Diff9D. First, we
illustrate the pose diffusion process (Sec. 3.1), and then
describe the condition extraction for pose diffusion (Sec.
3.2). Next, we introduce the proposed transformer-based
denoiser for pose denoising (Sec. 3.3). Finally, we elaborate
the supervision method (Sec. 3.4).

3.1 Pose Diffusion
3.1.1 Forward Pose Diffusion Process
Given a 9-DoF object pose sampled from a real-world pose
distribution x0 ∼ q (x), we define a forward diffusion pro-
cess where Gaussian noise is gradually added to the sample
in T time steps (T represents the maximum time step),
producing a sequence of noisy samples x1, · · ·, xT . The time
step is controlled by a variance schedule {βt ∈ (0, 1)}Tt=1
and β1 < β2 < ··· < βT . The forward pose diffusion process
from xt−1 to xt is defined as [59]:

q (xt|xt−1) = N
(
xt;
√
1− βtxt−1, βtI

)
, (1)

where N
(
µ, σ2

)
represents a Gaussian distribution. The

step-by-step diffusion process follows the Markov chain
assumption:

q (x1:T |x0) =
T∏

t=1

q (xt|xt−1). (2)

Specifically, xt can be represented as:

xt =
√
βtεt +

√
1− βtxt−1, (3)
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Fig. 3. Workflow of the proposed Diff9D, which includes three main parts (pose diffusion, condition extraction for pose diffusion, and transformer-
based denoiser for pose denoising). The input of Diff9D is RGB image, point cloud, and time step T and its corresponding noise pose PoseT . Note
that the image is first instance segmented by Mask R-CNN [60] before condition extraction. The condition extraction extracts the input condition
c. The pose diffusion consists of forward (noising) and reverse (denoising) diffusion processes. Forward diffusion continuously adds noise to the
ground-truth object pose Pose0. Reverse diffusion first concatenates the noise pose features Fpose and c to form the input Di for the denoiser. The
transformer-based denoiser then takes Di as input and predicts the pose noise εθ (xT , T, c). Finally, εθ (xT , T, c) can be used to denoise PoseT
through the reverse diffusion process based on the Markov chain to obtain PoseT−1. We directly use the translation, size, and rotation matrices to
represent the object pose, as shown in Fig. 1. Detailed architecture of the shape estimator and shape encoder is shown in Fig. 4.

where εt is a randomly sampled standard Gaussian noise at
time step t. Let αt = 1− βt and ᾱt =

∏t
i=1 αi, we can get:

xt =
√
ᾱtx0 +

√
1− ᾱtε. (4)

Hence, the forward pose diffusion process from x0 to xt can
be represented as:

q (xt|x0) = N
(
xt;

√
ᾱtx0, (1− ᾱt) I

)
. (5)

3.1.2 Reverse Pose Diffusion Process
As shown in Fig. 3, the reverse diffusion process aims to
recover the object pose from a standard Gaussian noise
input xT ∼ N (0, I). However, obtaining q (xt−1|xt) is not
easy, so we learn a model pθ to approximate this conditional
probability to run the reverse diffusion process as:

pθ (x0:T ) = p (xT )
T∏

t=1
pθ (xt−1|xt),

pθ (xt−1|xt) = N (xt−1;µθ (xt, t, c) ,
∑

θ (xt, t)) ,
(6)

where c denotes the condition (see Sec. 3.2 for more details).
Also let αt = 1 − βt and ᾱt =

∏t
i=1 αi and follow DDPM

[59] to use Bayes’ theorem transform Eq. (6), then the
variance and mean of pθ (xt−1|xt) can be parameterized as
follows:∑

θ
(xt, t) = 1/

(
αt

βt
+

1

1− ᾱt−1

)
· I =

1− ᾱt−1

1− ᾱt
· βt · I,

(7)

µθ (xt, t, c) =

√
αt (1− ᾱt−1)

1− ᾱt
xt +

√
ᾱt−1βt

1− ᾱt
x0. (8)

From the previous forward diffusion process Eq. (4), we can
obtain:

µθ (xt, t, c) =
1

√
αt

(
xt −

1− αt√
1− ᾱt

εθ (xt, t, c)

)
. (9)

where εθ denotes the predicted pose noise during the re-
verse diffusion process.
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Fig. 4. Detailed architecture of the shape estimator and shape encoder.
We use two parallel branches to estimate and encode shape and NOCS
shape.

To improve the speed of the reverse diffusion process, we
utilize the DDIM [43] scheduler. Some visualizations of the
reverse diffusion process are shown in Fig. 2. Specifically, we
take a sample every T/S time steps to reduce the number
of sampling time steps from T to S. The new sampling
schedule is {τ1, · · ·, τS}. Now, the reverse diffusion process
can be expressed as:

pθ
(
xτi−1

|xτi

)
=

N
(
xτi−1

;
√
ᾱτi−1

x0 +
√
1− ᾱτi−1

− σ2
τi

xτi
−
√

ᾱτi
x0√

1−ᾱτi

, σ2
τiI

)
,

(10)
where σ2

t can be obtained from Eq. (6) and Eq. (7) as:

σ2
τi =

1− ᾱτi−1

1− ᾱτi

· βτi . (11)

Overall, the reverse diffusion process predicts the pose
noise εθ (xt, t, c) by learning a model, and then utilizes the
DDIM [43] scheduler for denoising.

3.2 Condition Extraction for Pose Diffusion
However, it is difficult to directly perform the reverse dif-
fusion process using only xT ∼ N (0, I) as the input of the
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Fig. 5. Some visualizations of the estimated shape and NOCS shape. Top, middle, and bottom rows denote the observed RGB images and their
corresponding estimated shape and NOCS shape, respectively. It can be seen that these two processes can introduce potential 3D geometric
information, making the pose diffusion process geometrically guided.

diffusion model. Therefore, we propose to incorporate con-
ditional information from the input to guide the diffusion
model to achieve more accurate pose predictions. Given that
obtaining RGB images and point clouds is straightforward
with an RGB-D camera, we utilize them along with the
time step as inputs for condition extraction. The detailed
architecture is shown in Fig. 3. Specifically, the diffusion
process is associated with the time step. To extract the
time step condition ctimestep, we follow DiffPose [61] to
employ a Multi-Layer Perceptron (MLP). Additionally, for
the observed RGB image and point cloud, we utilize the
lightweight ResNet [49] and PointNet [50] to extract the RGB
global condition crgb and point cloud condition (including
global features cpoint and local features) of the observed
object, respectively.

Inspired by the positive impact of the 3D shape recon-
struction on object pose estimation [20], [22], [24], [40], we
point-wise concatenate the point cloud condition with the
RGB global condition. The concatenated features are subse-
quently fed into a shape estimator-encoder network, thereby
incorporating supervision for the 3D shape of intra-class
unknown objects. The detailed architecture of the shape
estimator-encoder network is shown in Fig. 4. Specifically,
we use two parallel branches to perform decoupled esti-
mation and encoding for the shape and NOCS shape of
intra-class unknown objects. Some visualizations are shown
in Fig. 5. Subsequently, we perform max pooling on the
encoded two-branch features and concatenate them as the
shape condition cshape. Finally, we concatenate the obtained
time step, RGB global, point cloud global, and shape con-
ditions to obtain the conditional input of pose diffusion as
follows:

c = cat (ctimestep, crgb, cpoint, cshape) . (12)

To supervise the condition extraction process, we follow

[20], [22], [24], [40] and use the Chamfer distance between
the ground-truth 3D model Mgt and the estimated shape
Rs, and the Smooth-L1 distance between the ground-truth
NOCS shape MNs

and the estimated NOCS shape Ns as the
loss functions. MNs

can be easily obtained from Mgt [19].
Chamfer distance Lcd can be expressed as:

Lcd (Rs,Mgt) =
1
2n×( ∑

a∈Rs

min
b∈Mgt

∥ a− b ∥22 +
∑

b∈Mgt

min
a∈Rs

∥ a− b ∥22

)
,

(13)

where n denotes the number of points. The Smooth-L1
distance L

S−L1
can be expressed as:

L
S−L1

(Ns,MNs
) = 1

n

n∑
i=1

3∑
k=1

{
5x2, if x ≤ 0.1,

x− 0.05, otherwise,
and x =

∣∣N ik
s −M ik

Ns

∣∣ ,
(14)

where k denotes the dimension of the coordinates.

3.3 Transformer-Based Denoiser for Pose Denoising

Since εt is available at training time, we need to train a
network to predict the pose noise conditioned on c, i.e.,
predict εθ (xt, t, c). Then, the denoising loss term can be pa-
rameterized to minimize the difference from εt to εθ (xt, t, c)
as follows:

Ldiff = Et∼[1,T ],x0,εt

[
∥εt − εθ (xt, t, c)∥2

]
= Et∼[1,T ],x0,εt

[∥∥εt − εθ
(√

ᾱtx0 +
√
1− ᾱtε, t, c

)∥∥2] .
(15)

Due to the sparsity of pose data, utilizing the cross-
attention mechanism, commonly employed in other Dif-
fusion models, is not feasible. Consequently, we propose
a transformer-based denoiser as the denoising model con-
sisting of multiple self-attention Transformer blocks, MLPs,
and skip connections. The detailed architecture is shown in
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Fig. 6. Detailed architecture of the Transformer block. Left: Transformer
block consists of multi-head attention and MLP. ⊕ represents resid-
ual connection. Right: Detailed architecture of the multi-head attention
mechanism.

Fig. 3. Transformer blocks are used to perform self-attention
on the input so that each feature dimension in Di interacts
with features from all other dimensions through attention
mechanisms. The MLPs are used to reduce the dimension
of the concatenated features so that the input feature di-
mension of the next Transformer block remains unchanged.
Through skip connections, our model retains more spatial
information during the diffusion process. Specifically, the
input of the transformer-based denoiser is:

Di = cat(c, Fpose)
⊤
, (16)

where Fpose denotes the pose feature, cat () represents
feature concatenation, and ⊤ represents matrix transpose
operation.

The detailed architecture of the Transformer block is
shown in Fig. 6. Its core part is the multi-head attention.
Specifically, we can get the inputs query Q, key K , and value
V as follows:

Q(m) = FC
(m)
1 (LN (Di)) ,

K(m) = FC
(m)
2 (LN (Di)) ,

V (m) = FC
(m)
3 (LN (Di)) ,

(17)

where m denotes the number of heads, LN () represents
layer normalization, and FC () represents fully connected
layer. Then, the multi-head self-attention mechanism pro-
ceeds as follows:

SA (Di) = FCcat

(
Softmax

(
Q(m)K(m)⊤/

√
d
)
V (m)

)
,

(18)
where d denotes the feature dimension of each head, and
FCcat () represents the concatenation of the features of all
heads, fed to a fully connected layer.

By combining the multi-head self-attention mechanism,
MLP, and residual connections, our model is able to better
find the global correlation within the features. This makes
the diffusion process more robust.

3.4 Loss Function
To perform end-to-end learning, we simply combine shape
reconstruction loss, NOCS shape reconstruction loss, and
pose diffusion loss as follows:

Ltotal = Lcd + LS−L1 + Ldiff , (19)

Fig. 7. Overall setup and workflow of the robotic grasping system. We
develop a GUI comprising three parts: calibration module, server-client
TCP communication module, and robotic grasping module.

Y

X

Z

Y

X

Z Y

X

Z
Center Point

Projected Closest Point

Closest Point

Fig. 8. Illustration of the robotic grasping strategy. Left and Middle:
Ambiguity representation of Z-axis and X-axis of symmetrical objects.
Right: Grasping strategy based on predefined object coordinate system
and vector direction.

where Ltotal is the final loss we choose to optimize the learn-
ing of the proposed Diff9D. We directly use the translation,
size, and rotation matrices to represent the object pose.

4 ROBOTIC GRASPING SYSTEM DESIGN

4.1 Hardware and Software Setup
4.1.1 Hardware Composition
The hardware for the robotic grasping system is composed
of an Intel RealSense L515 RGB-D camera, a Yaskawa robot
MOTOMAN-MH12, an electric parallel gripper DH-PGI-
140-80, and a host computer. Their mutual connections are
illustrated in Fig. 7. Specifically, the RGB-D camera and
electric gripper are connected to the host computer through
USB, and the robot is connected to the host computer
through Gigabit Ethernet. The installation method between
the camera and robot is eye-in-hand.
4.1.2 Software Setup
The configuration of the software for the designed robotic
grasping system is shown in Fig. 7. Since the robotic grasp-
ing system consists of three modules (calibration mod-
ule, server-client TCP communication module, and robotic
grasping module), we develop a GUI to connect these
three functional modules. The calibration module includes
robotic hand-eye calibration and tool calibration. We use
the HALCON calibration method and the five-point cali-
bration method to complete hand-eye and tool calibration,
respectively. The server-client TCP communication module
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is used for real-time communication between the server and
the client. We set the host computer as the server and set
the trained instance segmentation model and pose diffusion
model as two clients. Finally, the robotic grasping module
includes two parts, i.e., grasping strategy and servo control.

4.2 Robotic Grasping Workflow
4.2.1 Overall Workflow
In general, the robotic grasping of objects in 3D space can
be completed as follows:

Mo2t = Me2tMc2eMo2c, (20)
where Mo2t denotes the transformation matrix from the
object to the tool coordinate system. This is what the robot
needs to obtain for the grasping task. Me2t represents the
transformation matrix from the robot end coordinate sys-
tem to the tool coordinate system, which can be solved
through tool calibration. Mc2e denotes the transformation
matrix from the camera coordinate system to the robot end
coordinate system, which can be solved through hand-eye
calibration. Mo2c denotes the transformation matrix from
the object coordinate system to the camera coordinate sys-
tem, which is the most significant part and can be obtained
through object pose estimation.
4.2.2 Grasping Strategy
After estimating the poses of all intra-class unknown objects
in the scene, we utilize a simple yet effective grasping
strategy to achieve continuous grasping of multiple objects.
Specifically, we use the depth of the observed object center
point (i.e., the average coordinate point) to determine the
grasping sequence. Then, the robot grasps it according to the
predefined object coordinate system and vector direction.
The illustration of the robotic grasping strategy is shown
in Fig. 8. We project the closest point of the observed
object onto the Z-axis of the predefined object coordinate
system, and then connect it to the object center point to
form a predefined vector. We select the direction of the
predefined vector as the grasping direction, and make the
closing direction of the gripper parallel to the X-axis. We
found that using this simple grasping strategy can simulta-
neously grasp symmetrical and asymmetrical objects (it is
well known the X and Z axes of symmetrical objects have
uncertainty, as shown in Fig. 8).

5 EXPERIMENTS

We first describe the benchmark datasets and evaluation
metrics (Sec. 5.1) and the implementation details (Sec. 5.2).
We train the proposed Diff9D using only the synthetic
dataset and test it on two challenging real-world datasets
to demonstrate its domain generalization ability (Sec. 5.3).
Next, we further test Diff9D in real-world robotic grasping
scenarios and deploy it on a robot to perform grasping task
(Sec. 5.4). Finally, we conduct some ablation studies for the
condition extraction module, transformer-based denoiser,
and the number of reverse diffusion time steps to explore
their impact on the performance of Diff9D (Sec. 5.5).

5.1 Benchmark Datasets and Evaluation Metrics
5.1.1 Benchmark Datasets
For synthetic datasets, we choose the large CAMERA25
dataset [19], which is currently the most widely used

synthetic dataset for category-level object pose estimation.
For real-world datasets, the challenging and widely used
REAL275 [19] and Wild6D [39] datasets are chosen for
testing.
CAMERA25 Dataset [19] contains 275K synthetic RGB-D
images for training, which includes 1085 instances from 6
categories of objects: bowl, bottle, can, camera, mug, and
laptop. Note that all the 3D object models in the CAMERA25
are selected from the synthetic ShapeNet [62] dataset. All
RGB-D images contain multiple instances and have segmen-
tation masks and 9-DoF pose labels.
REAL275 Dataset [19] is currently the most widely used real-
world dataset for category-level object pose estimation. It
contains 8K real-world RGB-D images from 18 videos. We
exclusively utilize the test set of this dataset, consisting of
2754 images from 6 videos, to evaluate the performance of
our proposed method. The test set includes 18 instances
from 6 categories of objects, and the object categories are
the same as in CAMERA25.
Wild6D Dataset [39] is a large dataset collected in the real
world for evaluating self-supervised category-level object
pose estimation methods. It provides annotations for only
486 test videos with different backgrounds, containing 162
objects from five categories (i.e., except “can” in CAMERA25
and REAL275). This paper only uses the test videos of
Wild6D for experiments to enrich the real-world evaluation.
5.1.2 Evaluation Metrics
For a fair comparison with previous methods, we select
the widely used 3D Intersection-over-Union (IoU3D) and
n◦mcm metrics for evaluation. IoU3D denotes the percent-
age of intersection and union of the ground-truth and the
predicted 3D bounding box, which can be expressed as:

IoU3D =
PB ∩GB

PB ∪GB
, (21)

where GB and PB denote the ground-truth and the pre-
dicted 3D bounding boxes, respectively. ∩ and ∪ denote the
intersection and union, respectively. The predicted object
pose is considered correct when the value of IoU3D is
greater than a predefined threshold.

n◦mcm directly represents the predicted rotation and
translation errors. The predicted object pose is considered
correct when the rotation and translation errors are less than
both n◦ and mcm, respectively. We follow previous methods
[20], [22], [24], [38], [40], [41] to choose 50% and 75% as the
thresholds of IoU3D (termed as 3D50 and 3D75 [22]) and
select 5◦2cm, 5◦5cm, 10◦2cm, and 10◦5cm for evaluation.

5.2 Implementation Details
Following [20], [21], [22], [24], we set the number of points
n in Eq. (13) and the dimension of the coordinates k in Eq.
(14) to 1024 and 3, respectively. The diffusion time step T
in Eq. (2) and Eq. (6) is set to 1000. We take samples every
333 time steps (see Tab. 8 for reasoning) by utilizing the
DDIM [43] scheduler in the reverse diffusion process. The
number of heads m in Eq. (17) is set to 16 experimentally,
so the feature dimension of each head d in Eq. (18) is set
to 112 (calculated by 1792/16) [64], [65]. The initial RGB-
D image resolution is 640 × 480. We first utilize Mask R-
CNN [60] to perform instance segmentation for the initial
image, then the image is scaled to 192 × 192 to reduce
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Fig. 9. Qualitative comparison results on the real-world REAL275 dataset. Both SGPA [22] and Diff9D are trained using only synthetic data. For a
fair comparison, all results are based on the same segmentation, i.e., by Mask R-CNN [60]. The top, middle, and bottom rows denote the results of
SGPA [22], Diff9D, and ground truth, respectively. Arrows point to areas of focus. We can see that Diff9D performs better than SGPA [22].

further computation. The model weights are initialized via
the default initialization method of PyTorch. The learning
rate is dynamically adjusted between 1×10−4 and 1×10−6

through the CyclicLR function [66], [67], and the step size of
a cycle is set to 20K. The batch size of each step is set to 48.
To avoid damaging the gripper, we rotate the grasping angle
up 30◦ and move the object center point up 2 centimeters as
the grasping position. Experiments are conducted using an
Intel Xeon Gold 6138 CPU and an NVIDIA RTX 3090 GPU.

5.3 Evaluation on Real-World Datasets
5.3.1 REAL275 Dataset
We only use the synthetic CAMERA25 dataset to train the
proposed Diff9D and compare it with one baseline method
[20] and nine state-of-the-art (SOTA) methods [21], [22], [24],
[35], [36], [38], [39], [40], [41] on the test set of the real-
world REAL275 dataset. Quantitative comparison results
are shown in Tab. 1. When using Mask R-CNN pretrained
on the ImageNet dataset for segmentation, Diff9D achieves
43.9% and 54.8% mean average precision (mAP) on 5◦5cm
and 10◦5cm, outperforming the baseline method SPD [20]
by 31.9% and 21.3%, the SOTA methods SGPA [22] by
16.2% and 18.3%, STG6D [24] by 16.0% and 15.8%, respec-
tively. In addition, Diff9D achieves 35.3% and 70.0% mAP
on 5◦2cm and 10◦2cm, outperforming the SOTA method
SAR-Net [35] by 3.7% and 1.7%, respectively. Note that
these four comparison methods all rely on shape priors,
while Diff9D outperforms them without using shape priors.
Moreover, SPD [20], CR-Net [21], and SGPA [22] also use the
real-world REAL275 dataset for training. Diff9D is 14.2%,
8.5%, and 5.1% better than SPD [20], CR-Net [21], and
SGPA [22] respectively on the 75% IoU3D metric using
only synthetic dataset for training. Furthermore, we also
compare with some SOTA self-supervised methods that use
labeled synthetic data and unlabeled real-world data for
training. Diff9D achieves 76.5% and 35.3% mAP on 50%
IoU3D and 5◦2cm, outperforming RePoNet [39] by 0.5% and

6.2%, SSC6D+ICP [36] by 3.8% and 6.7%, respectively. Some
qualitative results are shown in Fig. 9. Additionally, we
compare Diff9D with DiffusionNOCS [47], another domain-
generalized category-level pose estimation method based
on diffusion model. Both methods use Mask R-CNN pre-
trained on the ImageNet dataset for segmentation for a
fair comparison. We evaluate using the same metrics as
those in DiffusionNOCS [47]. The quantitative results in
Tab. 2 demonstrate that Diff9D exhibits stronger domain
generalization ability compared to DiffusionNOCS [47].

To ensure that no real-world data is involved in any stage
of the training, we use the synthetic CAMERA25 to retrain
Mask R-CNN for segmentation, as shown in Tab. 1. When
using the retrained Mask R-CNN, Diff9D achieves 69.2%
and 45.2% mAP on 50% IoU3D and 5◦5cm, outperforming
the SOTA self-supervised methods DPDN [40] by 2.0%
and 7.9%, respectively. In addition, Diff9D achieves 57.7%
and 72.2% mAP on 10◦2cm and 10◦5cm, outperforming
the SOTA domain adaptation method UDA-COPE [38] by
0.7% and 6.1%, respectively. Note that DPDN [40] also uses
shape priors for learning, and UDA-COPE [38] requires
real-world mask labels for learning, yet Diff9D outperforms
these methods without using shape priors and any real-
world data. Finally, Diff9D achieves 44.1% and 36.5% mAP
on the most stringent 75% IoU3D and 5◦2cm metrics, out-
performing the SOTA test-time adaptation method TTA-
COPE [41] by 4.4% and 6.3%, respectively. Moreover, we
also retrain VI-Net [33] and SecondPose [63] using only
the synthetic CAMERA25 dataset, observing a significant
accuracy drop in all metrics. We analyze that this is because
Diff9D samples a substantial amount of object pose data
along the Markov chain, leading to a more uniform pose
data distribution, thus effectively reducing the domain gap
between synthetic and real-world scenes. Furthermore, to
assess the upper-bound performance of Diff9D, we train
it using a 3:1 mix of CAMERA25 and REAL275 datasets,
following the setup in VI-Net [33]. The experimental results
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TABLE 1
Comparison on the REAL275 dataset in metrics of IoU3D (%) and n◦mcm (%). “✓” and “-” indicate with and without. “Syn”, “Real w Label”, and
“Real w/o Label” indicate synthetic dataset, real-world dataset with label, and real-world dataset without label, respectively. Note that we use the
IoU3D metrics of SSC6D [36] and CATRE [26], which correct the small error of NOCS [19] for size evaluation. The best and second-best results

are bolded and underlined, respectively.

Method Syn Real w Label Real w/o Label Shape Prior
mean Average Precision (mAP)

3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

Segmented by Mask R-CNN [60] Pretrained on ImageNet Dataset

SPD [20] ✓ - - ✓ 55.1 17.1 11.4 12.0 33.5 37.8

SGPA [22] ✓ - - ✓ 53.1 17.8 19.8 27.7 36.5 62.6

STG6D [24] ✓ - - ✓ 48.4 14.4 20.1 27.9 39.0 63.7

SAR-Net [35] ✓ - - ✓ - - 31.6 42.3 50.3 68.3

SPD [20] ✓ ✓ - ✓ 68.5 27.5 19.3 21.4 43.2 54.1

CR-Net [21] ✓ ✓ - ✓ - 33.2 27.8 34.3 47.2 60.8

SGPA [22] ✓ ✓ - ✓ 68.8 36.6 35.9 39.6 61.3 70.7

RePoNet [39] ✓ - ✓ ✓ 76.0 - 29.1 31.3 48.5 56.8

SSC6D+ICP [36] ✓ - ✓ - 72.7 - 28.6 33.4 51.8 62.9

Diff9D (ours) ✓ - - - 76.5 41.7 35.3 43.9 54.8 70.0

Segmented by Mask R-CNN [60] Trained on CAMERA25 Dataset

DPDN [40] ✓ - - ✓ 67.2 39.8 29.7 37.3 53.7 67.0

UDA-COPE [38] ✓ - ✓ - 75.5 34.4 30.5 34.9 57.0 66.1

TTA-COPE [41] ✓ - - - 69.1 39.7 30.2 35.9 61.7 73.2

VI-Net [33] ✓ - - - 33.3 11.3 11.7 19.9 14.4 29.1

SecondPose [63] ✓ - - - 34.9 14.7 12.7 21.2 17.6 34.2

Diff9D (ours) ✓ - - - 69.2 44.1 36.5 45.2 57.7 72.2

VI-Net [33] ✓ ✓ - - - 48.3 50.0 57.6 70.8 82.1

Diff9D (ours) ✓ ✓ - - 79.8 55.8 50.5 57.1 72.1 81.5

TABLE 2
Comparison with diffusion model-based DiffusionNOCS [47] on the
REAL275 dataset. Both methods are trained solely on the synthetic

CAMERA25 dataset and use RGB-D inputs.

Method
mean Average Precision (mAP)

5◦5cm 10◦5cm 15◦5cm

DiffusionNOCS [47] 35.0 66.6 77.1

Diff9D (ours) 43.9 70.0 77.5

demonstrate that Diff9D achieves competitive accuracy with
VI-Net [33] under this mixed training configuration. The
running speed of Diff9D is about 17.2 FPS, and the GPU
memory occupied is about 9.6 GB.

5.3.2 Wild6D Dataset

To evaluate more objects and scenes in the real world
beyond the REAL275 dataset, we further evaluate the pro-
posed Diff9D and compare it with two baseline methods
(NOCS [19] and SPD [20]) and two SOTA methods (SGPA
[22] and GPV-Pose [30]) on the test set of the Wild6D dataset.
Also note that we only use the synthetic CAMERA25 dataset
to train the Diff9D, while all the comparison methods
[19], [20], [22], [30] use both the synthetic CAMERA25 and
real-world REAL275 datasets for training. The quantitative
comparison results are shown in Tab. 3. Specifically, Diff9D
achieves 32.48% and 40.94% mAP on 10◦2cm and 10◦5cm,
outperforming the baseline methods NOCS [19] by 32.44%

and 40.90%, and SPD [20] by 12.38% and 13.10%, respec-
tively. In addition, Diff9D achieves 76.48% and 38.16%
mAP on 50% and 75% IoU3D, outperforming SGPA [22]
by 13.00% and 3.70%. Furthermore, Diff9D also achieves
25.52% and 30.46% mAP on 5◦2cm and 5◦5cm, outperform-
ing GPV-Pose [30] by 11.42% and 8.96%, respectively. It is
also worth noting that SPD [20] and SGPA [22] need to use
shape priors, and GPV-Pose [30] needs to use the mean size
of each category as the prior, whereas Diff9D is prior-free.
These results further demonstrate that Diff9D can effectively
achieve the synthetic-to-real domain generalization. Some
qualitative comparison results are shown in Fig. 10. We find
that Diff9D is significantly better than SGPA [22] in size
estimation.

5.4 Evaluation on Real-World Robotic Grasping

5.4.1 Real-World Robotic Grasping Scenes

To demonstrate the effectiveness of Diff9D for estimating
the 9-DoF pose of intra-class unknown objects in real-world
robotic grasping scenarios, we install an RGB-D camera on
a robot and conduct tests on four scenes (general, occlusion,
dark, and clutter). Specifically, we select twelve instances
of six categories of objects for testing (i.e., bowl, bottle,
can, camera, laptop, and mug), with each object category
including two instances. Each test scene contained four to
six instances. Some qualitative comparison results between
Diff9D and DPDN [40] are shown in Fig. 11.
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TABLE 3
Comparison on the Wild6D dataset in metrics of IoU3D (%) and n◦mcm (%). * indicates that training with the CAMERA25 and REAL275

datasets. “✓”, “-”, “Syn”, “Real w Label”, and “Real w/o Label” represent the same meanings as explained in the caption of Tab. 1. Note that we
use the IoU3D metrics of SSC6D [36] and CATRE [26], which correct the small error of NOCS [19] for size evaluation.

Method Syn Real w Label Real w/o Label Shape Prior
mean Average Precision (mAP)

3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

NOCS* [19] ✓ ✓ - - 0.00 0.00 0.04 0.04 0.04 0.04

SPD* [20] ✓ ✓ - ✓ 52.64 20.26 6.90 9.26 20.10 27.84

SGPA* [22] ✓ ✓ - ✓ 63.48 34.46 26.28 29.18 33.80 39.52

GPV-Pose* [30] ✓ ✓ - - - - 14.10 21.50 23.80 41.10

Diff9D (ours) ✓ - - - 76.48 38.16 25.52 30.46 32.48 40.94

Fig. 10. Qualitative comparison on the real-world Wild6D dataset. SGPA [22] is trained using both synthetic CAMERA25 and real-world REAL275
datasets, while Diff9D is trained using only the synthetic CAMERA25 dataset. For a fair comparison, all the results are based on the same
segmentation, i.e., by Mask R-CNN [60]. The top and bottom rows denote the results of SGPA [22] and the proposed Diff9D, respectively. Green
and Red represent the predicted and ground truth results, respectively. We can see that Diff9D performs better than SGPA [22], especially in size
estimation.

Note that we only use the synthetic dataset for training,
so all the test instances and the robotic grasping scenes are
not present in the training set. These qualitative comparison
results show that Diff9D also performs better than DPDN
[40] in these real-world robotic grasping scenes. Specifically,
DPDN has lower size and rotation estimation performance
than Diff9D in some challenging scenes (i.e., occlusion and
clutter). In general, Diff9D has good domain generalization
ability for intra-class unknown objects and novel scenes.
Also, the robustness of Diff9D is also strong in some com-
mon challenging scenes.

5.4.2 Robotic Grasping

To demonstrate whether the proposed method can be uti-
lized for domain-generalized robotic grasping, we develop
a robotic grasping platform (as shown in Sec. 4) and deploy
Diff9D on it to conduct robotic grasping tests. Specifically,
we conduct grasping experiments for each object category
fifty times. The quantitative comparison results are shown
in Tab. 4. Note that all the results are based on the same
segmentation results for a fair comparison, i.e., segmented

by Mask R-CNN [60]. The real-world robotic grasping ex-
periments demonstrate the feasible generalization ability of
the Diff9D, i.e., training with only rendered synthetic images
can generalize to real-world robotic grasping task. Specifi-
cally, an average grasping accuracy of 80.8% can be achieved
in the test of five categories of objects, outperforming STG6D
[24] and DPDN [40] by 13.2% and 5.6%, respectively. Some
grasping visualizations are shown in Fig. 12. The robotic
grasping demo can be seen at the footnote link1. These
experimental results prove that Diff9D can be effectively
utilized for robotic grasping in the real world.

5.4.3 Limitations and Failure Cases
In practical experiments, we observe that pose estimation
may fail when accurate geometric information for an object
is difficult to obtain, such as with transparent objects (where
depth imaging is challenging and texture is minimal). Ad-
ditionally, pose estimation accuracy tends to decrease when
objects are tilted. We attribute this to an imbalance in the

1. https://youtu.be/D4bV8eIUvWk

https://youtu.be/D4bV8eIUvWk
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Fig. 11. Qualitative comparison results in four real-world robotic grasping scenes: general, occlusion, dark, and clutter. Each test scene contains
four to six instances. Both DPDN [40] and Diff9D are trained using only the synthetic CAMERA25 dataset. All qualitative results are based on the
same segmentation results for a fair comparison, i.e., segmented by Mask R-CNN [60]. Arrows point to areas of focus. We can see that Diff9D
performs better than DPDN [40].

TABLE 4
The average success rate (%) of robotic grasping for five categories of
objects. For a fair comparison, all comparison methods are only trained

on the synthetic CAMERA25 dataset. The best results are bolded.

Method Bottle Can Bowl Mug Camera Avg

STG6D [24] 74.0 76.0 68.0 62.0 58.0 67.6

DPDN [40] 82.0 84.0 80.0 66.0 64.0 75.2

Diff9D 86.0 86.0 80.0 74.0 78.0 80.8

Fig. 12. Some visualizations of the real-world robotic grasping. The
grasping demo can be seen at https://youtu.be/D4bV8eIUvWk.

training data, where most objects are upright. Figure 13
presents qualitative results illustrating these observations.
Based on these findings, future work will focus on enhanc-
ing the robustness of Diff9D in handling these challenging
objects and scenes.

5.5 Ablation Studies and Discussion

We conduct ablation studies for the condition extraction,
transformer-based denoiser, and the number of reverse dif-
fusion time steps to explore their impact on the performance
of Diff9D. We first conduct ablation studies for the input
of condition extraction, which includes RGB image, point
cloud, time step, and shape prior. In addition, we also per-
form ablation studies for the shape estimator and encoder in
the condition extraction module. Then, we conduct ablation
studies for the self-attention mechanism, skip connection,

Fig. 13. Failure cases visualization. Arrows point to focused areas.

and the number of Transformer blocks in the transformer-
based denoiser. Next, we perform ablation studies for the
number of reverse diffusion time steps. Finally, we conduct
ablation studies to evaluate the effectiveness of the diffusion
model in reducing the domain gap between synthetic and
real-world data.

5.5.1 Ablation Studies for Condition Extraction

1) Input Data: First, we conduct ablation studies on each
input of the condition extraction module. When the input
RGB image is removed, the experimental results, shown
in the first row of Tab. 5, indicate that the 75% IoU3D

and 5◦2cm metrics drop by 11.2 % and 4.3 %, respectively.
Since RGB images can provide texture features of the object,
including them as a condition provides effective guidance
to the object pose diffusion process. When the point cloud
and time step conditions are removed, the experimental
results (second and third rows of Tab. 5) reveal significant
drops in all metrics. It is well-known that point cloud is

https://youtu.be/D4bV8eIUvWk
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TABLE 5
Ablation studies for the condition extraction module on the REAL275 dataset in terms of IoU3D (%) and n◦mcm (%). cprior represents using the
same PointNet [50] to extract global features (1× 512) of the shape prior [20] and concatenate them into c as a condition. Rs and Ns denote the

shape and NOCS shape regression and encoding processes, respectively. Method 9 is the baseline method we actually use.

Method crgb cpoint ctimestep cprior Rs Ns

mean Average Precision (mAP)

3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

1 - ✓ ✓ - ✓ ✓ 65.3 32.9 32.2 39.9 46.6 59.5

2 ✓ - ✓ - ✓ ✓ 51.9 2.9 0.5 1.3 4.3 12.1

3 ✓ ✓ - - ✓ ✓ 0.0 0.0 0.2 0.9 0.3 1.3

4 ✓ ✓ ✓ ✓ ✓ ✓ 69.1 43.8 36.6 45.5 58.1 72.1

5 ✓ ✓ ✓ ✓ - - 68.7 43.3 35.8 44.5 57.2 71.6

6 ✓ ✓ ✓ - - - 67.6 39.3 33.2 41.1 52.5 67.7

7 ✓ ✓ ✓ - - ✓ 68.2 41.3 34.3 42.7 54.9 70.1

8 ✓ ✓ ✓ - ✓ - 68.6 42.7 35.4 43.9 56.3 71.0

9 ✓ ✓ ✓ - ✓ ✓ 69.2 44.1 36.5 45.2 57.7 72.2

TABLE 6
Ablation studies for the self-attention mechanism and skip connection
in the transformer-based denoiser on the REAL275 dataset in terms of

IoU3D (%) and n◦mcm (%). SA and SC are the abbreviations of
self-attention and skip connection, respectively. * represents using
cross-attention mechanism instead of self-attention mechanism.

SA SC
mean Average Precision (mAP)

3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

* ✓ 52.5 16.7 20.2 27.1 37.6 63.1

✓ - 65.4 41.2 32.7 40.9 54.2 68.5

✓ ✓ 69.2 44.1 36.5 45.2 57.7 72.2

the most crucial input for object pose estimation, as it pro-
vides positional and geometric information about the object.
Also, the time step is a critical condition for the diffusion
model, controlling the extent of noising/denoising. Hence,
the point cloud and time step conditions are both essential.

Moreover, considering that many comparison methods
are shape prior-based [20], [21], [22], [24], [39], we also use
the same PointNet [50] to extract global features of the shape
prior as a condition. The experimental results, shown in the
fourth row of Tab. 5, indicate that the performance with the
shape prior condition is similar to that without it (the ninth
row). We argue that this is because the shape estimator and
encoder already introduce global geometric features. Hence,
the shape prior does not provide additional performance
gains. To validate this hypothesis, we retain the shape prior
as a condition while removing the shape estimator and
encoder. The experimental results, shown in the fifth row
of Tab. 5, demonstrate that the shape prior indeed brings
performance gains to the pose diffusion process (compared
to the sixth row of Tab. 5).
2) Shape Estimator and Encoder: First, we remove the shape
estimator and encoder in the condition extraction module.
The quantitative results are shown in the sixth row of Tab.
5. Compared with the original Diff9D, the 50% and 75%
IoU3D metrics drop by 1.6% and 4.8%, respectively. Then,
we just remove the shape regression and encoding processes
(Rs) in the shape estimator and encoder. Compared with the
original Diff9D, the 5◦2cm and 5◦5cm metrics drop by 2.2%
and 2.5%, respectively. The quantitative results are shown

TABLE 7
Ablation studies for the number of transformer blocks (Tb) in the
transformer-based denoiser on the REAL275 dataset in terms of

IoU3D (%) and n◦mcm (%). SC is the abbreviation of skip connection.
This paper finally sets Tb = 7 and SC = 3.

Tb SC
mean Average Precision (mAP)

3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

3 1 65.1 41.3 32.2 41.1 54.5 68.7

5 2 68.2 42.9 34.5 43.4 56.2 71.1

7 3 69.2 44.1 36.5 45.2 57.7 72.2

9 4 69.3 44.0 36.5 45.3 57.7 72.2

11 5 69.3 44.1 36.3 45.1 57.9 72.2

in the seventh row of Tab. 5. Next, we simply remove the
NOCS shape regression and encoding modules (Ns) in the
shape estimator and encoder. Compared with the original
Diff9D, the 10◦2cm and 10◦5cm metrics drop by 1.4% and
1.2%, respectively. Results are shown in the eighth row of
Tab. 5. These results show that both the shape and NOCS
shape regression and encoding processes in the condition
extraction module contribute to enhancing the accuracy of
Diff9D. Specifically, these two processes introduce inherent
3D geometric information, providing geometric guidance to
the pose diffusion process.

5.5.2 Ablation Studies for the Self-Attention Mechanism
and Skip Connection in the Transformer-Based Denoiser
First, we present the results of directly using the commonly
used cross-attention mechanism [68] instead of our pro-
posed self-attention mechanism in the first row of Tab. 6. It
is evident that there is a substantial decline in all evaluation
metrics. Specifically, if the cross-attention mechanism is ap-
plied to the conditions and the diffusion target (object pose),
it will require upscaling the object pose features to the same
dimension as the conditions. However, due to the sparsity
of the object pose, this is redundant. Then, we remove
the skip connections in the transformer-based denoiser. The
quantitative results are shown in the second row of Tab.
6. Compared with the original Diff9D, the 50% and 75%
IoU3D metrics drop by 3.8% and 2.9%, respectively. Since
skip connections can retain more spatial information during
diffusion, they play a crucial role in the denoising process.
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TABLE 8
Ablation studies for the number of reverse diffusion time steps and the
schedulers on the REAL275 dataset in terms of IoU3D (%), n◦mcm

(%), and running speed (FPS). This paper finally sets S = 3. * denotes
using DPM-Solver++ scheduler [69] instead of DDIM scheduler [43].

S
mean Average Precision (mAP)

Speed
3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

1 0.0 0.0 0.0 0.0 0.0 0.0 32.3

2 68.8 44.0 36.4 44.7 57.5 72.0 22.2

3 69.2 44.1 36.5 45.2 57.7 72.2 17.2

3* 69.3 44.1 36.3 45.3 57.7 72.1 17.4

4 69.2 44.2 36.4 45.1 57.7 72.3 14.1

5 69.2 44.3 36.5 45.3 57.7 72.2 11.8

10 69.2 44.5 36.5 45.2 57.8 72.4 6.5

20 69.3 44.5 36.5 45.3 57.6 72.0 3.5

50 69.3 44.4 36.4 44.9 57.6 71.9 1.1

100 69.4 44.3 36.1 44.5 57.5 71.7 0.7

200 69.4 44.2 35.9 44.3 57.3 71.5 0.4

1000 69.2 44.3 35.8 44.1 57.4 71.5 0.1

5.5.3 Ablation Studies for the Number of Transformer
Blocks in the Transformer-Based Denoiser
First, we set the number of Transformer blocks (Tb) and skip
connections (SC) to 3 and 1, respectively. Compared with
the original Diff9D, the 5◦2cm metric drops from 36.5% to
32.2%, and the 5◦5cm metric drops from 45.2% to 41.1%.
The quantitative results are shown in the first row of Tab. 7.
Next, we set Tb and SC to 5 and 2, respectively. Compared
with the original Diff9D, the 10◦2cm metric drops from
57.7% to 56.2%, and the 10◦5cm metric drops from 72.2%
to 71.1%. Results are shown in the second row of Tab.
7. Furthermore, we also increase Tb to 9 and 11, so SC
corresponds to 4 and 5. Results are shown in the fourth and
fifth rows of Tab. 7. From these experimental results, we can
see that when Tb = 7 and SC = 3, the transformer-based
denoiser performance reaches saturation.

5.5.4 Ablation Studies for the Number of Reverse Diffusion
Time Steps and the Schedulers
To improve the speed of Diff9D, we utilize the DDIM sched-
uler [43] to sample the reverse diffusion process. We show
that only as few as 3 steps are sufficient to recover the 9-DoF
object pose from Gaussian noise using our proposed Diff9D
model. The sampling time steps affect both the speed and
accuracy of pose diffusion. We conduct ten sets of ablation
experiments to explore the effect of the sample time steps.
Specifically, we set the sampling time steps S to 1, 2, 3,
4, 5, 10, 20, 50, 100, 200, and 1000 (original DDPM [59]).
Results are shown in Tab. 8. When S = 1, all evaluation
metrics are 0, which proves that Gaussian noise cannot be
directly diffused to object pose through a single time step.
Next, when set S = 2, the pose estimation accuracy is
greatly improved and is close to the optimal accuracy. Then
gradually increasing S, we find that the pose estimation
accuracy slowly improves and reaches an optimum value
at S = 10. Beyond 10, there is a gradual decline in pose
estimation accuracy. Given the sparsity of object pose data
(only 15 values), we argue that the proposed Diff9D differs
from other dense diffusion tasks (e.g., image generation)

TABLE 9
Ablation studies for the effectiveness of diffusion model on the

REAL275 dataset in terms of IoU3D (%) and n◦mcm (%).

Method
mean Average Precision (mAP)

3D50 3D75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

w/o Diff + 1 62.9 38.4 29.2 38.7 46.8 70.0

w/o Diff + 2 63.7 39.2 30.1 39.5 47.2 71.0

w/o Diff + 3 65.5 39.4 30.7 39.8 47.9 71.4

Diff9D (+ 2) 68.8 44.0 36.4 44.7 57.5 72.0

Diff9D (+ 3) 69.2 44.1 36.5 45.2 57.7 72.2

and can be efficient with fewer diffusion steps. Addition-
ally, the dense denoising of sparse object pose data may
introduce extraneous noise, resulting in a slight decrease
of accuracy. Considering both accuracy and speed, we set
S = 3 beyond which the improvement is minimal. Using
such a small number of steps allows us to achieve near real-
time robotic grasping at 17.2 FPS. Moreover, we also use the
popular scheduler DPM-Solver++ [69] as an alternative. The
experimental results are shown in the fourth row of Tab. 8.
We can see that its performance is similar to that of DDIM.

5.5.5 Ablation Studies for Effectiveness of Diffusion Model
To demonstrate the effectiveness of the diffusion model
in reducing the domain gap between synthetic and real-
world data, we remove the diffusion model components
(both noising and denoising) from Diff9D, transforming
it into a plain regression model. Overall, to ensure a fair
comparison, we adopt the condition extraction module of
Diff9D for feature encoding, utilize a network with the
same structure as the transformer-based denoiser of Diff9D
for feature fusion, and employ an identical pose decoding
approach as Diff9D. Specifically, we extract features from
the RGB image and point cloud in the same manner, and
similarly utilize the shape estimator and encoder to extract
shape features. These features are then concatenated and
fed into the same transformer-based denoiser network for
feature fusion. Finally, the fused features are input into fully
connected layers for decoupled pose regression (each of tp,
R, and s is regressed by three fully connected layers). For
a further fair comparison, we also iterate the transformer-
based denoiser network 2 and 3 times for feature fusion.
The experimental results, shown in the first three rows
of Tab. 9, clearly indicate that all metrics drop when the
diffusion model is removed. We attribute this to two main
reasons: 1) Since the sampling of object pose data on the
Markov chain is removed, the pose data distribution is
limited in the synthetic domain, so the performance gain
of domain generalization cannot be obtained. Conversely,
Diff9D samples a large amount of object pose data on the
Markov chain based on the denoising diffusion probabilistic
model, making the data distribution more uniform [48], thus
contributing to reducing the domain gap between synthesis
and the real world. 2) We only use lightweight feature
extraction backbone networks (ResNet18 [49] and PointNet
[50]) and direct feature concatenation, and only utilize the
global features of RGB and point cloud images, while the
plain regression models typically rely more on sufficient
feature extraction and fusion. In contrast, image features



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 15

are just conditions for the diffusion model, so Diff9D relies
less on fine features than the regression model. Overall, the
experimental results prove that the diffusion model has a
stronger domain generalization capability compared to the
plain regression model.

6 CONCLUSION

We presented a DDPM-based method for domain-
generalized category-level 9-DoF object pose estimation.
The proposed Diff9D design is motivated by the latent
generalization ability of the diffusion model to solve the do-
main generalization problem in object pose estimation. We
showed that reverse diffusion can be performed in as few as
3 steps to achieve state-of-the-art accuracy at near real-time
performance for robotic grasping tasks. Our model does not
require real-world training data nor object shape priors,
yet it generalizes well to real-world scenarios. Extensive
experiments on two benchmark datasets and deployment
on a robotic arm show that our model achieves the overall
best accuracy compared to existing methods.
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