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Abstract

Typical cargo scanning Linacs used to scan shipping containers are usually designed

at S-band (2-4 GHz) frequencies and have energies of 3-6 MeV in order to obtain

sufficient contrast during inspections. To scan smaller and thinner containers and

to reduce the footprint of scanning systems, there is an interest in lower energy (1-3

MeV) and higher frequency (5-6 GHz) devices. In this thesis, a design of such a

device is presented, with a compact (11.9 cm), five cell, 2 MeV, bi-periodic, C-band

linac selected as the final design. Multi-objective optimisation methods and spline

modelling techniques are used to optimise the cells with a Pareto analysis used to

select a final design, also allowing for rapid design adjustment. A novel coupling

method using nose cone slants is developed, giving an improvement of 28 % in the

coupling factor between cells (0.7 % - 0.9 %), with minimal effect on the peak fields

or shunt impedance (1.3 %). MO methods are also employed to optimise the cell

lengths and RF amplitudes to increase the capture efficiency of the linac to over

90 % using re-capture methods. A complete thermal analysis is presented showing

that the linac can handle up to 1.2 kW average power with less than 2 % error in

the electric field. The study includes CFD simulations and an improved method

for estimating the heat transfer coefficient by including bends when performing

calculations which agrees with the CFD analysis. The design is then integrated into

a full RF system that allows for three linacs to be fired and synchronised, using three

frequencies with a 3 MHz separation (5.712 ± 3 MHZ) on three sections of one 10

µs RF pulse. It is then shown that this system is capable of generating quasi-3D

images in a CT-like setup using 3D image reconstruction techniques.
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I sit beside the fire and think

of all that I have seen,

of meadow-flowers and butterflies

in summers that have been;

Of yellow leaves and gossamer

in autumns that there were,

with morning mist and silver sun

and wind upon my hair.

I sit beside the fire and think

of how the world will be

when winter comes without a spring

that I shall ever see.

For still there are so many things

that I have never seen:

in every wood in every spring

there is a different green.

I sit beside the fire and think

of people long ago

and people who will see a world

that I shall never know.

But all the while I sit and think

of times there were before,

I listen for returning feet

and voices at the door.

J.R.R Tolkien
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Nomenclature

β Relativistic beta

η Dynamic viscosity

Γ Reflection coefficient

λ Wavelength

µa Attenuation coefficient

ω Angluar frequency

Bpk Peak magnetic flux density

c Speed of light

Cp Specific heat capacity at constant pressure

Ez Axial electric field

Eacc Accelerating gradient

Epk Peak electric field

eV Electron volts

f Frequency

I0 X-ray intensity

kc Coupling constant
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Pd Dissipated power

Q Quality factor

Q0 Intrinsic quality factor

Qe External quality factor

QL Loaded quality factor

Qt Transmitted quality factor

Re Reynold’s number

Rs Shunt impedance

Rsurf Surface resistance

Sc Modified Poynting vector

Tm Melting temperature

tp Pulse length

U Stored energy

V0 Axial voltage

Vc Accelerating voltage

Z Shunt impedance per unit length

Z0 Impedance

Za Atomic number

BDR Breakdown rate

bpp Breakdowns per pulse
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CFD Computational fluid dynamics

CT Computed tomography

CVI Cargo and vehicle inspection

dB Decibel

DUT Device under test

EM Electromagnetic

FBP Filtered Back Projection

FBP Filtered back projection

FDK Feldkamp-Davis-Kress

FDM Frequency-Division Multiplexing

FOM Figure of merit

HEP High-energy physics

HFSS High-frequency structure simulator

HTC Heat transfer coefficient

KE Kinetic energy

LLRF Low level radio frequency

MLEM Maximum Likelihood Expectation Maximisation

MO Multi-objective optimisation

mT Milli-tesla

NDT Non-destructive testing
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NURBS Non-uniform rational basis splines

OFHC Oxygen-free high thermal conductivity

PFN Pulse-forming network

PIC Particle-in-cell

RF Radio frequency

RRT Real-time tomography

SART Simultaneous Algebraic Reconstruction Technique

SS Steady-state

STL Stereolithography

SW Standing wave

TE Transverse electric

TIG Tungsten intert gas

TM Transverse magnetic

TTF Transit time factor

TW Traveling wave

ULD Unit load device

WG Waveguide
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Chapter 1

Industrial Accelerators and X-ray

Imaging Techniques

1.1 Radio-Frequency Linacs

The first high energy (> 400 keV) particle accelerator was developed in 1932 by

Cockcroft and Walton to facilitate the first man-controlled splitting of the atom. [1]

It was a DC system that converted AC or pulsing DC to a high-voltage DC pulse used

for electrostatic acceleration. Around the same time, resonant acceleration was also

being developed, and the first linear accelerator (linac) that used time-varying radio

frequency (RF) fields was first proposed by Ising in 1924. It was then eventually

demonstrated by Wideröe in 1928 [1], where he put together a linac for his PhD

Thesis, consisting of one drift tube between two accelerating gaps [2]. Since then,

the development and usage of particle accelerators has grown rapidly, and there are

now more than 40,000 operational accelerators in the world. Over 97 % of these

accelerators are used for commercial purposes, and a large proportion of them are

linacs. The current linear accelerator market is valued at US $3.79B (2019) with

projections to reach US $6.8B by 2027. [3]

Aside from the more recognisable accelerators that are used for scientific research,

such as the LHC at CERN [4], accelerators play a crucial role in a multitude of
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sectors, including:

• Medical (particle and radiotherapy for the treatment of cancerous tumours)

• Security (generation of X-rays for cargo screening)

• Research (high-energy particle physics, Synchrotron radiation facilities for

generating high brightness X-rays [5])

Linacs utilise electromagnetic power to accelerate charged particles, and they

are capable of providing beams with energies ranging from keV to tens of GeV and

currents from nA to kA, which are then used in a variety of ways depending on

the application. One of the ways these charged particles can be used is to directly

alter the properties of materials, such as surface hardening of metals, polymer cross-

linking (for example, making shrink wrap) and improving semiconductor properties

[6, 7]. The beams can also be used for sterilisation; as the energy from the electrons

is deposited into cells, it can alter chemical bonds and damage DNA to destroy

the reproductive capabilities of microorganisms. This method is used on medical

instruments, pharmaceutical products, and food packaging. Beam sterilisation can

offer improvements over traditional processing methods, such as better efficiency

over thermal processing, a reduction in the use of toxic chemicals, and the ability

to immediately use the product after sterilisation [8].

There are a plethora of other industrial applications of accelerators, with far

too many to list here. They range in size from a few centimetres up to a few

metres, depending on the required beam energy for the application and the type of

accelerator design. However, in general, for industrial applications, the energies are

within the range of 2-15 MeV. Some of these specific applications include [9–11]:

• Ion implantation for making semiconductor devices

• Production of radionuclides for diagnostic medical imaging

• Neutron production for material research
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• Ion-beam analysis to probe the elemental composition of objects

• Waste water treatment

• Treatment of sludge and flue gases to remove pollutants

• Treatment of asphalt to improve wear resistance

• Generation of X-rays for non-destructive testing (NDT)

• Increasing the efficiency of electrical power transmission

• Leather tanning [12]

1.2 X-rays for Security

This thesis is concerned with the design of low-energy (sub 10 MeV) electron linacs,

specifically for cargo scanning security applications where the charged particle beams

generate X-rays when they are fired into a dense target. The history of X-ray

scanning for security applications dates back to the 1960’s and 1970’s and was

introduced primarily as a result of an increasing rate of aeroplane hijackings. Sixty-

six aircraft of United States or foreign registration were hijacked from January 1,

1961 through to 1968 and 277 were hijacked from January 1, 1969 to 1972 [13, 14].

This led to an increase in security measures, mainly profiling, and then the use

of metal detectors and X-ray machines on the profiled individuals [14]. In 1973,

the FAA started screening all passengers and searching their bags; this and other

measures quickly led to a rapid decrease in the number of successful hijackings, as

shown in Fig. 1.1.

As there were already a number of X-ray tube systems being used for medical and

NDT purposes, with energies ranging from a few keV up to 1 MeV, the X-ray sources

were already available for a X-ray baggage scanning system. The methodologies for

generating and processing X-ray images were also available, as they had been used

for medical and NDT applications since the early 1900s [9]. One of the initial
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Figure 1.1: Plot showing reduction in successful hijackings after 1973. Image sourced
from [15].

systems used for baggage screening was the Philips Saferay, shown in Fig. 1.2 with

an example of an X-ray image taken by the system, with a weapon inside a case

shown in Fig. 1.3.

The system was very slow as it required the manual placement of an object, with

each item having to be placed in front of the screen before each scan. Eventually,

this system was phased out in favour of systems that used conveyor belts to increase

scanning speed [15]. By the end of 1974, there were 260 X-ray luggage systems,

1100 walk-through metal detection systems, and 1200 hand-held scanning systems

in use across U.S airports. [15].

1.3 Cargo Scanning Linacs

Following the introduction of baggage scanning for air passengers, the September

11 attacks (9/11) led to new protocols for scanning cargo worldwide, mostly due to

concerns that radioactive material could be smuggled in through cargo routes [16].

In the U.S at the time of 9/11, none of the containers entering the U.S were being
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Figure 1.2: First Philip’s Saferay system, with manual placement of the object to
be scanned. Image sourced from [15].

Figure 1.3: Example of an X-ray taken by the Philip’s Saferay system. Image
sourced from [15].

scanned. Now, the U.S mandates that 100 % of the cargo entering ports in the U.S

should be scanned through the Container Security Initiative (CSI), though this is

yet to be fully realised [17, 18].

1.3.1 Shipping Containers and Heavy Cargo

The requirements then changed from scanning small objects with thin walls, such as

luggage to standard shipping containers with thicker steel walls capable of holding a
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significant amount of cargo. Consequently, the X-ray sources required for scanning

also changed. For a narrow beam of monoenergetic photons with incident energy I0

penetrating a layer of material with mass thickness x and density ρ, it emerges with

a new intensity I, given by
I

I0
= exp [−(µa/ρ)x] (1.1)

Where µa is the attenuation coefficient [19]. This means that previously used sources,

such as X-ray tubes and radioactive sources, did not provide the energies needed for

sufficient material penetration. This led to the use of linacs instead of X-ray tubes,

as they were able to provide energies greater than 1 MeV to meet this requirement.

Fig. 1.4, shows a comparison between three types of X-ray sources, with the energies,

penetration in steel and limitations of each system [20]. The linac systems used for

these applications are generally referred to as Cargo and Vehicle Inspection (CVI)

systems.

Figure 1.4: Table showing the comparisons between X-ray vacuum tubes, radioactive
sources and linac systems. Table sourced from [20].

.
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1.3.2 Types of CVI Systems

The research discussed in this thesis is focused on the design of low-energy (2-6

MeV) linacs primarily for vehicle or light-cargo scanning applications. Generally,

these types of systems can be split into four categories as shown in Table 1.1:

• Stationary

• Portal

• Gantry

• Mobile

Type of system Description

Stationary
System cannot be easily relocated. Typically larger systems
with higher energies and lower frequencies as shielding can
easily be implemented.

Portal
System remains fixed while vehicle moves through the system.
Some require a pulley system if the radiation levels are too
high and some allow the vehicle to be driven.

Gantry System moves along while vehicle remains stationary. Can
operate in both directions to improve scanning speed.

Mobile
Compact system that can be mounted on other vehicles.
All peripherals included with the device. Typically higher
frequency for smaller dimensions (X-band).

Table 1.1: Types of cargo scanning systems.

The design work presented here is for a device that could potentially be used for

either a mobile system type or a portal type.

1.4 Cargo Scanning Linac System Components

Cargo scanning systems that use linacs require several different components to

operate, with an example of a generic CVI system set-up shown in Fig. 1.5. Each

of the key components are discussed briefly below:
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Figure 1.5: Simple schematic of a CVI system.

• Electron gun: The electrons are generated through a thermionic emission

process on a cathode [21], with initial energies ranging from 15-50 keV and

peak currents of 50-200 mA.

• High voltage supply: The high voltage supply provides the voltages for the

modulator and the electron gun. They normally include regulators, filtering,

and feedback to ensure that the pulses are stable. It also requires protection

against overvoltage and overcurrent.

• Modulator: A modulator is used to provide low-current, high-voltage pulses

from the low-voltage, high-current AC supply that goes to the HV supply to

drive the electron gun and the linac. There are numerous types, with the most

common one used for klystrons being the line-type modulator. The first part

of the system is a pulse-forming network (PFN), which is a series of capacitors

and inductors that charge up to create the shape of the output pulse so that

it is compatible with the klystron. After this a switching device such as a

thyrotron or Insulated Gate Bipolar Transistor is used to rapidly discharge

the stored energy into a pulse transformer, which steps up the voltage. The
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pulse widths for the linac pulse are usually a few µs, and the repetition rates

can range from 50-800 Hz.

• RF source: The RF source is typically a magnetron [22], which is a type of

electron tube widely used in microwave devices such as microwave ovens and

radar systems. It operates on the principle of generating electromagnetic waves

through the interaction of electrons with a magnetic field. They are generally

cheaper than other sources but require frequency control to keep the frequency

of the generated RF power the same as the frequency required by the linac.

They also suffer from some drawbacks, such as pulse jitter and a probability

of missing pulses [9]. The other option for the RF sources is Klystrons. These

offer some benefits over magnetrons, as their frequency and power can be easily

controlled and they do not miss pulses. They are generally larger and heavier

but can also provide higher average powers compared to magnetrons. The

lifetime of a klystron is also generally longer, but they are considerably more

expensive than magnetrons, so they are rarely used for systems where cost is

an important factor.

• RF cavity: The RF cavity takes the RF power from the RF source and

accelerates the electron beam generated by the gun. They usually consist of a

RF coupler to couple power into the structure, a number of accelerating cells,

and sometimes coupling cells, depending on the mode of operation. Generally,

the length is proportional to the required final energy. There are several

different options for the RF cavity, and these are discussed in more detail

in Chapter 3.

• Target: The target usually consists of a high atomic number (Za) material

(typically tungsten) that generates bremsstrahlung when electrons are rapidly

decelerated as they hit the target. The linac and target are typically water-

cooled to avoid excessive heating, as only a few percent of the electron energy

ends up as X-rays, with the rest being dissipated as heat.
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• Control system and interface: The control system allows for the setting of

various parameters, such as the linac repetition rate and the frequency of the

magnetron. It also provides status information of all subsystems so that they

can be monitored.

• Cooling system: A chiller is normally used to cool the linac, target, and RF

source using a liquid coolant. The chiller provides the coolant at a constant

temperature (typically between 30 °C and 35 °C).

1.5 Generating Images

There are a number of processing steps before the X-rays generated from the target

allow for a quality X-ray image to be realised.

1.5.1 Collimators

In order to reduce the amount of X-ray scatter from other objects that are not

of interest, various types of collimator are employed. The collimator is normally

made from a high Za material such as lead. Some options for collimators include

putting lead bricks in the beam path, placing shielding around the detectors just

before the X-rays are detected, or placing internal shields in the linac. The materials

(normally lead or tungsten) and thicknesses are chosen appropriately to match the

beam energy, and the required X-ray beam profile. Fig. 1.6 shows an example of an

external collimator where the distance between the plates can be adjusted using a

motor, allowing a wide range of different shapes and dimensions to be scanned.

1.5.2 Detectors

The detectors are typically made from scintillating crystals which are materials

that exhibit the phenomenon of scintillation - this refers to the emission of light

when exposed to ionising radiation, such as X-rays. This property is exploited for
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Figure 1.6: Example of a CVI collimator. Image sourced from [9]

cargo scanning, where the crystals convert incoming X-rays into detectable photons.

The visible light is then sensed by photo-diodes and processed electronically. The

crystals are selected based on trade-offs between radiation hardness, conversion

efficiency, after-glow, response time, and cost [9]. Common materials used for

crystals include sodium iodide (NaI), caesium iodide (CsI), and cadmium tungstate

(CdWO4). An example of a detector module is shown in Fig. 1.7. It consists

of individual pixels made from the crystals and photodiodes, a module housing the

electronics, and finally, the array is built up from multiple modules. A curved profile

is sometimes utilised to ensure that the direct path of the X-rays from the source

remains equidistant to all the detectors, thus maintaining a constant focal distance.

1.5.3 Movement

The detecting array is typically 1D, and a 2D image is generated either by moving

the cargo across the array, for example, by driving a vehicle at a low speed, or by

mounting the detectors onto rails which then move past the vehicle. In this way, a

2D image is constructed. Two examples of these types of systems are shown in Fig.

1.8. The G60 system on the left is on rails, which allows it to move past a stationary

vehicle at 0.4 m/s, which enables 20 trucks per hour to be scanned. The P60 portal

system on the right has scanning speeds from 0.8-2.2 m/s and a throughput of up
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Figure 1.7: Example of a curved detector array. From left to right, pixel, module,
curved array. Image sourced from [23]

to 100 vehicles per hour [24, 25]. The repetition frequency of the linac is normally

adjusted to match the speed of the vehicle, since the image quality will depend on

the number of pulses during the time window that the vehicle is passing the X-ray

source and detectors. There are now systems capable of scanning rail cargo, with

speeds up to 60 km/h, requiring repetition rates of up to 800 Hz [26].

Figure 1.8: (Left) Example of a gantry system, Rapiscan EAGLE G60, Image
sourced from [25] (Right) Example of a portal system, Rapiscan EAGLE P60, image
sourced from [24].
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1.5.4 Material Discrimination

In recent years, the use of material discrimination methods has become popular

as a way to identify the types of material within the cargo [27]. When the X-rays

generated by the target propagate through the DUT, they are attenuated by different

attenuation factors depending on the material. Analysis of the resulting spectrum

allows for the generation of the image based on the different attenuation constants of

the materials. Most material discrimination methods require two images to be taken

at two different energies, usually 6/4 MeV or 8/4 MeV [28]. One of the methods that

is used for material discrimination is the R-curve method [28], where two images are

taken at two energies, E1 and E2 and then a ratio of their logs taken:

R(E1, E2, Za) = log(T1)
log(T2)

= µ(E1, Z0)
µ(E2, Z0)

D(E1)
D(E2)

(1.2)

Here, Za is the atomic number, T is the transparency (normalised image to the

number of photons) and D(E) is the detector sensitivity [27]. This provides a rough

estimate of the atomic number of the material. For a monochromatic energy, the

material could be easily uniquely identified, but the spectra from these systems

are generally a continuous distribution, meaning that, in reality, only groups of

materials can be identified. Fig. 1.9 shows how the mass attenuation coefficient

varies for different material types and X-ray energies. Most organic material and

some explosives will have a composition similar to carbon, light machine and car

parts similar to aluminium, containers and heavy machine parts similar to iron, and

radioactive material/heavy elements similar to uranium. Using this difference in

attenuation coefficient, different material groups can be differentiated using these

discrimination techniques. An example of a generated image with colour coding

to represent the material is shown in Fig. 1.10. Some examples of dual-energy

interlaced system designs can be found in [29–32].

13



Chapter 1. Industrial Accelerators and X-ray Imaging Techniques

Figure 1.9: Mass attenuation vs. energy for different materials. Image sourced from
[33].

Figure 1.10: Example image of a truck using color to represent material groups
based on atmoic number. Image sourced from [33]

1.5.5 CT Applications and Image Reconstruction

Computed tomography (CT) methods have been used in the medical industry since

the 1970s to provide images with much higher contrast compared with traditional

radiography [34]. The basic principle involves measuring the attenuation of X-rays

at hundreds of angles and then using various reconstruction algorithms to generate

an image of the object’s internal structure [35]. Lower energy CT systems are

already used in many airports and for cabin and hold baggage, typically using dual-
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view or multi-view machines [36]. There is now some interest in using CT methods

with higher-energy linacs. However, this poses challenges due to the large cargo

sizes and heavy linac equipment that must be rotated [37]. There are also concerns

about whether the scans can be completed fast enough to make them feasible for

the high-throughput requirements at most ports and border crossings.

1.6 Design Criteria

Standard shipping containers typically require beam energies of 3-9 MeV to obtain

sufficient contrast in the images due to the thickness of the containers and the

amount of cargo inside. There has been a push to scan smaller types of cargo,

such as Aviation Cargo Unit load devices (ULDs), small trucks, and even passenger

vehicles [38]. The energies currently used for cargo scanning (≈ 6 MeV) would not

provide sufficient contrast when used on these smaller cargo types and therefore

lower energy (1-3 MeV) devices are required for these applications. If the energy

is too high, then most of the X-rays will pass through the container with little

attenuation, meaning that the image will not have adequate contrast for discerning

internal structure. Table. 1.2 shows the penetration depth of X-rays in steel and

water for different energies. It shows that for thinner containers a lower energy is

required. This thesis will present a design of a low-energy device (1-2 MeV) that

could be integrated into a compact scanning system, to scan steel or metallic walls

with thicknesses of up to 20 cm.

Energy (MeV) 1.25 2 3 4 6 9

Penetration Steel (mm) 133 205 297 352 406 430

Penetration Water (mm) 880 1370 2050 2530 3160 3640

Table 1.2: Penetration of steel and water vs. electron energy. [39]

15



Chapter 1. Industrial Accelerators and X-ray Imaging Techniques

1.6.1 Selection of RF Frequency

Many universities and commercial companies have developed linacs in the 3-9 MeV

range for cargo scanning applications, with some at S-band (2-4 GHz) [29, 40, 41]

and others at X-band (8-12 GHz) [38, 42]. Until recently, the majority of electron

linacs used for cargo scanning have operated at one of these two frequencies. This is

because there were many commercial RF power sources available at those frequencies

as they were historically used for medical and radar applications.

ID, ref 1, [43] 2, [44] 3, [45] 4, [46] 5, [47] 6, [48]

Frequency
(GHz) 5.52 5.712 5 5.712 5.712 5.712

Energy
(MeV) 2 10 6 6 2 per

turn 10

Use
X-ray,
Indus-
trial

Medical
X-ray,
Indus-
trial

Industrial
+
Medical

Microtron Medical

Gradient
MV/m N/A 30.3 13.3 27.75 24 N/A

Z
(MΩ/m) 141 98 110 130 108 140

Pin

(MW) 1 2.66 1.5 2.16 0.6 11

Coupling
type

On-axis
(slot)

On-axis
(slot)

On-axis
(slot)

On-axis
(slot)

On-axis
(slot) Hybrid

Capture
% 30 35 N/A 40 N/A 1

Epk/Ea N/A 4.2 N/A 4.1 4 2.99

Q0 11782 7100 8500 11500 11700 9991

Table 1.3: C-band industrial linac examples.

Typically, S-band has been used for stationary systems and X-band for portable

ones. The higher frequencies at X-band mean that the structures are significantly

smaller as they scale with the wavelength, with the downside being that the
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manufacturing tolerances are tighter, which increases manufacturing costs or reduce

the performance of the linacs if the tolerances are not met. Recently, several

commercial sources at C-band (4-8 GHz) [49–51] have come on the market, sparking

an interest in developing electron linacs at C-band for mobile cargo scanning and

other applications. Some examples of recent C-band linac developments can be

found in [43–47, 52, 53]. A list of the types of structure and key parameters

from these sources is given in Table 1.3. Operating at C-band can reduce the

cost of manufacturing compared with X-band linacs and provide a compact system

compared to S-band that could potentially be portable if required [54]. Using C-

band over S-band can also provide higher gradients due to an increased voltage

breakdown threshold and a shorter filling time, both desirable properties. The shunt

impedance per unit length also scales with
√

f , leading to a higher accelerating

efficiency. C-band acquired its name as it was a compromise between S and X

bands for radar systems; clearly, this is still holds true for some normal conducting

accelerator systems [55]. The frequency scaling of some of the important parameters

when discussing RF cavities are given in Table. 1.4. Some example SW Linacs are

shown in 1.12 giving an idea of the dimensions of the components.

Cavity Parameter Scaling with frequency

Quality factor, Q f−1/2

Power loss, Pd f−1/2

Surface resistance, Rsurf f 1/2

Shunt impedance per unit length, Z f 1/2

Table 1.4: Frequency scaling of cavity parameters.

1.6.2 Commercial Low-Energy Linacs

A number of commercial suppliers also offer low-energy linacs (1-10 MeV). Some

of these include the Linatron XP (0.95-1.3 MeV), the Linatron M1 (1-1.5 Mev, X-

band) and the Linatron M3 (1-4.5 MeV, S-band), all from Varex imaging ( spin-off
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Chapter 1. Industrial Accelerators and X-ray Imaging Techniques

from Varian Medical Systems) [23]. MEVEX also offers low-energy linacs (1-2 Mev,

3 Mev) [56] and Radiabeam also offers some low-energy options (ARCIS 2-9 MeV

[57], MIXI 2-6 MeV [58]) with all devices operating at either X-band or S-band.

Some companies also offer fully integrated scanning systems such as Rapiscans Z

Portal® [59] or the NUCTECH MT series (4-6 MeV) [60], both of which have dual

energy technology for material discrimination. This thesis will present the design of

a compact, low-energy, C-band accelerator for cargo scanning applications. It will

also explore the use of this linac for MV CT imaging, using an RF system design to

allow quasi-3D CT images to be generated quickly and with a low cost.

Figure 1.11: Dual energy linac scanning example. Image sourced from [61]

Figure 1.12: Cargo scanning linac Examples. Image sources from [62]
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1.7 Thesis Outline

Chapter 2 of this thesis details some of the basic theory of RF acceleration and

electron linacs required to design a linac system. It has been covered in great detail

in many places, and the reader is referred to [63] for a more in-depth treatment.

Chapter 3 is concerned with the optimisation process for the single cells of the

linac. It details the multi-objective optimisation tools and algorithms used to design

the cells, and the trade-offs made when selecting the final designs. Chapter 4 is

concerned with the full linac design and optimisation. It begins by describing a

beam optimization performed using particle tracking codes to minimize the number

of lost electrons and improve cathode lifetimes. Then, it reports on the process of

assembling the individual cells and tuning the linac, alongside details of particle-

in-cell (PIC) simulations used to verify the final design. The optimised beam

parameters from the linac design are then used to design a high atomic number X-ray

target in Chapter 5. The target thickness is optimised to give the maximum X-ray

yield from the electron beam-target interaction. A thermal analysis is also performed

to ensure that the target does not overheat. Chapter 6 details a full thermal

analysis of the linac, including computational fluid dynamics simulations (CFD). A

comparison is drawn between analytical results for water flow in pipes and the results

obtained from simulation packages. Chapter 7 incorporates the linac into a full RF

system design that would allow multiple linacs to fire sequentially with a chosen

delay between them. The system is simulated and compared with experimental

results obtained by colleagues at Daresbury Laboratory, UK. Chapter 8 presents

the results of image reconstruction using few (< 5) views from simulated X-rays of

various objects, including potential threat items such as weapons. The objective of

this was to test whether a 3 linac system would be adequate for generating useful

quasi-3D images. Finally, Chapter 9 provides the conclusions of the thesis and gives

recommendations on further work that should be completed to improve the design

in the future.
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Chapter 2

RF Acceleration and Theory

In this Chapter the basic theory essential for understanding the project is presented.

Only key results are described, without delving into full details, as comprehensive

treatments can be found elsewhere [63, 64].

2.1 RF Acceleration

The electric field along the axis of a standing wave in an RF cavity is given by

Ez(z, t) = E(z) cos(ωt + ϕ) (2.1)

where ω is the angular frequency and ϕ is the phase. If we imagine a particle arriving

in the gap on the LHS of Fig. 2.1 and that there is an electric field on axis, then

the field experienced by the particle is described as

Ez(r = 0, z, t) = E(0, z) cos[ωt(z) + ϕ] (2.2)

where

t(z) =
∫ z

0
v(z)dz (2.3)
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2.1. RF Acceleration

is the time the particle is at position z. At t = 0, the phase of the field relative to

the crest is ϕ. The energy gain of the particle through the gap is then

∆W = q
∫ L/2

−L/2
E(0, z) cos(ωt(z) + ϕ)dz (2.4)

which can also be expressed as ∆W = qV0T · cos(ϕ), where T is the Transit Time

Factor (TTF) and V0 is the axial voltage across the cavity defined by

V0 =
∫ L/2

−L/2
E(0, z)dz (2.5)

Assuming that z = 0 is at the centre of the cavity, the transit time factor is defined

as

T =
∫ L/2

−L/2 E(0, z) cos(ωt(z))dz∫ L/2
−L/2 E(0, z)dz

− tan(ϕ)
∫ L/2

−L/2 E(0, z) sin(ωt(z))dz∫ L/2
−L/2 E(0, z)dz

(2.6)

Figure 2.1: Gap between cells (left), Electric field inside this gap (right).

and for a particle arriving at the origin when the field is maximum (ϕ = 0)

and assuming a square electric field profile constant across the gap so that Ez falls

immediately to 0 outside the gap, then Equation 2.6 reduces to

T = sin(πg/βλ)
πg/βλ

(2.7)
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[63]. Fig. 2.2 illustrates how the TTF varies with the gap size. It is clear from

Equation 2.7 that the TTF should be equal to 1 for the maximum energy gain,

meaning that the gap length should be 0. Of course, it is not practical to design a

system with a gap length of 0, as the cavities need to have walls between them,

but this fact must be balanced with other constraints such as peak fields and

power requirements when designing a cavity with short gaps. In practice, a good

approximation for the optimum cavity length for a standing wave accelerator is given

by: [64]

Loptimum ≈ πβc

ω
. (2.8)

Figure 2.2: Transit time factor as a function of gap length.

2.2 Figures of Merit

This section describes the figures of merit (FOM) typically used to describe RF

cavities similar to the cell shown in Fig. 2.3. These FOMs facilitate the optimisation

of the cavity geometry and provide a way to quantify the cavity performance.
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2.2. Figures of Merit

Figure 2.3: Simple single cell cavity vacuum space (left), cross-section (middle),
copper outer walls (right).

2.2.1 Accelerating Gradient

The accelerating gradient Eacc will be used extensively throughout this thesis, as it

defines how much energy is given to a particle per unit length on average. Taking

Equation 2.4 and multiplying by the TTF, we get the accelerating voltage Vc = V0T .

The accelerating gradient is then:

Eacc = |Vc|
Lc

(MV/m) (2.9)

where Lc is the length of the cavity and the average voltage is used. The accelerating

gradient allows for the normalisation of the other key field quantities so that they

become field-independent.

2.2.2 Peak Fields

When designing a cavity, the maximum electric and magnetic fields would normally

be minimised to reduce the probability of breakdown and heating effects [65].

Examples of the electric and magnetic field distributions in a simple cavity is shown

in Fig. 2.4. For this reason, two useful quantities are the normalised peak electric

field:

Epk

Eacc

(2.10)
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which is unitless, and the normalised peak magnetic flux density

Bpk

Eacc

(2.11)

which is normally given in units of (mT/MV/m). These will be described in more

detail in the next section.

Figure 2.4: Simple single cell cavity showing electric (left) and magnetic (right)
fields in the volume.

2.2.3 Shunt Impedance and Cavity Trade-offs

Another useful figure of merit is the shunt impedance defined as

Rs = |Vc|2

Pd

(2.12)

where Vc is the cavity accelerating voltage including the TTF and Pd is the power

dissipated in the cavity walls (RF power loss). It should be noted that in some texts

the circuit definition of the shunt impedance is used where there is a factor of two

difference:

Rs,circuit = |Vc|2

2Pd

(2.13)

The difference arises from the choice of peak or RMS voltages where:

VRMS = Vpk√
2

(2.14)

The shunt impedance measures the effectiveness of the cavity in producing
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an axial voltage for a given power dissipation in the cavity walls. A quantity

independent of the of the cavity length, useful for linear accelerators is the shunt

impedance per unit length is given by:

Z ≡ Rs

Lc

= |Vc|2

Pd/Lc

(Ω/m) (2.15)

Z is used to refer to the shunt impedance per unit length including the TTF

for the rest of the document. It should also be noted that other authors use

different definitions for the shunt impedance for example the use of an effective

shunt impedance when describing the shunt impedance over different particle energy

ranges. The definition also may or may not include the transit-time factor.

Figure 2.5: Example of fields in a cavity cell, showing where the maximum occurs
and the effect of adding nose cones. Fields are normalised to 1 J stored energy.

The addition of nose cones, as depicted in Fig. 2.5, can increase Z by enhancing

the axial electric field relative to the total stored energy, especially as the TTF

increases with a reduction in gap length for the same voltage [63]. However, this

enhancement comes at the cost of increased peak surface electric fields, which can

significantly elevate the likelihood of RF breakdown, therefore the quantity Epk

must be minimised to avoid this, leading to a set of conflicting objectives. Another

quantity that has recently been found to give a good indication of RF breakdown

is the modified Poynting vector which also rises as the nose cones are made larger

[66]. It is given by:
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Sc = ℜ(S̄) + gc · ℑ(S̄) (2.16)

Where S̄c is the complex Poynting vector given by:

S̄ = Ē × H̄ (2.17)

and gc is a weighting factor used to distinguish between the coupling of active and

reactive power flow to field emission power flow. It is normally taken as 1/6 [66].

This is another quantity that must be minimised, although it typically becomes more

important when operating at very high gradients. The key quantities of interest are

then the three peak fields and the shunt impedance, shown in Table. 2.1 with the

appropriate units.

Quantity Maximise/Minimise Units

Epk/Eacc Minimise Unitless

Bpk/Eacc Minimise mT/MV/m
√

Sc/Eacc Minimise
√

A/V

Z Maximise MΩ/m

Table 2.1: RF single cell objectives.

2.2.4 Field Limits

A more extensive treatment of the peak fields is now given along with some examples

of numeric values for an assumed accelerating gradient of 25 MV/m. Recently,

many studies have been made into the phenomenon of electrical breakdown in RF

accelerating structures, and from this work practical working limits have been found

for the fields in the cavities [67, 68], they are explored here.
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2.2.4.1 Electric Field

It is generally believed that electric field enhancement caused by small defects on

the cavity walls causes electrical breakdown in accelerating structures. The sites

where the field is enhanced heat the cavity material and cause it to vaporise. The

process causes a plasma discharge, which then reflects the incoming RF power.

Although it is a statistical phenomenon, by minimising maximum surface fields,

the probability that electrical breakdown will occur can be reduced to acceptable

levels (a number normally used to compare structures is 10−6 breakdowns per pulse

per metre (bpp/m)). This value comes from the CLIC project requirement of of a

maximum BDR (breakdown rate) of 3 × 10−7 bpp/m, set to limit the luminosity

loss due to breakdown of a 3 TeV design to be less than 1 % [69]. This requirement

is quite stringent, therefore 1 × 10−6 is considered a good value for short industrial

or medical linac designs [70]. Before accelerating structures are used, they are

normally ’conditioned’, whereby the RF power is increased very slowly, ensuring

that the breakdown rate is kept below some threshold. By doing this, the sites

with a higher probability of breakdown can be vaporised in a controlled manner,

burning off enhanced regions and eventually leading to a more uniform breakdown

probability across the entire surface of the cavity.

2.2.4.2 Breakdown Rate Scaling

Recent tests at C-band suggest that the dependence of the breakdown rate on the

maximum surface field and the pulse length is given as [70, 71]

E35
s,maxt4.9

p

BDR
= constant (2.18)

Where BDR is the breakdown rate and tp is the pulse length. Using the results

presented in [70, 71] and scaling for a pulse length of 4 µs (typical for normal

conducting security linacs), for a breakdown rate of 10−6, a maximum surface field

of 230 MV/m should be achievable at C-band. Conservatively, an ultimate limit of
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200 MV/m was used for this design. As mentioned previously, Sc can also be used

as a predictor of electrical breakdown with good success [67]. The BDR has been

shown to scale with Sc as

BDR ∝ S15
c · t5 (2.19)

A generally accepted optimistic maximum value of Sc is 4 W/µm2 for 10−6 bpp/m

with a pulse length of 200 ns. If we assume a pulse length of 4 µs, which is typical

for NC cargo scanning linacs, then the optimistic limit for the cavity would be 1.5

W/µm2.

2.2.4.3 Magnetic Field and Pulsed Heating

It has also been found that the magnetic field can also play a role in causing

breakdowns, due to a cyclic heating effect [72–74]. As copper is not a perfect

conductor, the fields penetrate a certain depth into the material and current flows

through some resistance, resulting in a heating effect. This depth is called the skin

depth, given by

δ =
√

2
σcµω

(2.20)

Where σc is the conductivity, µ is the permeability of the conductor, given by µ0µr,

where µr is the relative permeability of the material (normally taken as 1), and µ0

is the permeability of free space, µ0 = 1.25663706212(19) × 10−6 NA−2 [75] and

ω is the operating angular frequency. The surface resistance at RF frequencies is

Rsurf = 1/σδ so substituting equation 2.20 gives:

Rsurf =
√

µω/2σc (2.21)

The average power dissipated per unit area into a lossy conductor by a magnetic

field tangential to the surface per cycle is given by:

Pdensity = dP

dA
= Rsurf

2 |H|||2 (2.22)
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where H|| is the parallel component of the local magnetic field strength on the

surface, and dP/dA is the dissipated power per unit area. The surface temperature

rise on the cavity surface depends on these properties and is given by:

∆T = 2Pdensity
√

tp√
πρκcϵ

(2.23)

where ρ is the material density, k is the thermal conductivity and cϵ is the specific

heat capacity. Using these formulas, one can estimate a maximum value of Bpk in

mT that keeps the temperature rise of the surface < 40 °C. This temperature is

selected as at temperatures higher than 50 °C, noticeable changes can be observed

in copper grain boundaries [76]. If the cavity uses short pulses, compared to the

time it takes for the heat to diffuse into the bulk of the copper then this heating

is exacerbated as it is localised in a small volume in the skin depth in the copper.

When temperatures start to rise above this, thermal stresses and fatigue over many

cycles can create cracks, voids, fatigue slip bands and other defects due to the yield

strength of the copper being exceeded [77].

A convenient expression for the temperature rise in copper has been worked out

to be: [78]

∆T = 127|H∥|2
√

frf (GHz) tp(µs) (2.24)

Where |H∥| is the magnitude of the parallel component of the magnetic field on the

surface, frf is the cavity resonant frequency and tp is the RF pulse length. As an

example, for a C-band cavity at 5.712 GHz, to ensure the temperature rise of the

surface remains < 20 K the value of Bpk must remain below 229 mT, for a pulse

length of 4 µs. Industrial linacs require a robust and stable design; therefore, the

limits on the maximum fields were reduced by ≈ 50 % in order to remain well below

the maximum during operation. As an example, if the gradient of a cargo scanning

linac is 25 MV/m, this leads to a corresponding surface electric field of 100 MV/m,

and the other field limits shown in Table 3.4. Fig. 2.5 shows where the peaks of the
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surface fields fields generally occur within a single cell of a cavity.

2.2.5 Cell-Cell Coupling

Another important parameter to consider for a periodic array of cells is the cell-to-

cell coupling constant. This parameter is related to the frequency range of the cavity

as will be shown and, therefore, gives an idea of the tolerances on the frequency for a

given value of the coupling constant. An array of periodic cells that are electrically

coupled through the irises can be modelled as an equivalent circuit, as shown in

Fig. 2.6. This circuit represents one cell, and connecting them in series represents

a cavity.

Figure 2.6: Equivalent unit cell circuit for electric coupling through an iris.

Finding the impedance and admittance of the circuit we have:

Z = jωL1 + 1/jωC1 = 1
jωC1

(1 − ω2/ω2
0) (2.25)

where ω2
0 = 1/L1C1, and Y = jωC2. Substituting these into

cos ϕ = 1 + ZY/2 (2.26)

where ϕ is the phase advance per period and where equation 2.26 is obtained by

applying the Floquet theorem and a assuming a wave travelling in the + z direction

having the form In = In−1e
−jϕ and In+1 = Ine−jϕ where n represents the nth cell in

an infinite array, we end up with
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cos ϕ = 1 − C2

2C1
(ω2/ω2

0 − 1) (2.27)

then solving for ω2 we get the dispersion relation

ω = ω0

√
2(C1/C2)(1 − cos ϕ) + 1 (2.28)

Which is plotted in Fig. 2.7. At ϕ = 0,

ω = ω0 (2.29)

at ϕ = π

ω = ω0

√
4C1

C2
+ 1 (2.30)

For C1/C2 << 1, Taylor expanding using

√
1 + x ≈ 1 + x

2 (2.31)

gives

ω = ωπ ≈ ω0(1 + 2C1

C2
) (2.32)

Normalising the frequency differences to the ϕ = π/2 mode at the centre, which

is given by

ω = ωπ/2 ≈ ω0(1 + C1

C2
) (2.33)

gives

ω2
π/2 = ω2

0(1 + 2C1/C2) (2.34)

Then

ω2 = ω2
π/2(1 − kc cos ϕ) (2.35)

and

ω ≈ ωπ/2(1 − kc cos ϕ

2 ) (2.36)
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Figure 2.7: Plot of equation 2.28.

where kc = 2C1/(C2 + 2C1) is the inter-cell coupling constant. If kc ≪ 1 the

fractional bandwidth of the passband is (ωπ − ω0)/ωπ/2 ≈ kc which can be used

to determine the coupling constant using finite element codes and the appropriate

boundary conditions to determine the π and 0 modes.

2.2.6 Group Velocity

The group velocity is defined as:

vg = dω

dk
(2.37)

where k is the wave number. Taking equation 2.36 and noting that the phase advance

per period is ϕ = kL, where L is the period, gives

ω(k) ≈ ωπ/2(1 − kc cos(kL)
2 ) (2.38)

Differentiating w.r.t k

vg = dω(k)
dk

= ωπ/2
kcL

2 sin kL (2.39)
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This shows that as the magnitude of kc increases, so too does the group velocity. vg

plays an important role in RF breakdown in cavities. The lower the group velocity

the higher the ohmic losses, due to the increased stored energy per cell as the power

flow is related to the group velocity as

P = vgU (2.40)

where P is the power flow and U is the stored energy. If the coupling constant

and hence the group velocity are too low, the real part of the Poynting vector is

increased as P is the integral of the Poynting vector over the cross-sectional area of

the structure. This can increase the likelihood of RF breakdown as there is more

power to be absorbed into arcs.

2.3 Tolerances

Manufacturing tolerances can have a significant impact on the performance of

cavities used in S-band, C-band, and X-band applications. Cavities are designed

to operate at specific resonant frequencies, and even slight deviations in physical

dimensions or material properties can lead to shifts in these frequencies, affecting

their performance. The sensitivity of these cavities to manufacturing tolerances is

directly related to their operating frequency, with higher frequency cavities being

more susceptible to errors.

The resonant frequency fmn0 of a cylindrical cell operating in the TMmn0 mode

is given by:

fmn0 = c

2π
√

ϵr

√(
xmn

R

)2
+
(

p

h

)2
(2.41)

Where, c is the speed of light, ϵr is the relative permittivity of the material inside

the cavity, xmn is the n-th root of the m-th order Bessel function, R is the radius

of the cylindrical cavity, h is the height of the cylindrical cavity and p is the axial

mode number (0 for TM accelerating cavity modes) [79]. Considering small changes

33



Chapter 2. RF Acceleration and Theory

in the radius R and height h due to manufacturing tolerances, given by ∆R and ∆h.

These small variations will lead to a corresponding change in the resonant frequency,
∆f
f

.

Taking the total differential of the resonant frequency formula with respect to R

and h

df = ∂f

∂R
dR + ∂f

∂h
dh (2.42)

To get ∆f
f

, dividing this total differential by f , gives

∆f

f
= 1

f

(
∂f

∂R
∆R + ∂f

∂h
∆h

)
(2.43)

Taking the partial derivatives of f with respect to R and h. W.r.t R

∂f

∂R
= ∂

∂R

 c

2π
√

ϵr

√(
xmn

R

)2
+
(

p

h

)2
 (2.44)

Simplifying
∂f

∂R
= − c

2π
√

ϵr

· x2
mn

R3 · 1√(
xmn

R

)2
+
(

p
h

)2
(2.45)

and w.r.t h
∂f

∂h
= ∂

∂h

 c

2π
√

ϵr

√(
xmn

R

)2
+
(

p

h

)2
 (2.46)

Simplifying
∂f

∂h
= − c

2π
√

ϵr

· p2

h3 · 1√(
xmn

R

)2
+
(

p
h

)2
(2.47)

Now, combining the results to get ∆f
f

. Substituting the partial derivatives back

into the equation for ∆f
f

∆f

f
= −x2

mn

R2 · ∆R

R
· 1(

xmn

R

)2
+
(

p
h

)2 − p2

h2 · ∆h

h
· 1(

xmn

R

)2
+
(

p
h

)2 (2.48)

This expression provides the relative change in the resonant frequency due to
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small changes in the radius and height of the cylindrical cavity cell. If it is assumed

that the dimensional deviations ∆R and ∆h are small relative to the original

dimensions R and h, and keeping only first order terms, this expression can be

approximated as:
∆f

f
≈ −∆R

R

(
xmn

Rf

)
− ∆h

h

(
p

hf

)
(2.49)

As the TM010 mode is usually used for accelerating cavities, this simplifies again to

∆f

f
≈ −∆R

R

(
xmn

Rf

)
(2.50)

The second term xmn

Rf
is a dimensionless number, with a small magnitude (on the

order of 10−8), leaving:
∆f

f
≈ −∆R

R
(2.51)

Taking typical values of the radii of SW linacs at S, C and X band and calculating

the frequency error for a 30 µm error on the radius, the values given in Table. 2.2

are obtained.

Frequency band Radius (mm) ∆f for a 30 µm tolerance error (MHz)

S 33 2.7

C 21 8.2

X 10 36

Table 2.2: Estimate of the frequency error caused by a 30 µm error on the radius.

The S and C bands have manageable frequency shifts (< 10 MHz), which is on the

order of typical RF source bandwidths meaning that they can be compensated for.

X-band on the other hand has a frequency error an order of magnitude higher than

S-band and would require a tolerance of 2.2 µm to achieve the same frequency error

as S-band. Machining to this precision is costly, and requires advanced machining

methods. This is part of the reason why X-band has been avoided for systems where

cost is a significant factor.
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Single Cell Optimisation

3.1 Design Criteria

Before starting the initial design process, discussions were held with the industrial

partner on the requirements for the linac design parameters for the project. The

outcome of this discussion and the initial rough design specifications are listed in

Table 3.1. These were chosen so that existing suppliers, infrastructure and auxiliary

components could be reused.

Cavity Type Standing wave bi-periodic π/2 structure

Frequency C-band (5.712 GHz)

Number of cells 4-8

Beam energy 2-2.5 MeV

Pulse length 2-8 µs

e-gun voltage ∼ 25 keV

Beam current 100 mA

Potential RF source C-band multi-beam klystron (3.5 – 4 MW)

Table 3.1: Initial design specifications.
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3.1.1 Standing vs. Travelling Wave Cavities

Fig. 3.1 shows a generic dispersion diagram of a periodic structure (circular

waveguide with an iris placed periodically spaced by a distance, l, where n is the

spatial harmonic number [63] and l is the distance between each iris. The irises are

required to reduce the group velocity of the wave so that it can be synchronised with

a beam. For a travelling wave structure where the ends are considered to be open,

the wave flows from one end, and at every iris, some power is reflected, leading to

power being transmitted to the end of the structure and some being reflected back

towards the source. As the spacing between the irises becomes a multiple of half

of the wavelength, the forward and reflected waves interfere and give rise to the

sinusoidal shape of the dispersion curve. If, instead, closed walls are placed at the

end of the structure, then the power that would leave the structure is now reflected

back in, with this continuing until the cavity is filled with electromagnetic energy.

The former case where the power leaves the structure is called a travelling wave

(TW) linac and the latter a standing wave (SW) linac.

Figure 3.1: General dispersion curve for waveguide loaded with irises.

The two types of linac are shown in Fig. 3.2, where the difference between the

filling of the linacs is shown. Choosing between the two options normally depends

on the application and the constraints such as how much RF power is available, the

particle energy, the length and the required pulse length or duty cycle. Travelling
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wave structures are generally chosen when the structures are long (>≈ 1.5 m).

Industrial linacs typically have a few cells that are shorter than β = 1 for bunching,

and compared to TW cells, SW cells are able to achieve a higher shunt impedance

for all cells, including those that have β < 1 [80]. This is due to the fact that

TW structures are typically not operated in the π mode, as they require a non-

zero group velocity, which reduces the acceleration efficiency. This is due to the

increased number of iris’ per unit length which adds extra losses. SW structures can

also implement nose cones to increase the TTF, and although they can be included

in TW structures they are generally less effective because of the shorter lengths, and

can cause issues when trying to achieve adequate coupling between cells.

Figure 3.2: (Left) Travelling wave cavity filling vs (Right) Standing wave cavity
filling. Image sourced from [81].

SW structures are, therefore, more efficient for short structures, but as they

become longer, more coupling is needed to maintain field flatness, and this will lead

to a drop in accelerating gradient. One of the disadvantages of SW structures is that

the coupling is normally fixed which means that there can be a mismatch as the linac

is filling, causing power to reflect back to the source, potentially causing damage.

To mitigate this, circulators are required to allow the reflected power to be sent to

a load, protecting the source but adding an extra costly component. TW structures
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don’t require circulators and there are examples of designs incorporating both SW

and TW sections to benefit from both types (no circulator and high shunt impedance

in the bunching section) [82]. TW linacs generally require a more complex design

including an output coupler to absorb the remaining power and normally solenoids

for RF focusing. Short SW structures used for electron acceleration generally do

not require focusing as the RF defocusing term is negligible when electrons are

relativistic and the natural divergence of the beam from the source has less of an

effect over short distances. Despite the drawbacks of TW structures, if short filling

times and higher bandwidths are required, they are the better choice. As one of

the key requirements for the industrial partners was a low cost; a simpler and more

compact design was preferred, leading to the selection of a SW structure.

3.1.2 Mode Selection

Typically SW structures used for high-energy physics are operated in the π-mode

with field in each cell, and a 180 degree phase shift between each cell. An example of

a cavity with this configuration is the proposed ILC cavity [83]. This configuration

means that the beam sees the accelerating phase in each cell and the maximum

efficiency is reached. Unfortunately, the π mode is located on the least steep part

of the dispersion curve, as shown in Fig. 3.3, with a shorter distance to the next

mode. If there are any frequency perturbations due to manufacturing defects, then

this can cause problems with mode competition as multiple modes could be excited

simultaneously. This is due to relationship between the bandwidth and separation

between the 0 and π modes:

∆ω = ωπ − ω0 ≈ kcωπ/2 (3.1)

If the bandwidth is smaller then the likelihood of exciting unwanted modes is

increased as they occupy a smaller range of frequencies. To combat this, the cavity

could be made with tighter tolerances, but this drives up the cost. For industrial
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and medical linacs, the cost is an important consideration in the design, so they are

often designed to operate in the π/2 mode, which has the largest separation from

the other modes, as it is in the centre of the dispersion curve. The nearest neighbour

mode separation for the π and π/2 modes can be found as:

∆ωπ

ω
= ωN − ωN−1

ωπ/2
≈ kc

2 (1 − cos(π/N)) ≈ kcπ
2

4N2 (3.2)

∆ωπ/2

ω
= ωN/2 − ω(N−1)/2

ωπ/2
≈ kc

2 (1 − cos(π

2 − π

2N
)) ≈ kcπ

4N
(3.3)

These equations show that the mode separation for the π mode is a factor of π/N

smaller than the π/2 mode. The mode separation should be larger than the loss

bandwidth (ω/Q0) leading to [84]:

Nπ <
π

2
√

kcQ0 (3.4)

for the π mode and

Nπ/2 <
π

4 kcQ0 (3.5)

for the π/2 mode. This shows that the number of coupled cells is limited for

structures operating in the π mode compared with the π/2 mode. Additionally,

the other modes are symmetric about the π/2 mode, enhancing its resilience to

frequency errors. As the phase and fields change smoothly by π/2 from cell to cell,

compared with the sharp change of a π mode, this also contributes to increased

stability.

When operating in the π/2 mode, every other cell is unfilled, which means that

the accelerating efficiency is reduced by a factor of two as only half of the cells provide

acceleration, as shown in Fig. 3.4. This is compensated for by either reducing the

axial length of the unfilled cells, or by placing it off-axis on the side of the cell.

Both methods allow for some of the lost efficiency to be regained. The π/2 mode

was selected to provide this improved cavity stability and to reduce the effect of

perturbations on the mode, allowing for looser manufacturing tolerances. For short
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Figure 3.3: Dispersion curve showing 0, π/2 and π modes.

standing wave linacs there are generally two options available for coupling the cells

together;

Figure 3.4: Amplitudes of π and π/2 modes.

• Coupling through cells on axis (electrically through the beam aperture or

magnetically through dedicated slots).

• Coupling through cells located off-axis.

Examples of these types of cavity operating in the π/2 mode are shown in Fig. 3.5.
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3.1.3 Frequency Perturbations

As well as the effects of manufacturing errors on a single cell shown in Chapter 2,

frequency errors cause perturbations on the normal modes of coupled oscillators.

Using the example of three magnetically coupled oscillators, the circuit equations

take the form

LXq = 1
Ω2

q

Xq (3.6)

Where L is the matrix operator which is a function of the cavity frequency and

the coupling constant, kc, Xq is the eigenvector with elements representing the field

amplitude (xn) and 1/Ω2
q is the eigenvalue. L is given by [63]

L =


1/ω2

0 kc/ω2
0 0

kc/ω2
0 1/ω2

0 kc/2ω2
0

0 k/ω2
0 1/ω2

0

 (3.7)

and

Xq =
(x1

x2
x3

)
(3.8)

The normal-mode eigenfrequencies and normalised eigenvectors for the π/2 and π

modes are

q = 1, π/2 mode : Ω1 = ω0, X1 =
[ 1

0
−1

]
(3.9)

and:

q = 2, π mode : Ω2 = ω0√
1 − kc

, X2 =
[ 1
−1
1

]
(3.10)
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To perturb the solutions a perturbation matrix P is added to the unperturbed

matrix L. The first order eigenvector corrections can be calculated using the series

∆Xq =
∑
r ̸=q

aqrXr (3.11)

where Xr are the unperturbed eigenvectors, and the amplitudes aqr are

aqr = [XqPXr]
1

Ω2
r

− 1
Ω2

q

(3.12)

The perturbation matrix P is given by

L =


−(2δω0/ω3

0) −kc(2δω0/ω3
0) 0

−kc(2δω1/ω3
0)/2 −(2δω1/ω3

0) −kc(2δω1/ω3
0)/2

0 kc(2δω0/ω3
0) (2δω0/ω3

0)

 (3.13)

Where kc is the coupling constant, ω0 is the resonant frequency of the uncoupled

oscillators and δ1,2 are the error parameters. Choosing ω0 as the unperturbed

frequency averaged over the end-cell frequencies, ±δω0 as the frequency error of

the end cells relative to ω0, δω1 as the frequency error of the middle cell, then the

results for the π/2 and π modes perturbed by frequency errors are

For the π/2 mode, valid through second order

Ω1 = ω0√
1 − 4(δω0/ω0)2

(3.14)

X1 =


1 + 4

k2
c

δω1
ω0

δω0
ω0

− 2
k2

c
( δω0

ω0
)2

− 2
k

δω0
ω0

−1 + 4
k2

c

δω1
ω0

δω0
ω0

+ 2
k2

c
( δω0

ω0
)2

 (3.15)

and for the the π mode, valid through first order
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Ω2 = ω0√
1 − kc

√
1 + δω1

ω0
(3.16)

X1 =


1 − 1−kc

2kc
( δω1

ω0
− 4 δω0

ω0
)

−1 − 1−kc

2kc

δω1
ω0

1 − 1−kc

2kc
( δω1

ω0
+ 4 δω0

ω0
)

 (3.17)

These show that frequency errors cause non-uniformity in the cells of the structure

in proportion to the fractional error in the frequencies, but that the effect can be

reduced by increasing kc. First order corrections for the π mode show that the field

distributions are sensitive to frequency errors of each oscillator whereas for the π/2

mode, only the centre cell, which is unexcited is affected to first order. The effects

on the excited cell are only second order effects. This shows that the excited cells

in the π/2 mode are insensitive to small frequency errors, and provides justification

for the selection of this mode to reduce the required tolerances of the structure.

Figure 3.5: Bi-periodic vs side coupled linacs. a.) Bi-periodic structure with no
adjustments of coupling cell, b.) Reduced length of coupling cell to increase Z, c.)
Coupling cells moved off axis, again increasing space for acceleration, d.) Example of
coupling slots that couple the cavities together using the magnetic field, e.) Example
of side coupled structure [63].
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One of the main drivers of the weight of the linacs used for security applications

is the X-ray shielding that must cover the linac, as shown in Fig. 3.6. Utilising

a bi-periodic linac design ensures that the transverse size of the linac is kept as

small as possible, facilitating a decrease in shielding weight. This reduction in

weight ultimately leads to a decrease in overall size and cost, thereby enhancing the

potential for the device to be portable. For this reason, a bi-periodic cavity type

was chosen for the design.

Figure 3.6: Linac example showing shielding to protect from radiation and the
formula for calculating the area of the shielding shown in grey, highlighting the
dependence on transverse size. A is the area, r is maximum radius of the cell and t
is required shielding thickness.

3.1.4 Initial Design Ideas

The first step taken in the design process was to estimate the number of cells

required. This initial estimate was made using the approximate parameters given in

Table 3.2. It was known that at least one bunching cell with β < 1 would be required,

as the electrons coming from the gun would not be relativistic. The assumed design

energy was 2 MeV and an initial estimate of one β = 0.5 cell, one β = 0.7 cell,

and three β = 1 cells were used based on the knowledge that it is challenging to

design cells with β < 0.5, as shall be seen in later sections, and that the second

cell should be somewhere in between β = 0.5 and β = 1. The total gain of 2 MeV

was divided by an estimate of the TTF and then distributed among the cavities
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proportionally to their length. This gave an estimate of the gradient required in β

= 1 cells of ∼ 26.3 MV/m. An initial estimate of the aperture radius (where the

beam passes through) was chosen as 5 mm, based on research using spline geometries

to create optimum standing wave cavity geometries that maximise shunt impedance

for different frequency bands shown in Fig. 3.7 and discussed in [85].

Cell no. β βλ/2 (mm) % Total L Energy gain (MeV) Gradient (MV/m)
1 0.5 13.13 12 0.24 13.1
2 0.7 18.38 16.7 0.33 18.4
3 1 26.26 23.8 0.47 26.3
4 1 26.26 23.8 0.47 26.3
5 1 26.26 23.8 0.47 26.3

Totals 110 100 1.972

Table 3.2: Initial gradient estimates.

Figure 3.7: Optimum beam aperture vs shunt impedance used for C-band aperture
selection, where shaded region represents the aperture radii where C-band performs
best. Image sourced from [85].

3.2 Single Cell Design

The next step was to design a single C-band β = 1 cell, to evaluate the expected

values of the shunt impedance and coupling constant. A single cell geometry was

established using non-uniform rational basis splines (NURBS) based on recent work
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on novel modelling methods for RF structures [86]. This method uses a number of

control points and passes a spline through them to provide fine control of the cavity

geometry, as shown in Fig. 3.8. These control points were related to parameters that

can be easily identified by looking at cavity geometry, such as a minimum nose cone

gap cgmin and a minimum nose cone radius that could be feasibly manufactured

Rmin. This method allows for much greater control over the cavity geometry as

compared to using standard geometric shapes such as circular blends or straight

sections with angles that allow for an improved shunt impedance for the same peak

fields as described in [87]. Initial estimates of the thickness of the wall, t, and the

length of the coupling cavity, Lc, were made, with both set at 2 mm.

Figure 3.8: NURBS spline geometry showing control points used to optimise cell.

3.2.1 Multi-Objective Optimisation

Historically, cavity geometries have been optimised using a single-objective optimisa-

tion approach, whereby one may try to maximise the shunt impedance while keeping

the value of Epk/Eacc, below a certain value, for example, < 2. Although this method

can work well, it requires prior knowledge of the maximum limits on the peak fields

and will only provide a single solution and one optimised cavity geometry. If the
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design requirements are changed slightly or new information is available regarding

the maximum allowable field limits, then the optimisation process would need to be

repeated with these new limits implemented. Instead, another option is to use multi-

objective optimisation methods which are generally employed when the optimisation

problem has two or more objectives that are in conflict with one another. These

types of problem can be formulated as follows:

min/max fm(x), m = 1, 2, ...M,

subject to gj(x) ≥ 0, j = 1, 2, ...J,

xilb ≤ xi ≤ xiub, i = 1, 2, ..., n

(3.18)

Where fm are the objectives, gj are the constraints, and xi are the upper and

lower bounds of the input parameters. Instead of obtaining a single solution to the

problem, a set of solutions is found that defines the trade-offs between the objectives

in an N-dimensional objective space. A 2D example is shown in Fig. 3.9 where the

red curve shows the Pareto frontier that defines the trade-off between the objectives

f1 and f2 when they are both to be minimised. This set of solutions are defined

as Pareto optimal solutions, and they make up a boundary in the objective space

where no objectives can be improved without sacrificing at least one of the other

objectives.

Figure 3.9: Pareto optimal points in 2D. [87]
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Another method that can be used is the weighted sum approach, as shown in Fig.

3.10. This method involves a linear combination of objectives with a weight applied

to each of them. This method can also work well if the objective requirements for

a problem are known, as the optimisation process for a single design will be faster.

The weighted sum method also suffers though, when the trade-offs are required or

the design needs to be changed, and again the whole optimisation must be repeated.

MO methods were selected for the cavity optimisation in order to provide the ability

to change the design and accurately assess the trade-offs for the cavity.

Figure 3.10: Weighted sum vs. multi-objective methods. [87]

There are several techniques that can be used to solve MO problems, but the

ones selected for the cavity optimisation were genetic algorithms. These algorithms

are inspired by biology and the process of evolution. The flow diagram shown in

Fig. 3.11 details how they work for a general case. An initial random population of

individuals is generated first, using a Latin hypercube sampling method. A fitness

value is then calculated based on the objectives and weightings chosen. Individuals

with the best fitness are used for operations such as crossover, where parts of each

fit individual are combined to create new offspring, and mutation, where genetic

diversity is introduced into the population by modifying some of the individuals’

properties to ensure the algorithm does not get stuck in a local minimum. The new
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offspring are used to replace less fit individuals, and the process is repeated until

some objective criteria have been satisfied or a set number of generations have been

reached.

Figure 3.11: Generic GA flow chart.

The four objectives used for the optimization are shown below:

Objectives = { Epk

Eacc

,
Bpk

Eacc

,

√
Sc

Eacc

, Z} (3.19)

Where the peak fields are to be minimized and the shunt impedance maximized.

For the optimization, the eigenmode solver of CST Studio Suite [88] was used, along

with Isight, a software used for design process flow [89].

3.2.2 Algorithms

The two main algorithms used for the optimisation were the well-known Fast Non-

dominated Sorting Genetic Algorithm (NSGA-II) [90], and the Archive-Based Micro

Genetic Algorthim (AMGA) which offers an improvement over NSGA-II by using
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an archive to maintain its search history [91]. The parameters used for a typical

optimisation run are shown in Table 3.3.

Parameter NSGA-II AMGA
Initial size 60 2000
Population size 80 40
No. function evaluations 20000 20000
Archive size limit - 2000
Crossover probability 0.9 0.9
Mutation probability - 1/n
Crossover distribution index (CDI) 9 9
Mutation distribution index (MDI) 18 18
No. generations 250 -

Table 3.3: Typical GA parameters used for optimisation.

The initial size is the size of the randomly generated population pool that samples

the input space, and the population size is the population size for each subsequent

generation. The crossover probability controls the likelihood that a crossover will

occur between two parent solutions; it is generally set high so that a crossover

will occur between most parent solutions, and a recommended initial value is 0.9,

though this can be changed to 1 to always allow for crossover [89]. The mutation

probability determines the likelihood that an individual in the set will mutate and is

normally set low so that few individuals mutate in any generation. If it is set higher,

then more of the search space will be explored, but the chances of the algorithm

getting stuck and a sub-optimal solution are increased. The Crossover Distribution

and Mutation Distribution Indices are inversely proportional to the changes in the

design variables - a smaller value will reduce the chance of converging too quickly at

the cost of a narrow search. The AMGA algorithm holds an archive of 2000 points,

which is updated each generation using the following steps:

1. Begin optimisation

2. Generate initial population

3. Evaluate solutions of initial population

4. Update external archive population using initial population
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5. Begin main loop

(a) Create parent population from the archive

(b) Create the mating pool from the parent population

(c) Create offspring population from the mating pool

(d) Evaluate solutions of the offspring population

(e) Update external archive

6. Repeat until either convergence criteria is met, or specified number of

evaluations

7. End optimisation

3.2.3 Optimization Results

The 2D optimisation results are shown in Fig. 3.12 along with red lines showing the

approximate field limits that were calculated previously. Two optimisations were

performed, one for a β = 1 cell and one for a β = 0.5 cell. It can be easily seen that

nearly all individuals were under the limit for Bpk/Eacc as there were no geometric

features that would enhance the magnetic field, such as coupling slots. It was also

apparent that the structure would probably be mainly limited by Epk/Eacc as the

majority of the points had values of Sc/Eacc < 0.04
√

A/V .

Quantity Limit Limit at 25 MV/m
Peak E-field 100 MV/m Epk/Eacc = 4

Peak Sc 1 W/µm2 √
Sc/Eacc = 0.04

Max surface temperature rise 20 K -
Peak B field (from 20 K surface rise) 229 mT Bpk/Eacc = 9.16

Table 3.4: Initial design parameters.

It should be noted that Z is reduced by almost a factor of 4 for the β = 0.5 cells,

which means that they would contribute very little to the acceleration. Various other

options for visualising the Pareto fronts were explored, with some examples shown

in Fig. 3.14 and Fig. 3.15. The first was created by first binning the points into bins
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Figure 3.12: 2D Pareto front results for β = 1 (left), top to bottom (Z vs. Epk/Eacc,
Sc/Eacc vs. Epk/Eacc, Bpk/Eacc vs. Epk/Eacc and β = 0.5 (right), top to bottom (Z
vs. Epk/Eacc, Sc/Eacc vs. Epk/Eacc, Bpk/Eacc vs. Epk/Eacc.

of 1 MΩ/m for the shunt impedance and then finding the 2D Pareto fronts for each

bin. A representation of the 3D Pareto front can then be constructed showing all of

the objective values, allowing one to easily see how the objectives interact and also
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Figure 3.13: Z vs. Epk/Eacc for three values of β.

Figure 3.14: Pareto optimal points in 3D.

allowing for potential final solutions to be selected. The fronts are also projected

onto the corresponding axis, clearly showing the individual 2D Pareto fronts. The

other shows the 2D Pareto front for Z vs. Epk/Eacc whilst also showing the various

cavity geometries that are generated. This allows for an understanding of what types

of geometric features lead to which objective values. This led to some interesting
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Figure 3.15: Pareto front of Z vs. Epk/Eacc, with the outer colour of each point
showing the value of

√
Sc/Eacc and inner colour the value of Bpk/Eacc. A cross section

of the types of solutions that fall on the Pareto front are also shown, highlighting
the interesting shapes at lower values of Epk/Eacc.

cavity geometries that may not have been considered otherwise, especially at low

values of Epk/Eacc (< 3). An extensive treatment of visualisation techniques for

Pareto optimal sets specifically for RF cavities written by the author and colleagues

is given in [87].

3.3 Algorithm Studies

A number of simulations were performed with different settings applied to the

algorithms to ensure that the convergence and frequency error criteria were met.

A comparison was also drawn between the two methods of modelling the structure

(using splines and using standard shapes) to show the efficacy of the spline modelling

approach.

3.3.1 Frequency Handling

For each simulation of the β = 1 cavity, the frequency of the TM010 accelerating

mode had to be kept as constant as possible. Due to inherent numerical noise and

meshing errors, it is difficult to keep exactly constant. This was dealt with by

defining a value ϵ, such that for the simulations:
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fT M010 = fdesired ± ϵ (3.20)

Typical values for ϵ of 5-30 MHz were used, with 20 MHz set for the final value.

The frequency of the chosen solutions could then be tuned to the exact value, which

was found to have a minimal effect on the final field values, as changing the outer

radius does not affect the fields significantly. Figure 3.16 illustrates the viable data

points within the Z vs. Epk/Eacc 2D objective space, subject to a total frequency

constraint of 60 MHz. To assess the influence of the frequency constraint on the

estimated Pareto frontier, ϵ was systematically reduced from 30 MHz to 1 MHz,

with the Pareto frontier found for each data set. The results of this analysis are

shown in Fig. 3.17.

Figure 3.16: Frequency variance in combined Pareto optimal set.

Notably, at higher Z values, a more pronounced shift in the Pareto frontier

was seen because most of the points there had a lower frequency and, therefore,

a smaller radius, which increases the shunt impedance. As ϵ is decreased to 1

MHz, a larger shift was observed in the frontier, caused by increased noise due

to the reduced number of feasible solutions from the total set. This could be
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improved by performing a second set of simulations which are seeded with solutions

with frequencies closer to 5.712 GHz, although as the cells could be tuned without

effecting the objective parameters severely, this was not required. Since the time

needed for convergence is directly tied to the ϵ value, opting for ϵ = 20 MHz

represented a compromise between simulation time and accuracy.

Figure 3.17: Variation in 2D Pareto front for varying ϵ (defined in equation 3.20).

3.3.2 Convergence

In Figure 3.18, a 2D Pareto front is shown, revealing the inherent trade-off

relationship between Z and the ratio Epk/Eacc. The true Pareto frontier is not

known, but, nonetheless, insights can be gained into the convergence behaviour by

plotting the current Pareto front against the generation number for a specific set of

parameters and simulation run.

The figure shows that within the range of values Epk/Eacc spanning 2.5 to 5,

the Pareto front effectively converges after around 125 generations. Subsequent

generations tend to increase the dispersion of the front, primarily at the extremities.

In particular, the difference in Pareto fronts between 200 and 250 generations is
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minimal, with the majority of data points aligning closely on the same curve. This

suggests that, given the specific simulation parameters and constraints at hand,

there is a limited advantage in extending the simulation for additional generations.

Figure 3.18: Convergence of the Z vs Epk/Ea Pareto front.

3.3.3 Geometric Comparison

An optimisation was also performed using a cavity setup that used only circular

blends and straight sections to form the geometry, which allowed a comparison to be

made between the two modelling methods as shown in Fig. 3.19. The Z vs. Epk/Eacc

Pareto fronts are shown for both optimisations, and it was clear that the spline

modelling method offers an improvement in the shunt impedance. This is especially

pronounced at lower values of Epk/Eacc where there is a drastic improvement in Z,

due to the flexible nature of the geometry. This improvement is more modest at

higher values of Epk/Eacc, and at very high values there is little improvement, as

the model with standard shapes is able to produce similar shapes to the spline when
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the nose cone is large.

Figure 3.19: Comparison of Z vs. Epk/Eacc Pareto front for s NURBS geometry and
standard shape model.

3.4 Cell-Cell Coupling

Before a potential design could be selected, the cell-cell coupling had to be checked

to ensure that there was adequate coupling between the cells. First, the required

coupling was estimated analytically using the following formula, for which a full

derivation can be found in [63]:

X2n
∼= (−1)n−mX2m

[
1 − 2(m2 − n2)

k2
c QaQc

+ j
4(m2 − n2)

k2
c Qa

δω

ωa

]
(3.21)

where X2n is the field in accelerating cavity 2n, X2m is the field in the drive cavity, kc

is the coupling coefficient, Qa and Qc are the quality factors of the accelerating cavity

and coupling cavity respectively, δω is the frequency difference between the coupling

and accelerating cavities, ωa is the accelerating cavity frequency and m/n are used
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to number the cavities. Equation 3.21 shows that there is an amplitude and a phase

difference between the cells, both of which are affected by the coupling constant,

while only the phase difference is affected by δω. An approximate frequency shift can

be estimated by first estimating the manufacturing tolerance on the cavity radius,

as this has a significant effect on the cell frequency. A typical manufacturer might

be able to provide a 30 µm tolerance, so this was used as an initial estimate. The

frequency shift due to this tolerance, as shown in Chapter 2, can be estimated by

using:
∆f

f
≈ ∆Rd

Rd

(3.22)

Where Rd is the cavity radius dimension and ∆Rd is the error on this dimension. If

the centre cell is assumed to be the ’drive’ cell where power will be coupled into the

cavity as shown in Fig. 3.20 and assume an acceptable phase difference of 2 degrees

from the end cell to the centre, then equation 3.9 can be rearranged and solved for

the required coupling constant. This can be plotted for an increasing number of

cavities and therefore, length, as shown in Fig. 3.21, revealing how the coupling

must be increased as the number of cavities increases.

Figure 3.20: Schematic representation of cell-cell coupling calculation showing drive
cell.

The length of each cell was set to βλ/2, so 52.48 mm for β = 1. Fig. 3.22 shows

the coupling requirements for various acceptable phase differences and tolerances

of 30 µm and 50 µm. Increasing the tolerance to 50 µm would provide an

increased resilience to manufacturing errors and possibly cheaper manufacturing

costs. Eventually, it was decided that a larger phase error of 3-4 degrees would be
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acceptable due to the fact that no synchronisation with an existing beam is required,

leading to an approximate coupling constant requirement of 0.9 %.

Figure 3.21: Coupling vs structure length for a 2 degree phase shift along the
structure, a 1 % amplitude variation and various values of dω/ωa, which is the
ratio of the frequency difference between coupling cells to the accelerating mode
frequency.

3.4.1 Coupling Improvement

After the MO optimisation, a number of cavity candidates were selected, and the

coupling constants found using the eigenmode solver in CST studio suite. First, the

frequency of the π/2 mode in the accelerating cell is optimised to 5.712 GHz using

magnetic boundaries. Periodic boundaries with a 180° phase shift are then used to

optimise the second π/2 mode in the coupling cells to 5.712 GHz. Finally, the phase

shift is set to 0 to find the 0-mode and the π-mode so that the coupling constant

can be calculated. It was found that in the regions of interest on the Pareto front

(Epk/Eacc ≈ 4 − 4.5), the coupling was only around 0.6 % - 0.8 % and therefore not

sufficient. One option considered to increase the coupling was to increase the size

of the aperture radius, although this would also reduce the shunt impedance, which

was undesirable.
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(a) 50µm tolerance. (b) 30µm tolerance.

Figure 3.22: Required coupling vs. acceptable tolerance for different values of the
acceptable phase shift across the structure.

Figure 3.23: Two options for increasing the coupling between the coupling cells and
accelerating cells. (Left) Chamfering (Right) Blending.

Another option would be to choose a candidate with a shorter nose cone and,

hence, a larger coupling, although again, the shunt impedance would be reduced.

Some other methods were investigated to try and increase the coupling without

affecting Z significantly; these are shown in Fig. 3.24. One approach was to include

a chamfer, and the other was to add a rounding on the outer edge where the beam

pipe connects to the coupling cavity. The two options are shown in more detail in

Fig. 3.23. The results of parameter scans using these methods are shown in Fig.

3.25 and Fig. 3.26. It was found that the best option for improving the coupling is

to have a chamfer that extends to the edge of the nose cone and has a moderately
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shallow angle; for example, with a chamfer length of 2.7 mm and an angle of 20

degrees, the coupling can be improved by 20 % with only a 0.5 % reduction in Z

and little effect on the peak fields.

Figure 3.24: From left to right, blend option, chamfer option, baseline cavity for
scans with kc = 0.771 %.

Figure 3.25: Effect of changing the blend radius on coupling constant and shunt
impedance.

To accurately calculate the coupling coefficient, a number of steps and simu-

lations are required, which made it unfeasible to calculate the coupling coefficient

for each optimisation point. Instead, a proxy parameter was chosen to emulate the

coupling: this was the furthest distance that one of the nose cone spline points

stretches into the cavity, similar to cgmin in Fig. 3.8. For some of the candidates,

simulations were performed to obtain the real values of the coupling, which were then

plotted against the coupling proxy with the results shown in Fig. 3.27, showing the

effectiveness of the coupling proxy. It was evident that the coupling proxy effectively
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(a) 1 mm chamfer.

(b) 2 mm chamfer.

(c) 2.7 mm chamfer.

Figure 3.26: Z and coupling constant vs. chamfer angle for three different chamfer
lengths. (Top) 1 mm (Middle) 2 mm (Bottom) 2.7 mm.
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estimated the coupling constant with the chamfers around the region of interest, as

most points closely aligned with a linear fit. This meant that in order to achieve

the required 0.9 % coupling, the coupling proxy would need to be > ≈ 8.5 mm.

Figure 3.27: Effectiveness of coupling proxy.

The optimisation was run again, with the chamfers included, and the coupling

proxy recorded for each run. The 2D Pareto front for Z vs. Epk/Eacc, is shown in

Fig. 3.28. From this plot it can be seen that most solutions with Z > 90 MΩ/m

have a coupling proxy that is too small, meaning that the coupling would not be

sufficient. Fig. 3.29 shows the solutions in the Sc/Eacc vs. Epk/Eacc 2D objective

space, candidates for a final solution are circled in red, which are those with a

coupling proxy value > 8.4, below the Epk/Eacc limit of 4 and with a high shunt

impedance.

3.4.2 Effect of Aperture Radius and Wall Thickness

The next step was to investigate the effect of changing the aperture radius and

wall thickness on the coupling coefficient and shunt impedance to see if further

improvements could be made to the design, and to know how they change in case

the manufacturing tolerances or peak field limits needed to be adjusted. Three

potential cavity candidates were selected and the aperture radius was scanned, with

the coupling coefficient calculated for each. One cavity candidate was selected for
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Figure 3.28: Z vs. Epk/Eacc, Sc/Eacc Pareto front showing the coupling proxy value
and the estimated limit for Epk/Eacc.

Figure 3.29: Sc/Eacc vs. Epk/Eacc solutions with coupling proxy shown in colour.
Pareto fronts are shown for binned values of Z. Potential final solution candidates
circled in red.
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high shunt impedance, one for low peak electric fields, and one a compromise between

the two. The results are shown in Fig. 3.30. A linear relationship was found between

the aperture radius and both the coupling and the shunt impedance for small changes

in the aperture radius with a ≈ 0.35 % increase in coupling and 5 MΩ/m decrease

in Z for an increase of 0.5 mm in the aperture radius. For the wall thickness scans,

the MO optimisation was repeated for three different wall thicknesses, along with

checking the effects of the wall thickness on a cavity candidate that already had the

chamfer included. These results are shown in Fig. 3.31 and Table 3.5. Increasing

the wall thickness by 1 mm reduces the coupling by ≈ 0.2 % and reduces the shunt

impedance by ≈ 5-10 MΩ/m at values of Epk/Eacc = 4, so a compromise had to

be made between maximising Z and achieving the required coupling. It can also be

seen that changing the wall thickness has little effect on the peak fields, meaning

that the key trade-off was between the coupling constant and Z.

Figure 3.30: Cells used for aperture radius investigation (top), plots showing the
effect of the aperture radius on kc (bottom left) Z and (bottom right).
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Figure 3.31: Effect of wall thickness on the Z vs. Epk/Eacc Pareto fronts (left),
cavity candidate used for investigating the effect of wall thickness on kc (right).

Wall thickness (mm) Epk/Eacc Bpk/Eacc

√
Sc/Eacc Z kc (%)

1 3.89 3.51 0.036 98.9 1.13
2 3.78 3.58 0.035 93.6 0.9
3 3.72 3.83 0.034 86.1 0.7

Table 3.5: Effect of wall thickness on various FOMs and kc.

3.5 Final Cell Selection

The optimisation process was repeated for a wall thickness of 2.5 mm, for thermal

dissipation reasons discussed in Chapter 6, while also recording the coupling proxy.

The 2D Pareto front showing Z vs. Epk/Eacc is shown in Fig. 3.28. The final β =

1 cell was selected by finding the solution with the highest value of Z, while still

ensuring the coupling constant requirement (kc = 0.9 %) and electric field limit

(Epk/Ea < 4) were met.

The final β =1 cell choice shown in Fig. 3.32, showing the absolute value of the

electric field, modified Poynting vector, and magnetic field. All three fields were

recorded along a curve starting at the centre of the cavity and extending to the end

of the nose cone shown in Fig. 3.33. The final design parameters for the single

β = 1 cell are shown in Table 3.6. The final chamfer length was 2.8 mm with a 25°
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chamfer angle, with a cell radius of 21.38 mm and a coupling cell radius of 21.48

mm. Without the chamfer the coupling was found to be 0.7 %, which meant a 28.6

% increase to 0.9 %. The shunt impedance was reduced by only 1.3 % from 90.58

MΩ/m to 89.4 MΩ/m. An expanded view of the fields in the region of the coupling

chamfer is shown in Fig. 3.34, where no field enhancement was observed, and there

is little effect on the electric field distribution.

Figure 3.32: Final β = 1 cavity design showing fields from left to right (Cross-
section, Electric field, modified Poynting vector, magnetic field). Normalised to 1J
stored energy.

Figure 3.33: Surface fields along curve on final cell design.
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Quantity Value
Epk/Eacc 3.99
Bpk/Eacc 3.71 (mT/MV/m)
√

Sc/Eacc 0.0303
√

A/V

Z 89.4 MΩ/m
kc 0.9 %
Q0 12400

Frequency 5.712 GHz
Aperture radius 5 mm
Wall thickness 2.5 mm

Coupling cavity length 2 mm

Table 3.6: Final optimised β = 1 cell parameters.

Figure 3.34: Effect of adding chamfer on magnitude of electric field distribution.
Original geometry (Left), after adding 2.8 mm chamfer with 25° angle (Right).

3.6 Power of Pareto Design

This section describes how the power of Pareto optimisation can be fully exploited

for the design of an RF cavity. Fig. 3.35 shows the coupling constant vs. Epk/Eacc

for all solutions of the β = 1 cell. The shunt impedance is represented by the colour,

showing that a lower coupling constant generally gives a high shunt impedance, as

expected. The wide range of values of the coupling constant that are accessible

(0.8 % - 1.15 %) could be used for many different linac designs without having to

repeat the optimisation. Fig. 3.36 shows how this would work in practice. The

figure shows the required coupling constant vs. the average final particle energy

at the end of the linac, along with lines of constant gradient from 15 MV/m to 40
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MV/m. The Epk/Eacc limit for a maximum field of 100 MV/m is also shown. The

two shaded regions represent the available coupling that is possible for two values

of the aperture radius, 5 mm and 5.5 mm. It is clear that a wide range of energies

can be reached from 2 MeV to 9.5 MeV, with the number of cells ranging from 5-9.

Figure 3.35: kc vs. Epk/Eacc showing Z in colour.

Fig. 3.37 shows the optimal cavities for maximising the shunt impedance for

each Epk/Eacc limit. Depending on the energy and length requirements, one would

select a gradient and then an optimal cavity from the Pareto front that satisfies

both the coupling constant and peak electric field requirements. As an example,

a 6 MeV design is considered, with the requirement that the linac should be as

short as possible. Any gradients between 25 MV/m - 40 MV/m would be possible,

but to minimise the length, 40 MV/m would be preferable. Therefore, a 6-cell

design could be selected with a gradient between 35 MV/m and 40 MV/m, with an

optimal cell selected based on the peak field limit. Any point is accessible within

the shaded regions by adjusting the gradient to the desired value and then selecting

a corresponding solution from the Pareto optimal set. It should be noted that this

analysis does not include the bunching section which would be added afterwards,

providing extra energy gain, allowing one to drop the gradient, or use fewer β = 1

cells.
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Figure 3.36: Coupling constant vs. linac energy for various cavity gradients. The
two shaded regions represent the accessible coupling regions for different values of
the beam pipe aperture radius, A.

Figure 3.37: Cross section of five β = 1 cells that satisfy the various Epk/Eacc limits
shown in Fig. 3.36.
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Chapter 4

Beam Capture Optimisation and

Linac Tuning

4.1 Longitudinal Dynamics

Before the electron buncher design is presented, the key formulas for the longitudinal

motion of particles in RF cavities are given here. Longitudinal focusing is provided

by choosing the phase of the synchronous particle relative to the crest of the RF

electric field. When this phase is selected to coincide with the rising field, as

illustrated by the stable particle in Fig. 4.1, longitudinal restoring forces come

into play. These forces cause early particles to encounter a smaller amplitude field

while late particles encounter a larger one. As a result, particles centred around the

stable phase remain in a stable bunch.

Considering the setup shown in Fig. 4.2. The synchronous phase is designated

ϕs, synchronous energy Ws and synchronous velocity βs. The particle phase in the

nth cell is the phase of the RF field at the time when the particle is in the centre

of the gap. As the energy changes from cell to cell, the length of the accelerating

cells must change to keep the same phase. The approximate length of the n+1 cell

is given by:

Ln+1 = vnϕa

2πf
+ dvn

dz

Lnπ

4πf
(4.1)

73



Chapter 4. Beam Capture Optimisation and Linac Tuning

Figure 4.1: Energy gain vs. Phase of a stable particle and particles arriving early
or late.

where vn is the velocity of the particle entering cell n+1 (leaving cell n) with phase

advance ϕa. vn can now be replaced with βn (relativistic beta), which is vn/c, then:

[38, 64]:

Ln+1 = βn

2f
c

− 1
2

dβ
dz

(4.2)

Figure 4.2: Setup for accelerating cells to describe longitudinal motion. Image
sourced from [63].

The rest mass of an electron, W0, is approximately 0.511 MeV and below this

energy, electrons are considered not fully relativistic. At 1 MeV, they have reached

close to 0.95c and at 3 MeV, 0.99c and are now considered fully relativistic; the β

versus energy for electrons is shown in Fig. 4.3. The relativistic factors are given

below:
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β =
√

1 − 1
γ2 =

√
1 −

(
E0

E

)2
=

√√√√1 −
(

E0

E0 + W

)2
(4.3)

As β approaches one rapidly, these formulas only apply to the first few cells,

where the phase will be different for each cell. After that, the bunch will see the

same phase in each gap throughout the rest of the linac.

Figure 4.3: Relativistic β vs. energy for electrons.

Defining the following variables for a particle with respect to the synchronous

particle:

Φ = ϕ − ϕs = ω(t − ts) (4.4)

w = W − Ws (4.5)

Where t(ϕ) is the arrival time (phase) of a particle at a gap and W is the kinetic

energy of the particle at some position along the linac. The formulas that describe

the motion of a non-synchronous particle with respect to the synchronous one are

[92]:
dw

dz
= qEacc[cos(ϕs + Φ) − cos(ϕs)] (4.6)

and
dΦ
dz

= ω

cE0β3
s γ3

s

w (4.7)

These formulas show that as the electrons gain energy and γ >> 1 the phase change

from cell to cell quickly drops.
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4.2 Phase Slippage

It is also useful to consider what happens when a DC beam with a βinj < 1 is injected

into a constant β = 1 structure. Before the electrons have reached relativistic speeds,

and so have a constant phase, the relationship between β and ϕ from an initial set

of conditions to a final set, is given by [92]:

sin(ϕfinal) = sin(ϕinitial) + 2πm0c
2

λRF qEacc

√√√√1 − βinj

1 + βinj

−

√√√√1 − βfinal

1 + βfinal

 (4.8)

Equation 4.8 tells us that for a given field and frequency, there are only some possible

injection phases that can be captured. In order for a solution for ϕfinal to be found,

the RHS must be within the interval [−1, 1]. This is shown schematically in Fig. 4.4

where only initial phases ranging from -135° to -45 ° can be captured when injecting

a beam with βinj = 0.3 into a βfinal = 1, C-band structure with Eacc = 30 MV/m.

There are several options for improving the capture, Eacc can be increased (though as

shall be seen there is a limit to the maximum value), βfinal can be reduced (although

this will eventually be equal to 1) or the frequency can be reduced (in this case it

is fixed at 5.712 GHz). The other option is to reduce the range of phases that the

initial beam occupies by bunching them first. This is explored in the next section.

Figure 4.4: ϕinitial vs ϕfinal for βinj = 0.3, βfinal = 1 and Eacc = 30 MV/m.
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4.3 Electron Bunching

The thermionic guns used for typical industrial linacs produce electrons with energies

ranging from 10-50 keV, and produce them over long pulses that are usually multiple

RF periods long. This means that half of the electrons end up in the accelerating

phase and half in the decelerating phase, which can cause them to travel back

towards the cathode, if the amplitude of the field is too high (back-bombardment).

This back-bombardment causes heating of the cathode and can reduce its lifetime.

If the electrons are bunched beforehand using one of the various bunching methods

to reduce the bunch length (and the phase region they occupy), then more can be

captured. There has recently been a push to maximise the capture of the electrons

to mitigate the effects of cathode bombardment [93]. This was achieved by creating

a low-amplitude first cell, both to provide velocity bunching at an energy closer

to the injection energy, and to allow electrons that start back-streaming to catch

the next RF cycle before leaving the first cell and going back towards the cathode.

These electrons are re-accelerated in the next cycle and come to the second cell with

the correct phase to join the next bunch. They reported that the only losses were

due to the back-streaming electrons from the second cell that have a higher energy

due to the larger amplitude there and so cannot be recaptured. They were able to

achieve a capture efficiency of over 90 % using this method, along with reporting a

reduced energy spread of the final beam as a consequence of the improved bunching.

It was decided that this method would be employed for the linac design to try and

achieve the desired high capture efficiency.

4.3.1 Maximum Capture

A comprehensive review of electron bunching methods was recently written by

Kutsaev, and the reader is referred there for a detailed treatment of the theory

[94]. To capture 100 % of the electrons in a travelling wave linac, the following

conditions must be met:
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βinj = βph (4.9)

dβph

dz
|z=0 = 0 (4.10)

Am <
π

βph

(
1 −

√
1 − β2

ph

)
(4.11)

Where βinj is the injection relativistic beta, βph is the phase velocity in the structure,

and A is the accelerating field amplitude given by

Am = qEλ

W0
(4.12)

where q is the charge of an electron, E is the gradient, λ is the wavelength, and

W0 is the initial particle energy. For a gradient of 25 MV/m, A has a value of

≈ 2.6, which means that for the last condition to be met with a βinj of 0.302,

the gradient in the first cell should be < 5 MV/m. The first condition is difficult

to realise as there are limitations on how short a cell can be as the irises have a

finite thickness, and if the amplitude in the cell is high, it will be more prone to

breakdown as it made excessively short. The last condition comes from requiring

that the amplitude of the field is lower than the threshold which causes them to

have a negative momentum. This means that the bunching cell should have a much

smaller amplitude than the rest of the structure to meet this condition. The field

should then increase to maximise the capture in the rest of the cavity, as described

in Section 4.2. It is possible to achieve these conditions given enough space (such

as using ballistic bunching with a drift space [95]), but meeting them in a compact

design is difficult, and designers usually accept the losses when injecting electrons

with βinj < βph [94].

As explained in [93], in order to achieve re-capture in a short design, the length

of the first cell should be slightly longer than the value obtained by matching
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the injection energy and the β of the cell. This allows electrons that do have a

negative momentum to remain inside the cell before the next RF cycle. After the

first bunching cell, the second cell should also be shorter than β = 1 to meet the

conditions for high capture, whilst also providing acceleration so that the bunches

can reach the third cell with the correct phase for acceleration. The bunches will then

go with a constant phase into the remaining cells, which have β = 1 for acceleration

to the final energy.

4.3.2 Tapered Buncher

An initial estimate of the lengths of the first cells was made based on analytical

formulae derived using experimental data for tapered velocity bunchers, described

in [94]. The maximum capture these formulae provide is limited, as there is only

one parameter to vary, Am. In addition, to achieve a compact design, the value of

β(z) will jump between cells, meaning a smooth function is not possible, reducing

the capture. It was reported that typical values for these types of bunching sections

are 40-60 %. Nonetheless, they are useful as a starting point for future optimisation.

For a buncher design where the velocity and amplitude of the RF wave are tapered

in the first cells, the phase velocity along the linac is estimated using the following

formulae [94]:

β(z) = 2
π

(1 − βinj) arctan(kqz
k2) + βinj (4.13)

Where:

k1 = 3.8 · 10−3(10.8AM − 1) (4.14)

The amplitude variation along the bunching section was estimated using:

A(z) = k3 − k4 cos( π

k5
z) for 0 < z < k5 (4.15)
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and:

A = AM for z ≥ k5 (4.16)

and:

k3,4 = 0.5AM ± 0.15
√

AM (4.17)

k5 = 1
1.25

√
AM

(4.18)

where βinj is the injection β, AM is given by equation 4.12 and k1−5 are fitting

parameters. The results are shown in Fig. 4.5, which gives an estimate of how

the cell lengths and amplitudes should vary along the linac. From these plots, it

was estimated that reducing the length of the first two or three cells would be

sufficient for transitioning from the low-energy gun to relativistic energies. The

values calculated here would also be used to estimate the bounds of the amplitudes

and lengths of the cells for the optimisation process described in the following

sections.

Figure 4.5: Estimate of how the phase velocity, β(z) (left) and amplitude, A(z)
(right), should vary along the linac in a tapered velocity buncher.

4.4 Cell Length Optimisation

The following section describes the optimisation process for the lengths of the

cavity cells. As mentioned above, one of the main drivers of the total lifetime

of industrial linacs is the cathode lifetime, which can be significantly reduced when
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it is bombarded with excessive back-streaming electrons that do not end up getting

accelerated [96]. For this reason, the number of electrons returning to the cathode

during linac operation is an objective that should be minimised. The total capture

efficiency of the linac is also of interest, as electrons can generate X-rays when they

hit the walls of the linac, so ideally, all of the electrons would make it through

the linac and generate useful X-rays at the target. After discussions with the

industrial partner, it was decided that any electrons with energies > 1.5 MeV would

be adequate for generating useful X-rays, so this was a second optimisation objective.

Finally, the average kinetic energy should be close to 2 MeV so that, on average the

X-ray penetration is at the design value. These are the objectives that were used

for the cell length optimisation and they are summarised in Table. 4.1.

Optimisation parameter Min/Max Units
Average energy > 1.5 MeV Max MeV
Total capture efficiency Max %
Capture efficiency > 1.5 MeV Max %
No. electrons returning to cathode Min %

Table 4.1: Cell length optimisation objectives.

Simulations were performed in Astra [97] which is a space charge tracking algo-

rithm that can be used to track electrons as they traverse external electromagnetic

fields. A representative particle distribution of a standard thermionic cathode was

used, with an average kinetic energy of 25 keV. 1000 macro-particles were used

for initial design studies, emitted over 1 ns, which is multiple RF periods (≈

6). Two field maps shown in Fig. 4.6 were used for the simulations, taken from

electromagnetic simulations of a β = 1 and a β = 0.5 cell. The β = 0.5 cell field

map was used for the first 2 cells and the β = 1 cell field map for the remaining

cells. These fields were then stitched together to form a 1D on-axis field. The first

step was to scan the maximum field on axis for a 5 cell linac with the imported field

maps stretched and set to β = 0.35 for the first cell (longer than βinj = 0.302), to

β = 0.7 for the second cell and to β = 1 for the remaining cells. The amplitudes of

the first and second cells were set to 0.3Amax and 0.6Amax, as estimated from Fig.
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4.5. The maximum and average energies of the electrons were recorded at the end

of the linac, shown in Fig. 4.7. This gave a rough idea of the field amplitude that

would be required to reach the 2 MeV design energy.

Figure 4.6: (a) β = 1 1D field (b) β = 1 electric field contour (c) β = 0.5 1D field
(d) β = 0.5 electric field contour.

Figure 4.7: (a) Scanning of the maximum electric field amplitude. (b) Calculated
required power to obtain this field.
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4.4.1 MO Optimisation

As performing parameter scans of the field amplitudes and lengths is a time

consuming process, the ideas from the previous cavity optimisations were extended

to optimise the beam. An optimisation process was developed using Matlab and

Astra. From the scan of the maximum field amplitude on axis, the required input

power required to achieve the fields in the linac was calculated using the following:

Preq = PCST E2
axis

E2
CST

(4.19)

Where Eaxis is the value provided to Astra to scale the fields to, PCST is the power

in the CST frequency domain solver, which is 0.5 W and ECST is the electric field

value on axis in the β = 1 cell. The results are shown to the right of Fig. 4.7. To

achieve 2 MeV, ≈ 0.8 MW would be required from the klystron, which was deemed

acceptable for a multi-beam klystron after considering the losses in the waveguide

network. Following this a multi-objective optimisation was set up using Matlab to

drive ASTRA with the input parameters used for the optimisation and limits shown

in Table. 4.2. The lengths and amplitudes of the first three cells were allowed to

vary with the last two cell lengths set to β = 1 and A = Emax. The genetic algorithm

in Matlab (a variation of NSGA-II) was used for the optimisation with an initial

population size of 80, and a run of 200 generations. The other parameters set in

the optimiser settings are shown in Table. 4.3, with a description of the function

of each parameter. The optimisation objectives used for the optimisation were the

average kinetic energy of the particles with energies > 1.5 MeV, the % of electrons

captured with energies > 1.5 MeV, the total capture efficiency and the % of electrons

that return to the cathode, i.e. that are not captured and end up back-streaming.

The capture % is the number of particles that make it to the end of the linac with

the specified energy. The fields were initially scaled to a maximum amplitude of 40

MV/m based on the previous maximum amplitude on axis scans.

The 2-D scatter plots showing the solution points are shown in Fig. 4.8. The
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Parameter limits
β cell 1 0.2-0.5
β cell 2 0.5-0.75
β cell 3 0.75-1

Amplitude cell 1/max amplitude 0.25-0.7
Amplitude cell 2/max amplitude 0.5-0.9
Amplitude cell 3/max amplitude 0.9-1

Table 4.2: Astra MO input parameters and initial limits.

Parameter Value Description
Population size 80 Size of population.
Pareto fraction 0.35 Sets the fraction of individuals

to keep on the first Pareto front
while the solver selects individu-
als from higher fronts.

Selection Binary tournament Selection method for crossover.
Creation function ga creation uniform Creates a random initial popula-

tion with a uniform distribution.
Crossover function @crossover intermedi-

ate
Creates children by taking a
weighted average of the parents.

Crossover fraction 0.8 Fraction of the population at the
next generation.

Max generations 200*Number of vari-
ables

Maximum number of generations
the simulation runs for.

Function tolerance 1e-4 Algorithm stops if the average
relative change in the best fit-
ness function over max stall
generations is less than function
tolerance.

Max stall generations 100 See above.
Mutation function 1.43 Randomly generates directions

that are adaptive with respect
to the last successful or unsuc-
cessful generation. The mutation
chooses a direction and step
length that satisfies constraints.

Table 4.3: Matlab gamultiobj parameters used for optimisation of cell lengths.
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Figure 4.8: Scatter plots (last generation) for cell length optimization, showing how
the average kinetic energy, % electrons returning to cathode and length/amplitude
of the first cell interact.

points represent the Pareto points from the last generation of the optimisation

routine. These figures show that in order to maximise the capture efficiency, the

length and amplitude of the first cell must be reduced. However, as expected, this

comes at the expense of the average kinetic energy, as the electrons are accelerated

over a shorter distance [93]. As the average KE was slightly too low for the 40

MV/m case, the optimisation was repeated at 45 MV/m. Fig. 4.9 shows the full

matrix of the optimization results for both cases. Again, this confirmed that the

first cell length needed to be between β = 0.25 and β = 0.35. Also, when the first

and second cell lengths are decreased, the third cell length must be slightly shorter

than β = 1, somewhere between β = 0.925 and β = 0.975 to improve the transition

into the last two β = 1 cells from the first and second cells, as the phase is still

changing.
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Figure 4.9: Matrix for cell length Optimization, showing Pareto points from last
generation at 40 MV/m and 45 MV/m.
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4.4.2 First Cell Design

Following the initial optimisation, it was envisioned that the most difficult part of

achieving one of these designs would be obtaining a short first cell length and low

amplitude, as there are limits to how short a cell can be made. An investigation into

the feasibility of a very short first cell was performed to see what the limit on the

length would be. An option to reduce the field length would be to just reduce the

length of the cell without having nose cones until the desired β is achieved, as shown

on the left of Fig. 4.11, for a β = 0.44 cell. Although this would reduce the field

length, as the length is reduced, eventually, the aperture will be larger than the cell

length, and the field will become dominated by the decay into the beampipe. The

cell would also become stiffer, making it more difficult to tune and more susceptible

to manufacturing tolerance errors due to the smaller dimensions. An example of a

shorter β = 0.35 is shown in the centre of Fig. 4.11. When performing a bead-pull

[98] it would also become difficult to measure the field if the length of the cell is

small compared to the size of the bead; therefore, it should not be excessively short.

Figure 4.10: First cell optimization results. Length vs. Epk/Eacc (left), Length vs.
Bpk/Eacc (right).

In order to navigate these issues, another optimisation was performed for the

first cell. First, the initial beam-pipe radius was further reduced to 2.5 mm from 5

mm in order to force the field to zero faster, and the cavity geometry was set up

asymmetrically so that one side remained straight and the other was defined by a
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NURBS spline. The cavity was defined in this way to give control over the distance

between the first and second cell fields, as the aperture could not be changed by a

large amount, and the distance between the cells was fixed by the coupling cell. This

meant that an axisymmetric design was needed to push the fields away from the axis,

giving fine control over the coupling between the first two cells. The optimisation

was set up the same as the β = 1 cells but also to minimise the length of the field

between the points where it decays to 10 % of the maximum value. The results of

the optimisation are shown in Fig. 4.10. An example of the progression of the first

cell design is shown in Fig. 4.11, with the on-axis electric field for the three cases

shown in Fig. 4.12

Figure 4.11: Progression in the design of the low amplitude first cell.

For each of the cells shown in Fig. 4.11, the radius was scanned and the mode

frequency recorded, so that values of ∆f/∆R could be found, these are shown in

Table. 4.4. These values show that the spline model is most easily tuned as effects

at the cavity radius change the frequency ≈ 20 % more than the other models. Fig.

4.12, shows the field on axis for the three models. It shows a reduction in field length

for the optimised spline model of ≈ 35 % compared to a β = 0.44 cell and ≈ 20 %

compared to the β = 0.35 cell. The final first cell was chosen as a trade-off between

the peak fields, shunt impedance, and field length, although preference was given

to a shorter design so that most of the design points that minimise the number of

electrons returning to the cathode could be accessed.
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Cavity β ∆f/∆R (GHz/mm)
1 0.35 0.28
2 0.44 0.288

Spline model 0.44 0.341

Table 4.4: Frequency change for outer radius change for the three first cell models.

Figure 4.12: First cell optimization results showing a reduction in field length whilst
maintaining the same value of β on the outer cell.

4.4.3 Final Design Selection

After the first cell geometry had been finalised, the second and third cells were

designed. The MO single cell optimisation was repeated for β = 0.5 so that the

second cell could be selected and it was assumed that the third cell could be selected

from the β = 1 optimisation pool, being only 5 % shorter. An initial second cell

design selected is shown in Fig. 4.13. After putting the first three cells together to

investigate the amplitudes, it became clear that having the second cell amplitude

larger than 0.8Amax was infeasible; as the cell becomes shorter, the amplitude tends

to decrease due to the increased coupling, and there was a limit to how much the

coupling could be reduced again using chamfers.

To improve this the optimisation was repeated with an upper limit to to the

second cell amplitude of 0.8Amax, the β of the third cell was fixed to 0.95 and

the gradient allowed to increase to 45.5 MV/m to compensate for the decreased
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Figure 4.13: Second cell design.

amplitudes. The Pareto fronts of the capture > 1.5 MeV vs. kinetic energy and

number of electrons returning to the cathode vs. kinetic energy are shown in Fig.

4.14a and Fig. 4.14b respectively. Four optimisations are shown with various limits

on the maximum field on axis, amplitude limits and β values for the cells. The final

target design was selected from the green curve and the optimisation values for this

result are shown in Table. 4.5.

Parameter Value
β cell 1 0.3258
β cell 2 0.5486
β cell 3 0.95

Amplitude cell 1/max amplitude 0.303
Amplitude cell 2/max amplitude 0.7900
Amplitude cell 3/max amplitude 0.9438

Total Capture (%) 92.4
Capture > 1.5 MeV (%) 84.5

Average KE (MeV) 1.926

Table 4.5: Final design parameters selected from beam capture optimisation.

4.5 Coupled Periodic Standing Wave Cavities

In this section a theory of bi-periodic standing wave cavity coupling is presented to

show how the coupling and frequencies of the cells are related to the amplitudes in

the cells. A complete derivation is described in [99], and additional models describing

similar analytical models can also be found in [100–103]. Fig. 4.15 shows a circuit
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(a)

(b)

Figure 4.14: (a) Capture vs. kinetic energy Pareto fronts for cell length optimisation.
(b) Electrons at cathode vs. kinetic energy Pareto fronts for cell length optimisation.

model for a bi-periodic cavity where the cells are identical and capacitively coupled

through the iris. M1 represents the nearest neighbour coupling, M2 is the coupling

between accelerating cells, and M3 is the coupling between the coupling cells.

Using Kirchhoff’s voltage law in the nth and nth + 1 cells gives the following
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Figure 4.15: Chain of capacitively coupled resonators with nearest neighbour and
next nearest neighbour coupling included.

0 = in

(
jωLn + Rn + 1

jωCn

)
+ M1

jωCn

(in−1 + in+1) + M2

jωCn

(in−2 + in+2) (4.20)

0 = in+1

(
jωLn+1 + Rn+1 + 1

jωCn+1

)
+ M1

jωCn+1
(in + in+2) + M3

jωCn+1
(in−1 + in+3)

(4.21)

Dividing through by jLnω and jLn+1ω, letting M1 = k1
2 , M2 = k2

2 , M3 = k3
2 ,

assuming the cavities are lossless, and using the relationships

ω1 = 1√
LnCn

and ω2 = 1√
Ln+1Cn+1

(4.22)

gives

0 = in

(
1 − ω2

1
ω2

)
− ω2

2k1

2ω2 (in + in+2 − ω2
2k3

2ω2 (in−1 + in+3) (4.23)

Then current solutions of the form

in(q) = A cos(nϕ) expjωqt (4.24)
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in+1(q) = B cos[(n + 1)ϕ] expjωqt (4.25)

are assumed, where ϕ = πq
N−1 , 0 ≥ q ≤ (N-1), and 1≥ n ≤ N. Here, q is the mode

number, N is the total number of cells, and n is the cell number. Making these

substitutions and then simplifying, the dispersion relation including nearest and

next nearest neighbour coupling can be obtained as

k2
1 cos2 ϕ = (1 − ω2/ω2

1 + k2 cos 2ϕ)(1 − ω2/ω2
2 + k3 cos 2ϕ) (4.26)

The stopband is given by

sb = f2

√
1 − k3 − f1

√
1 − k2 (4.27)

Where:

f1,2 = ω1,2/2π (4.28)

4.5.1 Lossy Bi-Periodic Equivalent Circuit

Fig. 4.16 shows the model for a capacitively coupled cavity with a driving voltage

and end cells. Following the same approach using Kirchhoff’s voltage loops as before,

the following is obtained

Vd = i1

(
R1 + 1

sC1
+ sL1

)
+ i2M1

sC1
+ in−1M2

sC1
(4.29)

0 = i2

(
R2 + 1

sC2
+ sL2

)
+ i1M1

sC2
+ in−1M1

sC2
+ inM3

sC2
(4.30)

0 = in−1

(
Rn−1 + 1

sCn−1
+ sLn−1

)
+ i2M1

sCn−1
+ i1M2

sCn−1
+ inM1

sCn−1
(4.31)

0 = in

(
Rn + 1

sCn

+ sLn

)
+ i2M3

sCn

+ in−1M1

sCn

(4.32)

Again replacing variables with resonant frequencies
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Figure 4.16: (Top), Bi-periodic cavity chain showing nearest neighbour and next
nearest neighbour coupling. (Bottom), 4 cell model with end cells and driving term
Vd.

Vd

L1
= i1

(
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(
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− j

(
ω2

n−1 − ω2

ω
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−i2j

ω2
n−1
ω

M1 −i1j
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0 = in

(
ωn

Qn

− j

(
ω2

n − ω2

ω

))
− i2j

ω2
n

ω
M3 − in−1j

ω2
n

ω
M1 (4.36)

This can then be written in matrix form, with the impedance matrix being inverted

in order to solve for the currents in each cell
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(4.37)

This shows how the amplitude in the cells is related to the coupling and

frequencies of the cells. This can then be solved using the process described in

[99], for an on-tune 9-cell bi-periodic cavity at 5.712 GHz, driven by Vd in the

centre cell, the amplitudes in all cells are shown in Fig. 4.17. The amplitude in the

coupling cells is higher in cavities 4 and 6 due to the losses along the linac. From

equation 4.21 it can understand that as the coupling from the previous cell/next

cell is changed, there must be a corresponding change in the current (amplitude)

of the cell to ensure that the sum of the voltages is still zero. Using this method,

the required coupling between the cells that would give the amplitude distribution

shown in Table. 4.5 for maximum capture could be estimated.

Figure 4.17: Current amplitude in all 9 cells for a perfectly tuned bi-periodic
capacitively coupled cavity.

The coupling constants between the first cells were scanned in order to look at

the effects on the fields and find the required amplitudes. The final field displayed

in Fig. 4.18 shows the field amplitude distribution with a 62 % increase in coupling
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between cells 1-2, a 9 % increase between cells 3-4 and a 3.2 % increase between cells

5-6. This method could also be used to investigate detuning effects of the individual

cells on the amplitudes, which would be very useful when tuning a manufactured

structure as one could compare bead-pull measurements with these simulations.

Figure 4.18: Current amplitude in all 9 cells after tuning the coupling between the
first few cells.

4.5.2 Amplitude Tuning

The first three cells were put together with the correct lengths as shown in Fig. 4.19,

with the resulting π/2 mode field for different chamfer angles between the third and

second cells shown below. The first step to obtaining the correct amplitudes was to

adjust the parameters of the first cell so that they matched the length and amplitude

to the design values. The parameters used are shown in Fig. 4.20, and the effects

are shown in Fig. 4.21 and Fig. 4.22. The parameter cgmin was used to adjust the

length and a combination of aperture radius and blend radius was used to ensure

that the ratio of the first to second field was correct. Once this had been achieved,

the chamfer on the third cell was used to change the amplitude ratio between the

first and second cells and the third cell as shown in the bottom of Fig. 4.19.
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Figure 4.19: First three cells (top) and field amplitude of the π/2 mode for various
values of the chamfer angle between the third and second cell (bottom).

Figure 4.20: First cell parameters used for tuning.
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Figure 4.21: First cell length for different values of cgmin which increases the nose
cone, pushing the mode field further up the cell. This shows how the length and
amplitude can be tuned.

4.6 Coupler Design

The following sections describe the rest of the linac design process, including the

coupler design and linac tuning. It was decided that power would be coupled into

the linac from the third cell, therefore it would need to be modified to incorporate

the power coupler.

The quality factor of a resonator is defined as the ratio of the initial stored energy

to the energy lost in one RF cycle. It is essentially a measure of the power lost in

the cavity walls due to the currents flowing there and the finite resistivity of copper.

The intrinsic quality factor of the cavity is defined as

Q0 = ωU

Pd

(4.38)

where ω is the angular frequency, Pd is the power dissipated in the cavity walls and

U is the stored energy given by

U = 1
2µ0

∫
|H|2dV (4.39)
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(a) Aperture scan (b) Blend radius scan

Figure 4.22: Effect of aperture radius and blend radius parameters on length and
amplitude of the field in the first cell.

Figure 4.23: Circuit model showing waveguide and cavity connected by a coupler.

The cavity coupler and waveguide can be modelled with a circuit as shown in Fig.

4.23. The RLC network represents the cavity, the Klystron is the current generator,

the transmission line is the waveguide, and the 1:n transformer is the RF coupler.

[104] To the generator, the cavity looks like an impedance termination given by

Zcav = R/n2

1 + jQ0δ
(4.40)

where δ is the ratio of the frequency difference from the resonance (ω − ω0) to the

resonance frequency ω0
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δ = ω − ω0

ω0
(4.41)

As the cavity must be connected to a waveguide, more power will be lost before

reaching the cavity. So that this is taken into account, the loaded quality factor is

defined as

Ql = ωU

Pd + Pext

(4.42)

Where
1
Ql

= 1
Q0

+ 1
Qext

(4.43)

Where Pext is the power flowing out of the cavity into the load and Qe is the external

quality factor defined as

Qe = ωU

Pext

(4.44)

The coupling factor is defined as

βc = Q0

Qe

= Pext

Pd

= R

n2Z0
(4.45)

which measures the ratio of the power supplied to the cavity to the power dissipated

in the walls. The reflection coefficient seen by the source for a zero length power

line is given by

Γcav = βc − 1 − jQ0δ

βc + 1 + jQ0δ
(4.46)

which reduces to

Γcav = βc − 1
βc + 1 (4.47)

when the cavity is on resonance (ω = ω0). Ideally, the reflection of the cavity should

be minimised, or βc = 1, so that all the power supplied is delivered to the cavity.

The coupling factor scales with the stored energy; therefore, for identical cells it

would scale directly with the number of cells. As a first approximation using a one

cell model with a coupler for a 5-cell cavity would require βc = ≈ 5, although this
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would need to be tuned as the cells are not identical. The single-cell coupler model

is shown in Fig. 4.26, along with a cut of the electric and magnetic fields through

the centre. The waveguide selected for the design was WR159 (WG13), which has

an operating band of 4.90 GHz to 7.05 GHz and dimensions of 40.386 mm by 20.193

mm. The length of the third cell not including the wall thickness was only 17.75

mm, therefore a taper was required to get from the waveguide into the third cell;

this is shown in Fig. 4.24.

Figure 4.24: Taper to get from cell width to WR159 waveguide.

A simulation was set up to investigate the S-parameters of the taper to ensure

adequate transmission into the linac. The results are shown in Fig. 4.25. Increased

transmission is seen until the length of the taper approaches the guide wavelength

(39 mm), meaning that the ideal length for the taper was around 35 mm.

Figure 4.25: S11 vs. taper length for the taper design.
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As the introduction of the coupler onto one of the cells perturbs the fields and

causes a dipole component of the field, it was also decided to include the vacuum

pumping port in a similar configuration to the coupler but on the opposite side [104].

This should remove the dipole component and instead introduce a less harmful

quadrupole component. To optimise the coupler, the width of the section that

connects the coupler and the cavity was changed to achieve Qe = 2306 as Q0 =

11546, giving βc ≈ 5. The frequency of the cavity then had to be re-tuned as

changes in the coupler perturb the frequency. This in turn changes the βc, so an

iterative approach was used until both were correct. One concern when designing

Figure 4.26: Coupler design with taper. Vacuum model (left), electric field through
cell (centre), magnetic field strength through cell (right).

the coupler is the peak magnetic fields on the section where the coupler attaches

to the cavity, as shown in Fig. 4.27. These high fields can cause surface fatigue

from cyclic stresses, leading to arcing and breakdown in the coupler, so they must

be avoided. The original value of Bpk/Eacc was 3.71, and with the addition of the

coupler, this value increased to 6, thus by a factor of 1.61. The Bpk/Eacc limit for a

20° temperature rise at 26 MV/m is 8.8, which was considered a safe value.
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Figure 4.27: Peak magnetic field on coupling slot.

4.7 Full Cavity Design

After the coupling cell and first cells had been designed, they were combined with

two more β = 1 cells to create the full linac. The vacuum model of the linac and

the contour of the z-component of the electric field are shown in Fig. 4.28.

A full frequency domain simulation was performed on the linac and it was found

that the βc of the linac needed to be adjusted as the system was over-coupled,

meaning that the minimum S11 value was only -20 dB. The width of the coupler

was scanned, with the middle cell frequency adjusted each time to compensate, and

the full linac was then simulated to find the critical coupling point. The results are

shown in Fig. 4.29, showing that the critical coupling occurs around βc = 4.55 in

the single-cell simulation. This was due to the fact that the coupling scales with

the stored energy, and the first two linac cells are very short, which means that

combining them equals something close to astored energy of 0.55Uβ1 , where Uβ1 is

the stored energy of a β = 1 cell.

4.7.1 Tuned Model Comparison

Once the βc of the linac had been tuned, the z-component of the electric field on

axis was exported from CST and imported into Astra. The same simulation was

performed, propagating the beam through the tuned CST fields instead of the single-

cell combinations used previously. A comparison of the tuned fields from CST and
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Figure 4.28: Final linac design. (a) Z-component of the electric field (b) Vacuum
model (c) Absolute value of the electric field with copper walls.
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Figure 4.29: Scan of βc of a single cell model to find the critical coupling, leading
βc = 1 (critical coupling) for the full cavity.

the combined fields used for the Astra optimisation is shown in Fig. 4.30. The fields

align very well, with the only differences being seen in the length and shape of the

third cell and the decay of the last cell into the beampipe. A comparison of the

optimisation outputs between the two simulations is shown in Table. 4.6, the values

are very similar, with only a slight reduction of the total capture, and capture % >

1.5 MeV. There was also a 0.1 % increase in the number of electrons returning to

the cathode and a 0.6 % in the number lost on the aperture. These increases were

small, so the tuning was considered successful. These values could most likely be

improved by changing the β of the third cell slightly to compensate for the decrease

in length, due to the shifting of the zero crossing point.

Parameter Individual fields Tuned CST fields
Ave K.E > 1.5 MeV (MeV) 1.93 1.92

Total capture (%) 92.4 91.7
Capture % > 1.5 MeV (%) 84.5 83.7
Electrons lost Z<Zmin (%) 2.7 2.8

Electrons lost Aperture (%) 4.8 5.4

Table 4.6: Single vs. tuned field comparison for E = 45.13 MV/m.

Fig. 4.31a shows the spectrum for the optimised Astra simulations, and Fig.
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Figure 4.30: Comparison of stitched 1D fields used for optimisation and final tuned
fields.

4.31b shows the spectrum of the electrons obtained at the end of the imported CST

fields. Both show a similar structure, with the majority of the electrons falling

between 1.9 and 2.1 MeV and a second small peak around 1.5 MeV.

(a) Histogram of final electron energies from
optimised fields in Astra.

(b) Histogram of final energies obtained
from imported tuned CST fields.
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4.8 Mode Tuning

Once the amplitudes and frequencies of the accelerating cells had been tuned, the

coupling cells needed to be tuned to close the stop-band between the two π/2

modes. To tune the coupling cells, eigenmode simulations with magnetic boundary

conditions were used on two halves of the accelerating cells, as shown in Fig. 4.32.

For each pair of accelerating cells, the radius of the coupling cell was changed so

that the mode inside the coupling cell had a frequency of 5.712 GHz.

Figure 4.32: Model used to initially tune coupling cell π/2 mode.

Fig. 4.33 shows the S-parameter results from before and after the tuning on the

coupling cells. Before tuning, the modes were not symmetric about the operating

mode because the mode frequencies were shifted by the detuned coupling cells. The

mode at 5.7044 GHz was also quite close to the operating mode of 5.712 GHz, which

could cause issues as it may be excited when powering the structure. After tuning,

the modes are equally spaced around the centre frequency, as desired. As power

is coupled into these simulations from an accelerating cell, in order to check the

modes that are excited inside the coupling cells, an eigenmode simulation had to be

performed. The modes found from this simulation are shown in Fig. 4.34, where

there are now 9 modes. All the modes, aside from the first and last, closely follow
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the analytical dispersion curve, given by:

ωq =
√

ω2
a/(1 + kc cos (πq/2N) (4.48)

where N = 2 for a 9 cell structure and q is the mode number. This indicated that

the stop-band was closed. The first and last modes are far removed from the main

curve because the coupling from the first to the second cell is very high to allow for

a low amplitude first cell. Unfortunately, this separation is unavoidable, but it was

anticipated that this would not cause any problems during linac operation.

Figure 4.33: S11 vs. frequency and location of modes from frequency domain solver,
before and after tuning.

4.8.1 Beam Capture Tolerances

The resilience of the design to the tolerances on the cell lengths and field amplitudes

was then explored to see how sensitive the design was. The three quantities explored

were: the total capture efficiency, the capture efficiency of electrons with energies

> 1.5 MeV, % of electrons that back-stream to the cathode and the average kinetic

energy of the beam. The lengths and amplitudes of the first three cells were linearly

scanned and the quantities of interest evaluated. The results of the amplitude scan

of the first cell are shown in Fig. 4.35.
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Figure 4.34: Plot showing a comparison of the 9 modes in the structure with the
analytical dispersion for a 9-cell structure.

If the amplitude is too small, there is only a small effect on the capture and the

number of back-streaming electrons. However, this is not true if the cell amplitude

is too large. The % capture > 1.5 MeV and the total capture decrease rapidly

with only a +10-15 % error on the amplitude. This needed to be kept in mind if

the design were to be manufactured to ensure that the amplitude was as close to

the working design point as possible to avoid degradation of linac performance. A

similar story is seen in Fig. 4.36, where the results of the scan of β for the first cell

are shown. There is little effect on the outputs when the cell is shorter than the

design point, but the capture starts to drop off if the cell is ≈ 10 % too long, along

with a doubling of the number of back-streaming electrons. It also became apparent

that there was a reasonable variation in the results ±0.4 % with only minor changes

in length due to noise, which can be seen in the plot of the back-streaming electrons,

as the design point falls below most of the other points close by. This meant that

the final design would likely end up with a capture close to 3.2 % rather than 2.8

%.

The cell lengths and amplitudes of the second and third cells were also scanned,

but they were relatively resilient for errors up to 15 %. The only parameter that
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Figure 4.35: Effect of changing the amplitude of the first cell on they key outputs
of interest.

was significantly affected was the capture of electrons with energies > 1.5 MeV as

shown in Fig. 4.37. A positive error on the cell length causes electrons to slip

behind the main bunch and end up being accelerated to a lower energy. A negative

amplitude error on both cells, but particularly in the second cell, causes the peak

of the recaptured electrons to fall below 1.5 MeV, explaining the sharp drop. As it

was assumed that tuning the first cell would be the most challenging section of the

linac, an investigation into mitigation strategies was made to see if errors in the first

cell could be compensated for using the power supplied to the linac. The results of

these scans are shown in Fig. 4.38. All three curves for both the total capture and

back-streaming electrons have very similar shapes; this means that if there is, for

example, a -10 % error in A1 then this can be compensated for by increasing the

power. This relaxes the tuning requirements and means that the design offers some
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Figure 4.36: Effect of changing the length of the first cell on they key outputs of
interest.

Figure 4.37: Effect of errors on cell 2 and cell 3. Cell length error (left) and cell
amplitude (right).

flexibility, as the high capture can mostly be recovered using the gradient. This, of

course, comes at the expense of higher peak fields for an increase in power and a
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mean energy less than 2 MeV for a decrease in power, so this method would not work

for very large errors. Similar scans of the power were performed for the tuned CST

fields, with the results being very similar. These scans also show that the design

is relatively resilient to small changes in the power, and what matters most is that

the ratio of the amplitudes in the cells, especially in the first cell, is as close to the

design point as possible.

Figure 4.38: Scan of field on axis for a ±5 % error on the first cell amplitude.

4.9 Particle-in-Cell Design Verification

As the Astra optimisation was performed in 1D, a further design verification was

performed in the particle-in-cell (PIC) solver of CST studio suite. Both the electric
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and magnetic strength field maps from the tuned CST model were exported on a

grid in 3D, imported into the PIC solver and scaled to the required accelerating

gradient to match the Astra simulations. These fields are then interpolated onto

the hexahedral mesh used in the PIC solver. The imported fields are shown in Fig.

4.39.

Figure 4.39: Imported fields from tuned CST model in PIC solver. (Top) Electric
field, (Bottom) magnetic field.

The input macro particle distribution used for the Astra simulations were

modified in order to transform it into the (*.pit) file format that CST requires.

Each row represents the particle number, and there are 10 columns: coordinates x,

y, z, momenta (βγ)x, (βγ)y, (βγ)z, particle mass, charge, macro-particle charge, and

time. 100k macro-particles were used, with a macro-particle charge of 1 × 10−15.

The input distribution was the same as the one used for the ASTRA simulations,

and was 1 ns long, with a current of 100 mA and a 25 keV energy. The mesh was

set to 60 cpw, leading to 3.6M mesh cells. The simulation was run for 3 ns, enough

time for there to be no particles remaining at the end of the simulation. Phase-space

monitors and particle position monitors were set up to look at the bunch formation,

along with a 2D monitor at the end of the linac to measure the energy and number

of particles that reach the end. A shot from the particle position monitor is shown
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in Fig. 4.40, showing the bunches forming and confirming that the final energy is

around 2 MeV at the end of the linac.

Figure 4.40: Particle position monitor snapshot showing bunch formation and
exiting bunch at 2 MeV.

Parameter Tuned CST fields in Astra 3D PIC simulation
Ave K.E > 1.5 MeV (MeV) 1.92 1.95

Total capture (%) 91.7 91.8
Capture % > 1.5 MeV (%) 83.7 82.1
Electrons lost Z<Zmin (%) 2.8 4.2
Electrons lost Aperture (%) 5.4 4

Table 4.7: Tuned field 1D Astra simulation vs. full 3D PIC results for E = 45.13
MV/m.

Fig. 4.41 shows the bunching structure recorded at the end of the linac on a

2D particle monitor with a 0.01 ns resolution time. The tails of the bunches are

clearly seen with some of the electrons slipping into the proceeding bunches. The

final energy distribution of electron energies at the end of the linac is shown in Fig.

4.42. It is reasonably similar to those obtained using Astra shown in Fig. 4.31a

and 4.31b, although the second peak at 1.5 MeV is missing and is now distributed

evenly at lower energies. Table. 4.7 gives a comparison of the results obtained from

the 1D Astra simulations and the 3D PIC simulations. The average kinetic energies

and total capture align well, although the PIC simulation predicts 4.2 % electrons

returning to the cathode, as opposed to 2.8 % from the 1D field maps. This is most

likely due to the CST simulations including the entirety of the decaying field into
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the beampipe, whereas the Astra field import was cut off before the full decay. This

issues could be rectified by remodelling the fields with the correct decay into the

beampipe and then repeating the optimisation. The key result was that the total

capture efficiency is consistent, so the maximum percentage of electrons that can

return to the cathode is 8 %, still a significant improvement over common industrial

linac designs.

Figure 4.41: Particle energy vs. time recorded at the end of the linac showing the
bunches leaving the structure at 2 MeV.

Figure 4.42: Histogram of the beam at the end of the linac in the PIC simulation.
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X-ray Target Design

The next design step after the final linac design had been completed was the design

of the electron-photon conversion target. X-ray targets generate Bremsstrahlung

radiation through the Coulomb interaction between the incident electron beam and

the nuclei of the materials in the target. The electrons in the electron beam are

decelerated and this lost kinetic energy is given off in the form of heat and photon

radiation. As the spectrum produced by the target is a function of the electron

beam energy, the thickness of the target, and the target material atomic number

(Za number), these are typically the main design parameters of the target.

5.1 Target Theory

For a thick target where the range of electrons (the greatest distance of penetration

in a given direction) is much smaller than the thickness of the target, the intensity

of the spectrum produced from the target can be written as follows

I(hv) = CZa(Eb − hv) (5.1)

Where Eb is the kinetic energy of the electron beam, Za is the atomic number of the

target, hv is the photon energy and C is a proportionally constant [105]. Different
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materials have different electron-photon conversion efficiencies at different energies,

with some example materials and conversion efficiencies shown in Fig. 5.1. Typically,

targets are made from a high Z material to maximise the photon yield, with tungsten

being a popular choice due to its high melting point (3422 °C) meaning that it can

withstand a large temperature rise due to the energy lost as heat from the electron

beam [106]. Because of this, tungsten was the main material investigated for the

target design.

Figure 5.1: X-ray conversion efficiency for different energies and materials [107].

5.1.1 X-ray Production Processes

When the electrons in the beam hit the target, some of them will come very close to

the nucleus, causing a deceleration and change in direction due to the positive charge

in the nucleus. This process converts the kinetic energy of the incident electrons

into radiation, and is called breaking radiation or bremsstrahlung. The closer the

incident electron is to the nucleus, the higher the X-ray photon energy, but the

probability of an electron being closer to the nucleus also decreases with decreasing

distance. This gives rise to a characteristic X-ray spectrum as shown in Fig. 5.3,

with a high intensity at lower energies and a much reduced intensity as the curve

approaches the values of the highest photon energy.

117



Chapter 5. X-ray Target Design

Figure 5.2: Description of the bremsstrahlung process. Image sourced from [108].

Fig. 5.3 also shows examples of characteristic X-rays that are generated when

when energetic incident electrons interact with the electrons in the outer electron

shells of the target material and knock these electrons out of the shells. The

target atoms then become unstable, and electrons from outer shells transition to

fill the gaps and release radiation in the process, thereby giving peaks in the X-ray

spectrum.

Figure 5.3: Typical X-ray spectrum showing characteristic X-rays. [109].
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5.2 G4beamline Simulation Setup

In order to optimise the target with respect to the beam coming from the final

linac design, the beam parameters were exported at the end of the linac in ASTRA.

Using this beam, a Monte Carlo simulation was setup using G4beamline, which

is a Geant4-based particle tracking software [110]. Geant4 simulates the passage

of particles through matter by splitting the trajectories into discrete steps. At

each step, it calculates the probability of various interaction processes occurring

based on the properties of the particle and the material it is passing through.

These probabilities are determined using Monte Carlo sampling techniques. This

allows it to solve a multitude of problems involving particles and matter including

detector simulations for high-energy physics, energy deposition problems or for

solving sections of accelerator beamlines.

A histogram of the beam size exported at the end of the linac is shown in Fig.

5.4. The momentum of the beam from Astra was split into 500 bins, ranging from

0-2.8 MeV/c, and the number of electrons residing in each bin was found. Using this

with the parameters shown in Table. 5.1, a beam was constructed in G4beamline

in Gaussian format using the parameters exported from Astra.

Figure 5.4: Historgram of the final beam size at the end of the linac.

The rest of the geometry was setup as shown in Fig. 5.5. The target is a
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Quantity Value Units
σX 0.7558 mm
σY 0.7312 mm

σXP 5.75 dxdz
σY P 5.5683 dydz

Table 5.1: G4beamline gaussian beam parameters.

composite style target consisting of two disks, one made from tungsten, and one

from copper. Although tungsten has a high melting point, its thermal conductivity

is 174 W/mK at 20 °C compared to coppers 401 W/mK, therefore to effectively

remove the heat deposited by the beam, a copper backing is used. It is typical

practice to measure X-rays at a distance of 1 m from the source, so the detecting

region was placed 1 m from the target, as a 1 m diameter disk.

Figure 5.5: Simple diagram of target simulations showing composite two layer target,
incoming beam and X-ray detection area.

A visualisation of the process of the beam hitting the target is shown in Fig.

5.6, where the red trajectories are the electron paths, which are mostly scattered

from the target and end up going in the reverse direction. The green lines represent

the photons, and the cross-sectional view in Fig. 5.6b shows where the beam is

generated and the paths of some of the photons as they interact with the tungsten
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and copper.

(a) Full target (b) Zoomed cross section of target.

Figure 5.6: Images of simulation from G4beamline, red lines represent electron
trajectories and green lines represent photon trajectories.

Fig. 5.7 shows the low energy section of the spectrum of a 2 MeV Gaussian beam

hitting a tungsten target, the various peaks are given by the different characteristic

energies obtained from the various shell vacancies being filled. A description of the

process that gives rise to each peak is given in Table. 5.2

Figure 5.7: Low energy section of X-ray spectrum of a tungsten target showing
characteristic X-rays.
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Letter Energy (keV) Description
A 8.9 L-series peak
B 58 K-series peak (Kα1)
C 59.3 K-series peak (Kα2)
D 67.2 K-series peak (Kβ1)
E 69.1 K-series peak (Kβ1)
F 511 Electron-positron annihilation

Table 5.2: Various characteristic X-ray peaks for a tungsten target.

5.3 X-ray Target Optimisation

The only parameters available to optimise the target were the thickness of each of

the layers. The tungsten needed to be tuned to optimise the X-ray output of the

target, and the copper needed to be tuned as a trade-off between the target heating

and X-ray output. If the target is too thin, then there is not enough opportunity

for the incident electrons to interact with the target atoms and many electrons will

exit the target. As the target becomes thicker, photons generated at the front of

the target end up giving up their energy or scattering before reaching the detector;

therefore, there should be an optimum thickness for the target. Ideally, the electron

leakage from the target should also be minimal, so detectors were also set up behind

the target to measure this.

Three thicknesses of the copper backing were investigated, and for each copper

thickness a scan of the tungsten thickness carried out. An example of the spectra

generated for one of the scans is shown in Fig. 5.8. The figure shows that increasing

the thickness of the tungsten reduces the number of photons at lower energies,

reducing the total X-ray yield. The results showing the X-ray yield from all the

scans are shown in Fig. 5.9a, showing that the yield increases from 0.05 mm to

0.2 mm for all three copper thicknesses and then starts to drop off. The electron

leakage is shown in Fig. 5.9b, for both the 1.5 mm and 2 mm copper backings there

is a constant electron leakage, with an increase only seen when the copper backing

is 1 mm and the tungsten thickness is < 0.2 mm.
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Figure 5.8: Example of spectra for a tungsten (W) thickness scan with a 1 mm
copper (Cu) backing. Np/Max represents the number of photons normalised to the
maximum number from the scan.

5.4 Copper Target

Before the target design was finalised, an investigation was carried out to determine

whether a pure copper target could be used. This would improve the cooling of

the target, as it would be a solid piece, improving the heat flow from the target,

rather than having two pieces with a thermal contact resistance between them. The

results of the scan are shown in Fig. 5.10. The target needed to be at least 1.25

mm thick in order to minimise the electron leakage, but the maximum X-ray yield

occurred around 0.75 mm. A comparison of the generated spectrum for the copper

only target and the tungsten-copper target is shown in Fig. 5.11, the X-ray yield at

low energies < 0.2 MeV is higher for the copper only target, but for the rest of the

spectrum, the tungsten copper target provides a higher yield. As it was anticipated

that the heating of the target would not be excessive due to the reasonably low
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(a) X-ray yield vs. tungsten thickness for different copper backing thicknesses.

(b) Electron leakage measured behind the target vs. tungsten thickness for different copper
backing thicknesses.
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repetition rate, it was decided that the X-ray yield should not be compromised and

that a tungsten-copper composite target should be used.

Figure 5.10: Results for a copper only target. (Top) X-ray yield vs. copper thickness
(Bottom) Electron leakage vs. copper thickness

5.5 X-ray Target Heating

Although a 1.5 mm copper backing provided enough thickness to minimise the

electron leakage, the target heating needed to be explored to find a thickness of

copper suitable for removing the heat generated by the beam. The parameters used

for the preliminary study are shown in Table 5.3. Ansys mechanical simulations [111]

were set up in order to calculate the heating of the target. The initial geometry for

the simulations is shown in Fig. 5.12, which is a 3.6° slice to take advantage of the

symmetry of the problem. The section in the centre of the tungsten was cut out as

it would be used to deposit the heat generated by the beam in the simulation, its
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Figure 5.11: Comparison of spectra from a 1.75 mm copper target and a copper-
tungsten composite target.

radius is representative of the FWHM size of the beam. The physics preference was

set to non-linear mechanical, an element size of 1 × 10−4 was used, leading to 6200

elements for the slice.

Parameter Value Units
Copper thickness 1 mm

Tungsten thickness 0.2 mm
Pulse length 3 µs
Peak current 100 mA

Energy 2 MeV
Duty cycle 0.06 %

Beam FWHM 2 mm

Table 5.3: Parameters used for composite target heating study.

The peak power for the beam was calculated using

Ppk = VbIb (5.2)
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Figure 5.12: Geometry of initial target heating simulations showing tungsten layer,
copper layer, and tungsten section where the heat is generated.

where Vb is the beam voltage and Ib is the peak beam current. This is then multiplied

by the conversion efficiency of tungsten from Fig. 5.1, which is approximately 0.902,

as only 9.8 % of the initial kinetic energy is lost as bremsstrahlung for a 2 MeV beam.

This gave a power of approximately 180 kW, which was then converted into a power

density using the volume of the section where the heat was to be applied.

Figure 5.13: Transient heating applied to element of tungsten to represent heating
by the beam. (Top) A single pulse, (Bottom) multiple pulses at the 200 Hz repetition
rate.

The temporal pulse distribution that was applied to the heating element is shown
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in Fig. 5.13. The individual pulses are 3 µs long, and these come at the 200 Hz

repetition rate. When the pulse is high, the peak power is applied to the central

element. The thermal distributions at the start and end of the first and last pulses

are shown in Fig. 5.14. At the start of the pulse, all of the heating is in the tungsten

element, which then dissipates into the rest of the tungsten and copper, with the

average temperature remaining low at the end of the first pulse. The maximum

temperature is seen at the copper wall which is at the water temperature of 35 °C.

However, at the end of the last pulse, the average temperature of the target has

risen at the beginning of the pulse, and at the end of the pulse, the 35 °C water is

now providing cooling, as there is a temperature gradient across the entire target.

The right boundary of the simulation is held at one temperature (35 °C) which is

the assumed temperature of the cooling water that would be used to cool the target.

The transient thermal simulation was run until the average heating of the target

reached a steady state value, with the maximum temperature in the target vs. time

for the target shown in Fig. 5.15 for two different boundary temperatures. Every

pulse there is a sharp rise in temperature and then a decay until the next pulse

arrives; this decay reaches a higher minimal value with every pulse until the system

reaches a point where the maximum and minimum target temperatures do not

change at ≈ 0.1 s. Changing the boundary temperature reduces both the maximum

temperature and the minimum temperature. The same water used to cool the

linac was expected to be also used for the target, so it was likely that the water

temperature would be between 25 °C and 35 °C.

5.6 Energy Deposition Model

Although the cylindrical model for the deposition of energy into the target provided

some insight into the target heating, a more accurate method was employed using

the measured energy deposition in the target from G4beamline. Fig. 5.16 shows

how the energy deposited in the target was measured. The target was split into
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Figure 5.14: Heat distribution within the target. From top to bottom, start of the
first pulse, after the decay of the first pulse, start of the last pulse, after the decay
of the last pulse.

slices longitudinally and into concentric rings radially, with the energy deposited

recorded for each section. The maximum energy is deposited around 0.05 mm into

the target, with the radial deposition following a Gaussian shape. Deposition into

copper is also shown, which decays to close to zero by 1 mm into the target.
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Figure 5.15: Maximum temperature in the target vs. time for two different boundary
temperatures.

The radial deposition was fit to a Gaussian of the form

y(x) = Ae− (x−µ)2

2σ2 (5.3)

and then this curve was used to define the Gaussian geometry shown in Fig. 5.17.

Then each section was given a power density corresponding to the measured energy

deposition. A similar set of results to the initial cylindrical shape are shown in

Fig. 5.18. The initial distribution decays to a very similar shape as the cylindrical

model, despite the very different initial distribution. The key difference between

the models becomes clear when the maximum temperature in the target vs. time

are compared, as shown in Fig. 5.19. There is a nearly 30 °C difference in the

maximum heating of the target, showing that the cylindrical model overestimates

the maximum temperature by around 12 %.

5.6.1 Optimal Target Thickness

The temperature of the copper backing should be kept well below 600°C in order to

minimize grain growth, and ideally, both the tungsten and copper should be kept

below 1/2 of the melting point (so 540 °C for copper and 1700 °C for tungsten) [112].

With this in mind, a scan of the thickness of the copper backing was performed,
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Figure 5.16: (a) Longitudinal energy deposition in the target. (b) Area independent
energy deposition radially in target. (c) Longitudinal energy deposition in copper
backing. (d) Longitudinal slices used to measure energy deposition. (e) Concentric
segments used to measure radial energy deposition.

131



Chapter 5. X-ray Target Design

Figure 5.17: Gaussian heating model used for a more accurate assessment of target
heating.

Figure 5.18: Gaussian heating thermal distributions. (Top) start of the last pulse,
(Bottom) after the decay of the last pulse.

using the Gaussian deposition model, and the results are shown in Fig. 5.20. When

the copper backing is only 1 mm thick, the maximum temperature reaches nearly 350

°C. Once the thickness is increased to 1.5 mm, this maximum temperature drops by

≈ 100 °C, but a further increase to 2 mm gives a much smaller drop in the maximum

temperature. If the copper is too thin, then there is a bottleneck between where the

bulk of the energy is deposited and the water cooling. Once the thickness reaches a

certain threshold, this bottleneck disappears, and further thickness increases do not

provide significantly more cooling.
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Figure 5.19: Comparison of target heating for a single cylinder and the gaussian
model.

Figure 5.20: Comparison of maximum target temperature vs time for three copper
backing thicknesses, using a gaussian deposition model.

5.7 Final Design

The final thickness of the copper backing was chosen as 1.5 mm, sufficient to reduce

electron leakage and provide enough thermal mass for cooling. As a check, to see the

quality of the X-rays being generated, another G4beamline simulation was carried

out, using a pure Gaussian electron beam centred at 2 MeV. This was then compared

with the X-ray spectrum generated by the beam from the tuned CST field Astra

model, as shown in Fig. 5.21. This comparison shows that the beam from the linac
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provides an X-ray performance very similar to a Gaussian beam at 2 MeV, showing

that the quality of the optimised beam would be sufficient for X-ray production.

Figure 5.21: Comparison of final X-ray spectrum 1 m away from the target for a
Gaussian beam and the beam generated from the tuned CST Astra model.
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Linac Thermal and Mechanical

Analysis

This chapter details all the thermal considerations that were made for the linac

design. This includes an analysis of thermal effects during the manufacturing

process, single-cell simulations to find the minimum acceptable cavity wall thickness,

and a full thermal analysis, including computational fluid dynamics (CFD) studies

to ensure the full linac heating during operation was at an acceptable level.

6.1 Basic Heat Transfer Theory

There are three different ways for heat to be transferred: conduction, convection,

and radiation. Heat will always be transferred from a warmer area to a colder

one, and with no sources, will stop when the temperatures of the two areas have

equalised. The three processes are briefly described below:

6.1.1 Conduction

Conduction is the transfer of energy through particle collisions and diffusion of

molecules during random motion. It can occur in solids, liquids, and gases. In

solids, the energy is transported by free electrons. It is described by Fourier’s law
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of heat conduction

Q̇cond = −kA
dT

dx
(W ) (6.1)

where Q̇cond is the rate of heat conduction, k is the thermal conductivity, A is the

area normal to the heat flow and dT/dx is the temperature gradient. This reveals

that the rate of heat flow is dependent on the thickness of the material, the surface

area, the difference in temperature between the two regions and the type of material.

The thermal conductivity of a material is defined as the rate of heat transfer through

a unit thickness of material per unit area per unit temperature difference and can

vary widely between materials, for example the difference between copper and air

at room temperature is four orders of magnitude [113].

6.1.2 Convection

Convection is the mechanism of heat transfer of a solid surface and a fluid or gas

moving over it, combining the effects of conduction and the movement of the fluid

[113]. There are two types: forced convection, where a fluid is forced over a surface

externally, such as using a pump to move water or a fan to blow air, and natural

convection, where the flow is caused by natural density differences in the fluid due

to temperature gradients. It is described by Newton’s law of cooling

Q̇cond = hAs(Ts − T∞) (W ) (6.2)

where h is the convection heat transfer coefficient (HTC), As is the surface area,

Ts is the temperature of the surface and T∞ is the bulk fluid temperature far from

the surface. The value of the HTC depends on several factors including surface

geometry, fluid properties, fluid velocity, and the type of fluid motion [113].
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6.1.3 Radiation

The final mechanism is radiation, which is the transfer of energy through EM waves.

It does not require the surfaces to be touching and is an important consideration for

the thermal loads of superconducting cavities [114]. The heat exchange between two

surfaces is the balance between the radiation emitted from the first and absorbed

by the second and the radiation emitted by the second and absorbed by the first, it

is given by [115]

Q1−2 = ϵσ(T 4
1 − T 4

2 )A1F12 (W ) (6.3)

Where Q1−2 is the heat transfer from surface 1 to surface 2, ϵ is the emissivity of

the surface (between 0 and 1), σ is the Stefan-Boltzmann constant, A1 is the surface

area of the first surface, and F12 is the geometric view factor which is the fraction of

the total radiation leaving the first body being absorbed by the second, it depends

on the orientation of the surfaces and how well they can ’see’ each other.

6.2 Thermal Effects During Manufacture

An important aspect considered when deciding on the final thickness of the wall was

the potential thermal effects, both from the cavity manufacturing process and from

heating during operation. Historically, many methods of forming normal conducting

RF structures have been used, including: machining, rolling, forging, spinning, and

hydroforming [116]. Machining is generally preferred as it is more accurate, with

recent advancements in precision machining using diamond tools giving µm precision

[117]. Once the cells have been made, they need to be joined, and here a number of

techniques also exist, the key ones being brazing, diffusion bonding, electroplating,

electron-beam welding, and inert-gas arc welding [116]. Both types of welding

can cause defects in the joins that can limit the gradient and lead to increased

breakdowns; therefore, brazing and diffusion bonding are generally preferred for

normal conducting structures, and newer methods are also being investigated, such
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as Tungsten Inert Gas (TIG) welding [118]. Currently, a typical copper cavity is

manufactured by first machining a block of oxygen-free high thermal conductivity

(OFHC) copper to create one cell of the structure. These cells are then stacked

and combined using brazing or diffusion bonding [116]. These methods can also be

used to attach two halves of a full structure instead of individual cells if required.

Brazing requires the use of a filler material such as BVAg-8 (72 % silver, 28 %

copper, Tm = 779°C) that has a lower melting temperature than copper [119]. It is

placed around the edges of the two halves, and the structure is heated, melting the

filler material that then flows into the joints through capillary action, electrically

connecting the structure’s two halves. A basic schematic of this method is shown

in Fig. 6.1. Diffusion bonding, on the other hand, requires the copper to be held at

Figure 6.1: Schematic of basic brazing technique.

a slightly lower temperature of approximately 1030°C, but for significantly longer (

1hr 30 vs. 20 min). Large pressures are also applied to bond the halves together

which can increase the risk of deformation and material evaporation. In addition, a

good surface finish, on the order of nm is required for diffusion bonding, increasing

the cost. As diffusion bonding does not require a filler metal between the joining

surfaces, potentially dangerous residues contaminating the cavity and bad joints can

be avoided. It is is normally more costly to manufacture the cavity using diffusion

bonding, and it was known that high gradients would not be required, so for this
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design, it was assumed that the process of brazing would be used. A typical brazing

Figure 6.2: Typical temperature vs. time brazing curve [120].

temperature curve is shown in Fig. 6.2. The structure is heated in several stages,

eventually reaching a temperature very close to its melting point of 1084 °C. It is

well known that when metals are heated to high temperatures and subjected to

low stresses, they can undergo diffusional flow, which could cause a deformation of

the nose cone in the design [121]. It was assumed that this effect would be more

significant if the wall thickness was very thin, reducing the load handling capacity

of the wall, and therefore simulations would need to be performed to validate this

assumption and find how much deformation would occur. Fig. 6.3, shows the

two types of diffusion that can occur at high temperatures and low stresses, grain

boundary diffusion [122] (Coble creep) at lower temperatures and lattice diffusion

(Nabarro-Herring creep) [123] at higher temperatures. The formulas for the strain

rates for both types of diffusion are given in Fig. 6.4. It is interesting to note

that Coble creep has a dependence of 1/d3 on the grain size within the copper and

Nabarro-Herring has a dependence of 1/d2, meaning that the grain size and the way

the material is initially prepared has a large effect on the strain rates experienced

during brazing.

In order to perform simulations of this non-linear process, the temperature

dependent properties of OFHC copper had to be obtained so that they could be

used as material properties in the simulations. The first properties of the materials
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Figure 6.3: High temperature diffusion mechanisms [121].

Figure 6.4: Low pressure, high temperature diffusion mechanisms. Image sourced
from [124].

obtained where the temperature-dependent diffusion coefficients [125, 126] shown in

Fig. 6.5. From this, the strain rates for both types were calculated using the formulas

in Fig. 6.4, we can clearly see that Nabarro-Herring creep becomes the dominant

mechanism when T > 760 ◦C as expected. In order to use this information in Ansys
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Figure 6.5: Diffusion coefficients (left) and strain rates (right).

Mechanical [127], the strain rate had to be in the following form

˙ϵcr = x1σ
x2tx3e−x4/T (6.4)

where ˙ϵcr is the strain rate, σ is the applied stress, t is the time dependence, T is

the temperature and x1−4 are the constants that needed to be found by fitting to

experimental data. In order to incorporate both types of stress, the strain rates

had to be summed, which then meant a piecewise fit had to be used to find the fit

constants. By splitting the strain rate into 3 sections, a good fit was obtained as

shown in Fig. 6.6.

6.2.1 Ansys Results

The Ansys simulations were set up as shown in Fig. 6.7 with a symmetric quarter

model of one cell. The element size was set to 1 × 10−4 and the physics preference

set to non-linear mechanical. A frictionless support was used at the bottom with

a pressure equal to 2 kg applied at the top, which would typically be used to

keep the cavities still during the brazing process. The brazing curve in Fig. 6.2

was imported and applied as a thermal condition to the model. The temperature-

dependent material properties were then imported with the values used shown in
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Figure 6.6: Piece-wise fit to strain rate.

Fig. 6.9 and a nonlinear coupled thermal-structural simulation set up to solve the

problem.

Figure 6.7: Single cell thermal deformation model (left), Parameters in model
(centre) deformation after heating (right).

A typical curve showing the maximum (green), minimum (red) and average

(blue) deformation in the vertical direction is shown in Fig. 6.8, we can see that

the deformation follows the temperature curve nicely, but once the temperature is

removed, some residual deformation is left which is the deformation due to diffusion.

An example of where the maximum deformation occurs is shown in Fig. 6.7, where

we can clearly see the nose cone sagging in the centre. Finally, various parameters

were scanned to gauge the effect on deformation, including wall thickness, shell
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Figure 6.8: Deformation vs. time Ansys result, maximum (green), minimum (red)
and average (blue) deformation in the vertical direction.

thickness, and assumed grain size in copper; the results are presented in Table 6.1.

Decreasing the wall thickness and the shell thickness both increased deformation,

but the effect was relatively minor; the largest effect was the grain size, which, when

reduced to 40 µm from 60 µm, caused the deformation to double. However, it was

judged that all the deformation values were most likely acceptable based on previous

work measuring iris deformation during diffusion bonding [128]. Therefore, it was

unlikely that deformation during manufacture would be a limiting factor for the wall

thickness, as long as the shell is thick enough.

Grain size (µm) Wall thickness (mm) Shell (mm) Max deformation (µm)
40 2 5 6.54
60 2 5 3.21
80 2 5 1.53
60 1 5 3.8
60 2 5 3.21
60 3 5 2.74
60 2 2 3.05
60 2 5 2.77
60 2 10 2.67

Table 6.1: Effect of parameters on deformation.
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Figure 6.9: Temperature dependent material properties of copper obtained from
[124, 129]. Top left to bottom right: thermal conductivity, coefficient of thermal
expansion, specific heat capacity, Young’s modulus, density, pressure.

6.2.2 Heating During Operation

Another heating effect that was considered was RF heating during operation. When

the cavity is in operation, RF power will dissipate in the walls, eventually causing

thermal deformation and an expansion of the cavity. The key consideration is

whether enough heat can be extracted from the nose cone region if the wall thickness

is made excessively thin. Thermal simulations were set up using CST studio suite

using both the electromagnetic and thermal solvers [130]. The cavity surface losses

were calculated using the electromagnetic fields generated in the eigenmode solver,
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and then imported as thermal losses in the thermal solver. Before the fields are

imported, they were scaled using an assumed average input power of 1 kW (estimated

using the duty cycle and peak power). The heat capacity of the copper used was

0.39 kJ/K/m and the electrical conductivity used was 5.8×107 S/m. Four cooling

channels were inserted into the corners of the structure, each with a radius of 7 mm;

these pipes were fixed at 35 °C to represent the distilled water while the rest of

the copper had an initial temperature of 35 °C. The approximation of a fixed water

temperature is used as there should be a small temperature rise in the water across

a short section of the pipe. Holding the water temperature constant represents an

infinite flow of water, and will only give an estimate of the temperature gradient

due to the thermal conductivity of the copper, which was the value of interest when

simulating the single cell. The automatic mesh refinement was used, with a 10 %

refinement on each pass, and a maximum energy deviation of 0.001, a typical number

of elements was 70000 tetrahedrons. The results for three different wall thicknesses

along with the thermal model are shown in Fig. 6.10, where it can be seen that

reducing the wall thickness significantly increases the temperature increase of the

nose cone region in steady-state.

The exact results of the increase in temperature are plotted in Fig. 6.11.

Originally a wall thickness of 2 mm was chosen for the design, but after consideration

and discussion with the industrial partners, it was decided that the wall thickness

should be increased as the design needed to be as robust as possible. Increasing

the wall thickness from 2 mm to 2.5 mm reduced the temperature by ≈ 0.8 °C,

while going from 2.5 mm to 3 mm only reduced the temperature by ≈ 0.2 °C.

There is a trade-off as the shunt impedance is reduced as the wall thickness is

increased, also shown in Fig. 6.11. It was eventually concluded that 2.5 mm

would be more appropriate, as there was a diminishing benefit in increasing the

wall thickness further to 3 mm, and the shunt impedance drops off significantly for

a wall thickness of 3 mm. The diminishing thermal benefit is due to the fact that

as the wall thickness reaches the thickness of the nose cone, most of the heat can be
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dissipated away efficiently as the thermal bottleneck is removed.

Figure 6.10: Heating during operation (single cell). Left to right: 3 mm wall
thickness, 2 mm wall thickness, 1 mm wall thickness, cooling pipe arrangement.

Figure 6.11: Nose cone temperature rise and shunt impedance vs. wall thickness for
the single cell geometry.

6.3 Single Cell Frequency Analysis

A single cell thermal simulation was also set up to investigate single-cell frequency

shifts. The β = 1 single cell was re-simulated in Ansys HFSS in order to have the

surface losses to use in the thermal solver. Ansys was used as it has the capability of

performing coupled thermal-mechanical-electromagnetic simulations. These losses

were scaled to the input power for one cell ≈ 160 W and then imported into the
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thermal solver. As before, the pipe sections were held at 35 °C. Once the thermal

distribution was found, this was transferred to the mechanical solver to estimate the

deformation in the cell. The ends of the cell were fixed to allow the cell to deform

transversely. Once the deformation had been found, it was then re-imported back

into the electromagnetic solver in order to look at the effects on the frequency. The

steps of this process are shown in Fig. 6.12 with the electric field plotted on the

deformed mesh shown in Fig. 6.13. The frequency shift obtained was 2.35 MHz

which is relatively large, on the order of the cavity bandwidth. For security linacs

auto-frequency tuning is typically used where the frequency of the magnetron is

adjusted using a motor and tuning device, which allows for the compensations of

such large frequency shifts as long as the linac field flatness remains acceptable [131].

This is in contrast to HEP machines where the water temperature is adjusted to

bring the frequency of the linac to the nominal value, as it must remain constant for

the beam synchronisation requirements. Although fixing the walls in the longitudinal

plane is not a bad assumption, it causes excessive deformation in the transverse plane

leading to a large shift; in reality this shift was expected to be smaller for each cell,

but this needed to be confirmed with a full linac analysis.

6.4 Full Linac Thermal Analysis

During operation, when RF power is dissipated into the walls of the cavity, this

heating causes a thermal deformation of the cavity, which in turn causes a frequency

shift and can also affect the amplitudes in the cells, leading to asymmetric fields and

degradation of the field flatness. Ideally, the thermally induced frequency shift

should be within the bandwidth of the linac so that operation is not affected,

although this shift can be compensated somewhat by adjusting the inlet water

temperature. The deformation and field errors are dependent on the input power,

the linac geometry, the placement of the pipes, and the properties of the cooling fluid.

For this case, the heat load will be significantly smaller in the first few cells due to
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Figure 6.12: Steps required for single cell frequency shift analysis. (Top left) Single
cell model in HFSS. (Top right) Imported heat flux from HFSS into the thermal
solver. (Bottom left) Single cell thermal deformation. (Bottom right) Temperature
distribution from thermal solver.

Figure 6.13: (Left) Displaced electric field after thermal deformation. (Right)
Displacement due to deformation.

the reduced amplitude there, which could cause a larger effect on the field flatness

compared with a constant gradient cavity. Therefore, a full thermal analysis was
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required to quantify this effect. This section details the studies that were performed

on a full linac under different operating conditions. It should be noted that this

thermal analysis was performed on a previous design iteration, so there were slight

differences in the first and second cells, although it is assumed that these differences

will not affect the thermal performance significantly since the input power, field

distribution, and cell shapes were very similar.

6.4.1 Forced Convection

The typical case for forced convection is the flow of water through tubes, to provide

heating or cooling. This is also the case for normal conducting cavities, so the key

theory for flow in tubes is presented here to give context for the next sections in the

chapter.

6.4.1.1 Mean values

The analysis of fluid flow is normally approximated to be a one-dimensional problem,

and the properties of the fluid are assumed to be uniform across the cross-section.

The fluid velocity across a section of pipe with fluid flowing changes from zero on

the surface of the pipe to a maximum in the centre; a mean velocity is defined from

the conservation of mass

ṁ = ρVmA =
∫

A
ρV (r, x)dA (6.5)

where ṁ is the mass flow rate, ρ is the fluid density, A is the cross-sectional area

and V (r, x) is the velocity profile. As fluid flows through a pipe and is heated or

cooled, a temperature gradient forms through the cross section from the surface to

a maxima or minima in the centre of the fluid flow. A mean temperature is defined

from the conservation of energy

Ė = ṁCpTm =
∫

ṁ
CpTδṁ =

∫
A

ρCpTV dA (6.6)
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where Cp is the specific heat of the fluid [113]. The fluid properties are evaluated at

a bulk mean fluid temperature, an average of the inlet and outlet temperatures

Tb = Ti,m + To,m

2 (6.7)

where Ti,m and To,m are the mean inlet and outlet temperatures, respectively.

6.4.1.2 Boundary Layers

As fluid flows through pipes, the particles closest to the edge will eventually come

to a complete stop due to frictional contact with the surface of the wall, which then

causes friction for the next layer. For the mass flow rate to remain constant, the

velocity of the fluid at the centre has to increase and a velocity boundary layer

is formed between the wall and the fluid. The thickness of this layer increases

until it finally reaches the centre of the pipe and the distance it takes to reach the

centre is called the entrance length. It is typically around 10 diameters long, so

for long straight pipes, this region is negligible compared to the length of the pipe

[113]. Along with the velocity boundary layer there is also a thermal boundary layer

where the temperature profile varies (along with the HTC) until it also becomes fully

developed. These layers are shown in Fig. 6.14.

6.4.2 Heat and Cooling for Linacs

The following formulas apply to straight pipe geometries and describe the heat

transfer between the pipe and a distributed heat source, which is the power lost on

the cavity walls. The average total temperature rise in the water used for cooling

the structure can be estimated from the conservation of energy for steady state flow

using [81]:

∆T = Q̇

Cp · ṁ
, (6.8)

where Q̇ is the heat added to the system (i.e. the power dissipated in the cavity

walls), Cp is the specific heat of the fluid, ∆T is To,m − Ti,m (the average outlet
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Figure 6.14: Boundary layer formation at the start of a pipe, also showing the
variation of the HTC in this region. Image sourced from [113].

temperature minus the average inlet temperature) and ṁ is the mass flow rate of

the fluid given by:

ṁ = ρVmA, (6.9)

where Vm is the mean fluid velocity and A is the cross-sectional area of the pipe.

There are two options for considering the thermal conditions at the surface

• Constant surface temperature, Ts = constant

• Constant surface heat flux, q̇s = constant

The surface heat flux is defined as

q̇s = hlocal(Ts − Tm) (6.10)

Where hlocal is the local heat transfer coefficient at a certain location. For the linac

case, we assumed that the surface temperature was constant for the initial analysis.

For an average input power of 800 W and a mass flow rate of 0.08 kg/s, a water

151



Chapter 6. Linac Thermal and Mechanical Analysis

temperature rise of 2.39 °C is obtained. The temperature difference between the

fluid and the surface of the walls of the copper pipes, for an assumed constant

surface temperature, is given by:

∆T = Q̇

hLπD
, (6.11)

where L is the length of the pipe system, D is the hydraulic diameter. This

temperature difference between the fluid and the surface decays exponentially along

the length if the surface temperature is assumed to be constant, meaning that after

a certain length there will be no improvement in the heat transfer for an increasing

length of the tube. In practice, neither assumption is true for our case where the

surface temperature and the surface heat flux will change along the length, though

this analytical analysis is useful in the first instance to estimate the temperature

rises and gradients for the system. In the formula above, h is the average heat

transfer coefficient (HTC):

h = Nu · κ

D
, (6.12)

where k is the thermal conductivity of the fluid and Nu is the Nusselt number given

by the Gnielinski equation for turbulent flow in tubes:

Nu =
(f

8 )(Re − 1000)Pr

1 + 12.7(f
8 )1/2(Pr2/3)

. (6.13)

Here, Re is the Reynold’s number, which provides information about whether the

flow is turbulent or not. It is given by:

Re = ρvD

η
= 994.1 · 2.85 · 0.06

7.26 × 10−4 = 23400 (6.14)

where ρ is the density of water, v is the fluid velocity and η is the dynamic viscosity.

For the case of 6 mm pipes, a 0.08 kg/s mass flow rate and water at 35 °C a Reynold’s

number of 23400 is obtained, which is well over the threshold for turbulent flow (≈
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4000). The Prandtl number describes the ratio of viscous to thermal diffusion and

is given by:

Pr = η · cp

κ
. (6.15)

Finally, f is the Darcy friction factor, which, for a completely filled pipe with Re >

4000, is given by:
1√
f

= −2 log
(

ϵ

3.7Dh

+ 2.51
Re

√
f

)
(6.16)

Where ϵ is the pipe’s roughness height, and Dh is the hydraulic diameter of the

pipe. As the formula is implicit, it is normally solved numerically, although recently

accurate explicit approximations have been made [132], the one used here gives f as

f =
(

8.128943 + A1

8.128943A0 − 0.85859209A1 ln( A1
3.7099535Re

)

)2

(6.17)

where

A0 = −0.79638 ln ( ϵ/D

8.208 + 7.3357
Re

) (6.18)

and

A1 = Re(ϵ/D) + 9.3120665A0 (6.19)

To calculate the required pumping power, first, the pressure pressure drop along

the pipe is calculated using

∆P = f
L

D

ρV 2
m

2 (6.20)

then the required pumping power is found from

Ẇpump = V̇ ∆P (6.21)

where Wpump is the required pumping power and V̇ is the volumetric flow rate. An

estimate for the pumping power required for the linac was found to be less than 5

W for a pipe diameter of 6 mm and a length of 3 metres. The input parameters and

initial calculated values are summarised in Table 6.2.
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Parameter Value Units
Pipe diameter 6 mm
Water density 994.1 kg/m3

Initial mass flow rate 0.08 kg/s
Fluid velocity 2.85 m/s
Average input power 800 W
Dynamic viscosity 7.26×10−4 Ns/m2

Prandtl number 4.96 -
Reynolds number 23399 -
Friction coefficient 0.02550 -
Nusselt number 149.55 -
Heat transfer coefficient 15478 W/(m2K)
Outlet water temperature rise (To,m − Ti,m) 2.38 ◦C
Boundary temperature rise (Ts-Tm) 4.68 ◦C

Table 6.2: Initial analytical calculations of thermal properties.

6.4.3 HFSS Results

In order to compare the analytically calculated values with those obtained from

Ansys, the first step was to re-simulate the RF structure in HFSS to make sure

that the results were the same as those obtained from the original CST design. The

reason for doing this is that HFSS is linked to the Ansys mechanical solver, allowing

for the correct surface losses to be imported, and for the effects on the frequency to

be quantified after thermal deformation. The vacuum model was set up in HFSS

and ran with the driven modal simulation type, with the mesh set to a 5 µm surface

deviation and a 10-degree normal deviation. A comparison to the results obtained

in CST for S11 and the absolute value of the longitudinal electric field is shown in

Fig. 6.15. The electric field in the transverse plane is also shown in Fig. 6.16. The

S-parameters aligned well although a slight difference in amplitude was observed in

the second and last cells between the models. This difference is small and could

be due to slight mesh differences between the models, causing more reflections and,

therefore, a difference in the field pattern.
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Figure 6.15: (Left) Comparison of S11 from the CST and HFSS models. (Right)
Comparison of the the absolute value of Ez on axis for the CST and HFSS models.

Figure 6.16: Plot of the absolute value of the HFSS electric field in the x-y plane.

6.5 Steady State Thermal Analysis

The full thermal analysis of the linac was performed using Ansys products. HFSS

was used for the RF simulations, the mechanical solver for the thermal and structural

simulations, and Ansys Fluent for the CFD analysis [127]. It was selected because

it has the capability of performing full coupled RF-thermal-mechanical simulations

that allows the investigation of the effects of thermal deformation on the frequency

and fields, and it has previously been used successfully to analyse many RF cavity

and accelerator system designs [133–139].

The general process for the simulation flow is shown in Fig. 6.17. Once the

RF surface losses have been obtained, they are imported into the steady-state (SS)

solver and mapped to the inner surface of the cavity. Typically, the heat transfer
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coefficient is calculated using the formulas given in section 6.4.2, applied to the

boundaries of the fluid and the solid as a constant value and then the thermal solver

is used to find the temperature distribution map; this is then imported into the

structural solver to find the stresses on the cavity surface and the displacement.

The displaced mesh can then be re-imported back into HFSS to close the loop and

find the effects on the frequency and fields. A more accurate approach would be to

perform CFD simulations of the pipes, including the real water flow, in order to find

the thermal distribution, but this process can be time and resource-consuming, so

using analytical approximations would be preferred. Both methods were explored

for the design, and a comparison was made between analytical calculations of the

heat transfer coefficient and those obtained from a CFD analysis.

Figure 6.17: Simulation process flow for analysing the thermal deformation of RF
cavities showing two options for obtaining the thermal distribution.

6.6 SS Simulation Setup

Once the HFSS simulation had been run, the surface losses were calculated on the

internal faces of the linac. These losses are shown in Fig. 6.18 with the maximum

losses being observed around the coupler and in the second cell as these areas were
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where the magnetic fields were strongest.

Figure 6.18: RF surface losses calculated in HFSS.

The steady state thermal solver was then setup as shown in Fig. 6.19. To

simulate the water, thermal elements (SURF152 [140, 141]) were used along the

lengths of the pipes, with a mass flow rate and a water inlet temperature set at

nominal values of 0.08 kg/s and 35 °C, respectively. The heat transfer coefficient

for the pipes was set to 15478 W/m2K as calculated previously. The convective

heat transfer coefficient to air was set to 10 W/m2K, which is reasonable for a well

ventilated room as described in [142]. The RF losses were mapped to the surface

labelled E in Fig. 6.19 and scaled to the average linac input power of 800 W. The

mapped and scaled losses are shown in Fig. 6.20, the small specs shown are where

there were inconsistencies in the mapped mesh elements meaning these elements

received no flux, but they are very small and were considered unlikely to effect

the results significantly. The resulting temperature distribution for 800 W of input

power is shown in Fig. 6.21, with the temperature along the thermal elements in

the water shown in Fig. 6.22. The largest temperature rises are observed on the

second cell and fourth cell iris’ with approximately a 3.7 °C gradient seen between

the second cell iris and the outer wall. The temperature increase of the water was
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2.37 °C, as expected from the calculated values in Table. 6.2.

Figure 6.19: Setup of steady state thermal simulation showing imported flux faces,
convection to the water pipes and air, and the inlet of the pipes.

Figure 6.20: Mapped and scaled RF surface losses from HFSS into the SS solver,
maximum values are seen on the slots connecting to the coupler.

6.7 Thermal Deformation

Once the temperature distribution had been obtained, a static structural simulation

was setup to investigate the deformation resulting from the heating. The thermal

distribution was mapped from the SS solver to the structural mesh. For the
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Figure 6.21: Steady state thermal temperature distribution.

Figure 6.22: Temperature rise along thermal elements in SS solver.

structural solver, a fixed displacement boundary must be placed in at least one

location in order to constrain the model adequately. Three cases were considered as

shown in Fig. 6.23. For the first, the structure was fixed at the two ends, in this case

the maximum displacement is seen on the vacuum port and coupler as the structure

stretches in the transverse plane. For the second case, the boundaries were placed

on the edges of the coupling port and vacuum port, the maximum deformation is

now observed at the ends of the structure as the structure deforms longitudinally. In

the final case the structure was fixed at all four points and the resulting deformation

looks like a combination of the two previous cases.

The equivalent von Mises stress for the three cases is shown in Fig. 6.24. The

yield stress for fully annealed OFE copper is around 62 MPa [73], and the maximum

stress seen on any of the models is 56 MPa so well below the plastic deformation
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Figure 6.23: Total deformation for three different boundary cases. (Left, 800x
magnification), Fixed at ends, (Centre, 500x magnification ), Fixed top and bottom,
(Right, 800x magnification), Fixed at all four locations.

limit.

Figure 6.24: Von Mises stress for the three boundary cases. Total deformation for
three different boundary cases. (Left) Fixed at ends (Centre) Fixed top and bottom
(Right) Fixed at all four locations.

6.8 Frequency and Field Errors

The final step in the analysis process was to re-simulate the structure in HFSS using

the deformed mesh to look at the frequency shift and field errors. The displaced

mesh was taken from the structural solver and mapped to the HFSS mesh, and the

resulting deformed mesh is shown in Fig. 6.25 for the case where the structure is

fixed at the two ends. An example of the perturbed fields is shown in Fig. 6.26.

Once the electric fields from the deformed mesh had been obtained, they could

be compared to the original to find the field error along the length of the linac. The

field error was calculated using:
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Figure 6.25: Deformed mesh in HFSS, used to re-simulate structure.

Figure 6.26: Absolute value of the electric field after simulating the deformed mesh
in HFSS.

% field error = Edeformed(z) − Eoriginal(z)
Eoriginal

× 100 (6.22)

This field error is shown in Fig. 6.27 for the three fixed displacement cases.

The areas where the error seems to asymptotically increase is due to a slight shift

in the zero crossing position of the fields. This is shown more clearly in Fig. 6.29

where the absolute error in the fields is shown for two of the cases, when the field is

deformed slightly the position of the minima shifts leading to a divide by 0, causing

a large percentage error. The maximum field error was always observed in the first

cell, up to ≈ 1 % for the cases where the structure is fixed at the ends. The second

cell and last cell saw approximately a 0.5 % error for these cases and cells 3/4 were
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relatively unaffected. Fig. 6.28 shows the effect of increasing the linac power from

800 W to 1.2 kW for the case where all four sides are fixed. The error is increased by

approximately 60 % in the first cell, 50 % in the second cells with a smaller impact

seen in the other cells.

Figure 6.27: Electric field error on axis after mechanical deformation.

Figure 6.28: Electric field error on axis after mechanical deformation for varying
average power levels in the linac.

6.8.1 Frequency Errors

As well as comparing the errors in the fields, the frequency shift of the π/2 mode

can also be found for all the cases, being listed in Table. 6.3. For all the cases,
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Figure 6.29: Absolute error on the electric field on axis after mechanical deformation.

approximately a 1 MHz frequency shift is observed with a 1.5 MHz shift when the

power is increased to 1.2 kW, leading to a shift of 1.23 MHz per kilowatt of power.

Model ∆f (MHz)
Fixed at ends (800 W) 0.97

Fixed top + bottom (800 W) 1
Fixed at 4 points (800 W) 1.01
Fixed at 4 points (1.2 kW) 1.5

Table 6.3: Comparison of frequency shifts for three different fixed displacement
options.

6.9 CFD Analysis

The previous SS simulations were performed using a single value of the heat transfer

coefficient, but, in reality, it varies along the length of the pipe and on different

parts of the walls. The only accurate way to take this into account is to perform a

CFD simulation of the system that includes the turbulent water flow in the pipes.

These simulations can be time and resource-intensive, so if accurate results can

be obtained using approximations, this would be preferred. This section details

the CFD simulations that were carried out on the linac and compares them with

approximations that are normally made.
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6.9.1 Simulation Setup

The simulation setup is shown in Fig. 6.30. The same RF surface losses were

imported, scaled to 800 W then applied to the red surface. At the inlet, the velocity

of the water entering the pipes was set to 2.85 m/s and the temperature to 35 ° C.

The turbulence model used for the simulation was the well-known SST k-ω model

[143, 144] with the inlet turbulence defined by the turbulence intensity given by

I = 0.16(Re)−1/8 = 4.5%. (6.23)

[145], and the hydraulic diameter of 6 mm, recommended for fully developed internal

flows.

6.9.2 Meshing

There are generally two options for simulating turbulent flow, which dictates how

the mesh is set up.

1. Use standard wall functions that are designed for high Re flows, these can be

used as the velocity distribution near the wall is similar for almost all turbulent

flows. This approach uses approximations for the distance between the wall

and the first mesh cell. They generally use a coarser mesh and require y+ to

be in the range of 30 < y+ 300.

2. Resolve the viscous sublayer using a fine mesh around the interface between

the fluid and the solid. Requires y+ ≈ 1.

The dimensionless wall distance y+ is given by

y+ = yuτ

ν
(6.24)

where y is the absolute distance from the wall, uτ is the friction velocity and ν is

the kinematic viscosity. To calculate the placement of the first mesh cell, the skin
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friction coefficient Cf is first estimated using the following

Cf ≈ 0.079Re−1/4 (6.25)

Then the wall shear stress is found using

τw = 1
2CfρU2

∞ (6.26)

where ρ is the density of the fluid and U2
∞ is the free flowing fluid velocity. The

friction velocity can then be found from

uτ =
√

τw

ρ
(6.27)

and finally the position of the first mesh cell as

y = y+ν

uτ

(6.28)

Therefore for a y+ of 1 to resolve the sublayer a first mesh cell height of 4 µm is

required. Although the SST k-ω model is y+ insensitive, the mesh was generated to

ensure that the value y+ was adequate to resolve the boundary layer. A slice of the

fluent mesh is shown in Fig. 6.31, with the very fine mesh around the boundaries

of the water pipes shown in blue. A total of 9.6 million cells were included in the

mesh. The material properties of the water were set as polynomials, fit over the

temperature range of interest with the constants found using the data shown in Fig.

6.32.

6.9.3 Results

The simulation was run with the absolute convergence criteria of 1e-4 for all

quantities (continuity, velocities, k and ω) and 1e-8 for the energy, it took 240

iterations to satisfy all convergence criteria. The temperature distribution observed
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Figure 6.30: CFD simulation setup in Ansys fluent. (Left) Inner structure for surface
loss mapping and cooling pipes showing inlet and outlet. (Right) Outer wall and
cooling pipe walls.

Figure 6.31: Ansys fluent mesh. (Left) Slice through the x-y plane at the start of
the structure showing the fine mesh around the boundary layer of the pipes. (Right)
Mesh on outer wall.

in Fluent on the y-z plane is shown in Fig. 6.33. Comparing this to the one obtained

in the SS solver in Fig. 6.21 the temperature distribution is very similar with the

hottest areas occurring in the same places, as expected. There is a discrepancy in

the temperature of ≈ 0.5 °C, the main reason for this being the difference between

a constant HTC value applied over the pipes for the SS case instead of varying

everywhere on the pipe walls and the assumption of a linear temperature increase

in the water along the pipes. Fig. 6.34 shows a slice through through the x-y plane

of the structure with two difference scales applied. The inlet is the pipe in the top
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Figure 6.32: Water properties and fits used in Ansys fluent.

Figure 6.33: Slice of the y-z plane showing the resulting temperature distribution
obtained using Ansys fluent.

right and the outlet on the top left, taking the average water temperature at the

outlet a total temperature increase of 2.36 °C was found, very close to the predicted

value of 2.38 °C. Fig. 6.35 shows a zoomed version of the outlet pipe, showing the

boundary layer temperature rise compared with the bulk of the water. Taking the

average temperature difference across this boundary yielded 4.32 °C, 8.3 % lower

than the estimate calculated in Section. 6.4.2.

6.10 Validity of HTC Approximations

Again, the general relationship for convective heat transfer between a moving fluid

and a surface can be defined by:

qh = hlocal(Ts − Tf ) (6.29)
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Figure 6.34: Slice through the structure close to the inlet with two temperature
scales. (Left) Slice through the structure showing the temperatures in the water
pipes. (Right) Slice through the structure showing the temperature in the copper.

Figure 6.35: Slice through pipe outlet showing the boundary layer temperature rise
in the water.

where qh is the heat flux, hlocal is the local convective heat transfer coefficient, Ts

is the surface temperature and Tf is the fluid reference temperature. [146] This

means that it depends on the type of surface, the type of fluid, the velocity of the

fluid, and the direction of flow [147]. As mentioned previously, the formulas used to

estimate the HTC in Section 6.4.2 are for straight pipe approximations, which lead

to slight differences in the estimated boundary layer and temperature distributions.

To see if an improved approximation could be found, investigations were carried out

to estimate the HTC in curved-pipe geometries.

168



6.10. Validity of HTC Approximations

6.10.1 Heat Transfer in Curved Geometries

The Nusselt number for curved pipe geometries for liquids which have a high Prandtl

number has been found from a series of papers as follows [148]:

NucPr−0.4 = 1
41Re5/6

(
a

R

)1/12
{

1 + 0.061
[Re(a/R)2.5]1/6

}
(6.30)

where Nuc is the Nusselt number in a curved pipe geometry, Pr is the Prandtl

number, Re is the Reynolds number, a is the radius of the pipe and R is the radius of

curvature of the pipe axis [148]. Fig. 6.36 shows a comparison of the Nusselt number

calculated using this formula compared to that of straight pipes. In the turbulent

regime, the Nusselt number is ≈ 30 % larger than the straight-pipe approximation.

The Nusselt number was calculated for the pipe geometry used in the linac, with 6

mm pipes and a 10 mm radius of curvature, which turned out to be 199, 25 % larger

than the straight pipe value. Most of the the pipe geometry is straight, however, to

get a value for a final Nusselt number, the two values were combined in proportion

to their fractional length for the pipes (17 % for the curves and 83 % for the straight

sections). This gave a final Nusselt number of 159, which led to an HTC value of

16348 W/m2K, 6 % larger than the straight-pipe estimate. The surface Nusselt

number measured on one of the corners of the pipes is shown in Fig. 6.37. Similar

to the estimate, the value of the straight sections of the pipes is between 130 - 160

and closer to 200 at the corners and on the short sections connecting two corners,

due to the increased turbulence there.

The heat transfer coefficient is a derived quantity, which means that it depends

on the choice of reference temperature for the calculation [150]. To remain consistent

with the analytical calculations, the bulk mean fluid temperature was used for the

fluent HTC calculation, given by

Tb = Tm,i + Tm,o

2 (6.31)

where Tm,i and Tm,o are the mean inlet and mean outlet water temperatures
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Figure 6.36: Comparison of Nuc for curved and straight pipes, image from [149].

Figure 6.37: Surface Nusselt number, showing variation in the corners of the pipes
compared with the straight sections.

respectively. Using this definition, the heat transfer coefficient along the length

of the pipes is shown in Fig. 6.38, where the lower values along the straight sections

and higher values near the corners are clearly seen. Fig. 6.39 shows the value of

the HTC for all of the nodes along the surface of the pipes with a 26 period moving

average included. Averaging all the points gave a value of 16423 W/m2K. Using this

value in Equation 6.11 lead to an estimated boundary layer temperature rise of 4.43

°C, much closer to the measured fluent value of 4.32 °C.

The reason for these variations along the pipes can found by examining Fig.

6.40 where there are significant dips and increases in the velocity and temperature

around the bends of the pipes, before normalising again around half way along the
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Figure 6.38: HTC values along the pipes. (Left) Outer pipes visible (Right) Slice
through all the pipes showing the values on the inner surface.

Figure 6.39: HTC values at all of the nodes along the pipes with a moving average
of 26 periods shown in red.

straight section. One would therefore expect differences between the SS solver using

a linear increase in temperature for the water and a constant HTC value over the

surface.

Figure 6.40: (Left) Water velocity along the pipes showing variation around the
corners. (Right) Water temperature showing the difference between the SS linear
temperature increase approximation and the real temperature distribution in the
water.

A further investigation was started to compare the different models and to look
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at the approximation validity. Ideally, a comparison should be drawn between

something that would be measurable in the real system, so the temperature was

measured and averaged over a small area on the outer shell of the linac as shown

in Fig. 6.41, where a temperature probe could be attached to the side of the linac.

This was then used as a metric for comparisons between models.

Figure 6.41: Temperature on external wall of the linac with the area used for the
average temperature measurement shown in red.

A number of simulations were performed with various values for the HTC,

including importing the calculated HTC from fluent into the SS solver and applying

it to the boundary between the water and the copper wall. For each simulation,

the temperature was measured on the side of the linac. The results are presented in

Fig. 6.42. The dark blue points show how the temperature on the surface changes

with a single value of the HTC applied to the entire wall. The yellow point is

the temperature obtained using the analytical value of HTC without bends applied

to the wall in the SS solver (45.548 °C). Comparing this with the value measured

directly in fluent (45.415 °C) gives an error of 0.3 %. Including the bends in the

formula and applying the new analytical HTC value reduces the error by more than

half to 0.14 %. The results of the SS solver with the HTC imported from fluent gives

very similar results to the value measured directly in fluent (0.015 % difference),

confirming that the difference is a direct results of the HTC variation along the

pipes and not due to the simulation setup. A comparison was also made between

the maximum temperature reached on the second iris which is where the maximum
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Figure 6.42: Temperature on outer wall vs value of the HTC for various different
simulation configurations.

temperatures were found. The comparison is shown in Fig. 6.43. By holding the pipe

walls at 35 °C the maximum iris temperature is severely underestimated, with nearly

a 10 °C difference seen between it and the other cases. Including convective heat

transfer and using the initial estimated HTC of 15478 W/m2K reduces the difference,

but still, the maximum temperature is underestimated by ≈ 1 °C due to the colder

water temperature and lower value of the HTC. Increasing the water temperature

to an average of the estimated inlet and outlet temperatures, i.e 36.2 °C causes

both the cases with the original HTC and improved HTC values to overestimate the

maximum temperature, although they are much closer so this approximation would

most likely be adequate for most cases where there are some safety margins in the

allowable maximum temperature. Using the water elements and the improved HTC

gives a maximum temperature very close to the one obtained from fluent, and so

should be used for designs where the maximum temperature is important, but there

are not the resources or time available to do a full CFD analysis. For cases where

one is operating close to the maximum temperature limits, such as high repetition

rate systems, then a full CFD analysis would be recommended to provide the most

accurate results.

The results presented here confirmed that it is appropriate to estimate the HTC
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Figure 6.43: Comparison of the maximum temperature on the iris for different
simulation setups.

and perform SS simulations in Ansys fluent without having to perform detailed

CFD simulations. The error induced by the straight-pipe approximation was only

equivalent to a 0.3 % error on a measurable temperature on the linac surface. This

could then be reduced by half by incorporating the variation of the Nusselt number

in the bends, as described.

6.11 Operational Considerations

Generally, there are two options to deal with the thermally induced frequency shift

when the linac is operating, each useful for different applications:

1. Design the linac to be slightly smaller than required so that when it is running

at the operating temperature, the thermal expansion is accounted for, and the

linac ends up at the operating frequency. This is typically used for cases where

linacs need to be synchronised with an existing beam, though the average

power of the linac will now be fixed.

2. Assuming that the frequency shift is still within the bandwidth of the RF

source, the frequency of the RF input can be adjusted to match the new

resonant frequency of the linac, this is useful for systems where the operating
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frequency can afford to be adjusted such as in short industrial linacs as there

are no external synchronisation requirements.

3. Once the linac is operating, the temperature of the cooling water is adjusted

at the inlet to bring the frequency back to the required value.

6.11.1 Frequency Adjustment

As there was no need to externally synchronise the linac with a beam, it was decided

that the system could be tuned using the cooling water. The SS solver and the

structural solver were used initially to find the frequency shift with an inlet water

temperature of 35 °C; This was found to be around 1.5 MHz, for a water flow

rate of 3 L/min. Fig. 6.44 shows the operating frequency of the linac vs. the inlet

temperature of the water. To bring the frequency back to 5.712 GHz, the inlet water

would need to be adjusted from 35 °C to 18 °C. Ideally the temperature of the inlet

Figure 6.44: Frequency vs. inlet water temperature showing the change required to
bring the linac back on frequency.

water should remain either above or below room temperature so that the system is

not constantly swapping between heating and cooling. With this in mind, a power

scan was performed with the water flow rate set to 5 L/min, a reasonably high value

that avoids severe cavitation [151]. For each power level, the water temperature

was adjusted from 35 °C down to whatever temperature was required to bring the
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resonance frequency back to 5.712 GHz, while not going below 20 °C. The results

are shown in Fig. 6.45. It shows that the system can run with powers up to 1.2 kW

before it is not possible to remove the frequency shift by adjusting the water inlet

temperature.

Figure 6.45: Frequency shift vs. average power after reducing the inlet temperature
to the value required to bring the linac back on resonance, down to 20 °C.

6.11.2 Power Limits

Next, the ultimate power limits for the linac were assessed. It was decided that

the limit would be set by a maximum external temperature of the linac as a safety

consideration. For various values of the water flow rate, the power was increased

until the external temperature of the linac averaged over the hottest spot shown

previously reached 60 °C. The results are shown in Fig. 6.46. With a flow rate of

1 L/min, the maximum power limit was 800 W, this increases to a maximum of

2.65 kW with a flow rate of 5 L/min. Finally, Fig. 6.47 shows curves of outer shell

temperature vs. inlet temperatures for various power levels and a flow rate of 5

L/min. The value of 5 L/min is a conservative estimate of a safe fluid flow rate that

will avoid cavitation in susceptible areas in the water network such as the pump. It

is possible to run at higher flow rates (> 10 L/min), but this system needed to be

as robust as possible so a lower value was chosen.
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Figure 6.46: Maximum average input power to the structure before the outer linac
wall reaches 60 °C vs. the water flow rate.

Figure 6.47: Temperature on outer shell vs. water inlet temperature for various
average input powers and a flow rate of 5 L/min.

If the system is operating in a warmer or much colder environment where

the chiller can be operated at 20 degrees to avoid swapping between cooling and

heating then the linac would be able to operate up to powers of 2.65 kW with

a 60 °C temperature limit on the cavity surface for a flow rate of 5 L/min. In

many cases cargo scanning systems are operated outside with large temperature

changes meaning that the optimal temperature and power handling will be location

dependent. The maximum power limit for the linac of 1.2 kW is given for an inlet

temperature of 35 °C.
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RF System Design

7.1 Multi-View Linac System

Once the linac design had been completed, the design of a system that could generate

multi-view X-ray images was started. This design would include the orientations of

the linacs, the specifications required for the RF source, and the RF network needed

to connect the linacs.

7.1.1 Initial RF System Considerations

The initial design goal of the project was to design a linac that could be potentially

used for a multi-view cargo system, where multiple linacs would be fired to generate

X-ray images from different angles, potentially allowing quasi-3D images to be

generated to provide more information about the cargo being scanned compared

with traditional 2D images. The main obstacle to developing such a system was the

question of how to design an RF system that would allow the timings between when

the linacs were fired to be changed so that they could be synchronised to generate

good-quality X-ray images. One easy solution to this problem would be to have

three separate RF sources, each connected to a separate linac, allowing full control

of the linac firing time. This presents a problem, though, as the RF source would

be either the most expensive (in the cast of klystrons) or the component with the
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shortest lifetime (in the case of magnetrons) of industrial cargo scanning systems,

so having three would significantly increase the cost or reduce the reliability of the

whole system.

In theory, multiple linacs could be driven from one RF source, assuming that it

can run at the required duty cycle and that high-power RF splitters are available.

The linacs could be connected through differing lengths of RF waveguide to change

the delay between them, but there would only be tens of nanoseconds delay between

the linacs for a few metres of standard rectangular waveguide, causing the system to

be unable to distinguish between the linacs when they are firing. Ideally, the delay

between the firings should be on the order of a few µs, which would require up to

500 m of waveguide, making it an infeasible solution. The initial idea to overcome

this problem was to use some other type of delay line between the source and each

linac, as shown in Fig. 7.1.

Figure 7.1: Initial design concept using delay lines and circulators to allow for the
use of only one RF source.
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7.1.2 Delay Lines

Various methods for delaying the RF pulses were considered with the potential

options shown in Table. 7.1, along with a brief description of how they would

be implemented to create a delay line. The solution needed to be cheap, which

ruled out the use of pulse compressors or HOM resonant delay lines, which would

also still require long waveguides [152–154]. The system needed to be able to cope

with powers in the megawatt range, making the use of dielectric-loaded waveguides

unlikely. A high-power RF switch would be an ideal solution as the power could

be diverted to any of the lines for synchronisation, but a switch with the required

power handling and switching speed could not be found. The fastest switch with

the highest power found was a 1 MW peak switch with a switching time of 150 µs

[155], or a 300 kW peak switch with a switching time of < 50 µs [156], both falling

short of the requirements.

Option Delay method Potential issues

Pulse com-
pressors

Use three pulse compressors with
different fill times, releasing the
pulses with the required delay.

Expensive option, requires long
design times.

HOM reso-
nant delay
lines

Cut delay line length by N times,
where N is the number of HOM’s.

Would still require 10’s of metres
of waveguide, complex design
process.

Waveguide
near cut-
off

Group velocity of RF is reduced
the closer to the cut-off frequency
it is.

Potentially very lossy.

Dielectric
loaded
waveguides

Use dielectric to modify the group
velocity. Power handling concerns.

Travelling
wave
cavity

Use cavities to modify group
velocity.

Large power dissipation in cavity
walls.

High
power RF
switches

Use one input line then switch to
other lines to create delay.

Mostly exist in the ms switching
range, µs range is required for the
linacs.

Table 7.1: Initial delay line considerations.

The most interesting options from a cost and ease of manufacture perspective
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were to use travelling wave cavities or design a waveguide and operate it close to

cut-off to reduce the group velocity. The main concern with these methods was

whether they would be too lossy to allow enough RF power to reach the linacs from

the RF source. Fig. 7.2 shows the power loss in circular waveguide vs. normalised

Figure 7.2: Power loss vs. normalised frequency for various higher-order waveguide
modes, operating 0.3 MHz from cut-off.

frequency for 8 different TE/TM modes. For each mode, the radius corresponding

to a cut-off frequency of 5.7117 GHz was found, and then the conductor loss for the

appropriate mode found. The cut-off frequency of TE modes can be found using

(fc)T Ez

mn = χ′
mn

2πa
√

µϵ
(7.1)

Where a is the radius of the waveguide and χ′
mn are the zeros of the derivative

J ′
m(χ′

mn) = 0 (n=1,2,3,...) of the Bessel function Jm(x). The cutoff frequency for

TM modes is given by

(fc)T Mz

mn = χmn

2πa
√

µϵ
(7.2)

Where χmn are the zeros of Jm(χmn) = 0 (n=1,2,3,...) of the Bessel function Jm(x).

[157] Using these, the cutoff frequency can be set to the required value, and the
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corresponding value of the waveguide radius found for each mode. The conductor

attenuation coefficient for the TE modes is given by

(αc)T Ez

mn = Rs

aη

√
1 −

(
fc

f

)2

[(
fc

f

2)
+ m2

(χ′)2 − m2

]
Np/m (7.3)

and for the TM modes it is given by

(αc)T Mz

mn = Rs

aη

1√
1 −

(
fc

f

)2
(7.4)

Where Rs is the surface resistance, fc is the cut-off frequency, a is the waveguide

radius and η is the impedance of free space. The group velocity in the waveguide is

given by

vg = c

√√√√1 −
(

fc

f

)2

(7.5)

Then the group delay can be found using the following

tdelay = l

vg

(7.6)

where l is the length of the guide.

As expected, the loss for the TE01/TE02 modes decreases as the frequency is

increased, but close to the cut-off value, higher-order TMX1 modes were found to

be the lowest loss. By operating the waveguide close to its cut-off frequency, a delay

can be introduced as shown in Fig. 7.3. Operating with a vg of 0.01 %c (0.3 MHz

from cut-off) would require a length of ≈ 6 m, a much more realistic value. However,

to achieve this delay, a complicated mode converter would be required to switch to

the TM10,1 mode, and almost 50 % of the input power would be lost in the delay

line. Cooling would be required for the waveguide, and the cost of the RF source

would increase as extra power would be needed to compensate for these losses.
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Figure 7.3: (Left) Percentage of power lost vs. delay in waveguide for 8 circular
waveguide modes. (Right) Loss vs. vg/c for 8 circular waveguide modes.

7.2 Frequency-Division Multiplexing

Frequency division multiplexing (FDM) has a long history of use within the

communications industry as it allows for combining multiple signals with different

frequencies into a single signal and transmitting them simultaneously [158, 159]. A

good example of this is sending multiple TV channels to people’s homes without

interference between the channels [159]. A simple schematic showing the basic

concept of FDM is shown in Fig. 7.4. The initial signals are mixed with a carrier

frequency using RF mixers [160] and combined into one signal. This signal may

then be modulated if necessary to shift the entire set of frequencies. The signal then

passes through one transmission channel, is filtered, and then is demultiplexed at

the other end in order to recover the original signals.

7.3 Frequency Switching

As the design needed to minimise the cost to make industrial use of the system viable,

the next iterations of ideas explored tried to minimise the number of additional

components and the cost of implementation. The next solution considered is shown

in Fig. 7.5. This method required an RF source that would be capable of frequency
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Figure 7.4: FDM schematic showing modulation, transmission, then demultiplexing.

adjustment within a ≈ 10 MHz range, such as multi-beam klystrons [161–163] or

cross-field amplifiers [164]. It draws from the idea of FDM, in that all three signals

will use the same transmission line, with the cavities acting as the multiplexers at

the other end. The key difference is that the signals would be separated in time

with a variable delay to allow for synchronisation of the linacs.

Each linac would be tuned to a slightly different frequency with circulators

connecting each linac to the source. The frequency of the RF source would be

switched twice within the pulse to create 3 sections with different frequencies within

the main pulse. The pulse would travel through the first circulator and reach the

first linac, where the first part of the pulse corresponding to the frequency of the

first linac would be absorbed to power the linac. The remaining power would be

reflected and go back to the circulator, then make its way to the second circulator

to repeat this process. The second part of the pulse at the second frequency would

be absorbed by linac 2, with the final part going to linac 3. The remaining signal

that is not absorbed by any of the linacs would end up at the final RF load. As the

frequency of the linacs is adjusted, it could be possible that one of the frequencies of

the other modes in one of the linacs would correspond with the operating frequency
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Figure 7.5: Frequency switching RF system idea, using three linacs tuned to
slightly different frequencies and an RF source with a large enough bandwidth to
accommodate them.

of the pulse, meaning it could be absorbed in the wrong linac and power the wrong

mode. One way to avoid this would be to tune the frequencies in such a way so that

this does not occur or to include filter cavities before each linac that only allow a

restricted band of frequencies to pass. This would become more important for linacs

with a large number of cells as the resonances are closer together. It was decided

that the tuning method would be used initially as there were only five cells in the

linac design, meaning that it should be possible to avoid overlapping modes.

7.4 RF Pulse

It was envisioned that the RF pulse would be split as shown in Fig. 7.6, with a

rise time set by the RF source time, and then 3 sections of the pulse each ≈ 3 µs
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in length. The frequency would be switched using an LLRF feedback system to

adjust the input frequency to the klystron, which should be capable of switching the

frequency in under 100 ns [165, 166].

Figure 7.6: RF pulse split into three sections with the frequency being changed
every 3 µs by switching the klystron frequency using a LLRF system.

7.5 Simulation Verification

Some preliminary simulations were set up in order to verify the RF system design

and observe the reflected and transmitted signals from the linacs. The system was

modelled using the circuit diagram shown in Fig. 7.7. The linacs were modelled

as RLC circuits, and the input coupler and probes were modelled as transformers,

with coupling beta’s βe and βt.

Figure 7.7: Circuit diagram of the modelled RF system showing the linac modelled
as an RLC section and transformers representing the input coupler and probe.

186



7.5. Simulation Verification

For the purposes of the simulations, only the S-parameters of the system were

of interest. The S11 and S21 for the two port circuit in terms of the Q-factors and

coupling coefficients are given by

S11 = βe − βt − 1 − j2Q0δ

1 + βe + βt + j2Q0δ
(7.7)

S21 = 2
√

βeβt

1 + βe + βt + j2Q0δ
(7.8)

Where the coupling coefficients are given by

βe = Q0

Qe

(7.9)

and

βt = Q0

Qt

(7.10)

and

δ = f − f0

f0
(7.11)

.

The relationship between Q0 and QL is given by:

Q0 = QL(1 + βe + βt) (7.12)

7.5.1 Signal Generation

The pulse was shape was created for the signal envelope, as shown in Fig. 7.6 and the

three carriers applied to the correct sections, with the resulting frequency spectrum

of the input signal shown in Fig. 7.8.

The signal was generated by creating a square wave envelope and multiplying it

with a time signal with the required frequency content. The process of generating

the frequency spectrum of a simple square wave is derived below.

A centred square wave of amplitude A and duration 2T is defined as
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Figure 7.8: Frequency domain spectrum of the input signal showing frequency
content at 3 frequencies, separated by 3 MHz.

x(t) =


A for − T ≤ t ≤ T

0 otherwise
(7.13)

Here, the square wave extends symmetrically from −T to T . The Fourier

Transform X(f) of the time-domain signal x(t) is given by

X(f) =
∫ ∞

−∞
x(t)e−j2πft dt (7.14)

Since the signal x(t) = A only for −T ≤ t ≤ T , the limits of the integral are

restricted

X(f) =
∫ T

−T
Ae−j2πft dt (7.15)

Solving the integral

X(f) = A
∫ T

−T
e−j2πft dt (7.16)

This is a standard integral for an exponential function. The solution is

X(f) = A

[
e−j2πft

−j2πf

]T

−T

(7.17)
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Evaluating this at the limits t = T and t = −T

X(f) = A

(
e−j2πfT − ej2πfT

−j2πf

)
(7.18)

Simplifying using Euler’s identity

ejθ = cos(θ) + j sin(θ) and e−jθ = cos(θ) − j sin(θ) (7.19)

Then, e−j2πfT − ej2πfT becomes

e−j2πfT − ej2πfT = −2j sin(2πfT ) (7.20)

Substituting this into the expression for X(f)

X(f) = A

(
−2j sin(2πfT )

−j2πf

)
(7.21)

Simplifying further

X(f) = A · sin(2πfT )
πf

(7.22)

Which can be recognised as the sinc function

sinc(x) = sin(πx)
πx

(7.23)

The FFT was taken of a simple square wave, with the result shown in in Fig. 7.9.

This confirmed that the signal spectrum shown in Fig. 7.8 was reasonable, with the

slight asymmetries being due to the rising and falling edges of the pulse.

The Wigner-Ville and smoothed pseudo-Wigner-Ville distributions of the input

signal are shown in Fig. 7.10. The Wigner-Ville distribution is a time-frequency

analysis tool that provides high-resolution representations of a signal’s energy

distribution across both time and frequency, allowing for the visualisation of complex

signals. It was used to ensure that the signals had the correct frequency content
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Figure 7.9: (Top) Simple 10µs square wave. (Bottom) FFT of the square wave
showing sinc function.

and that the switched at the correct times.

The Wigner-Ville Distribution (WVD) of a signal x(t) is given by the following

equation:

Wx(t, f) =
∫ ∞

−∞
x
(

t + τ

2

)
x∗
(

t − τ

2

)
e−j2πfτ dτ (7.24)

Where, Wx(t, f) is the WVD as a function of time t and frequency f , x(t) is the

signal, x∗(t) is the complex conjugate of the signal, τ is a time-lag variable, and

e−j2πfτ is the Fourier kernel, providing the frequency dependence. The pulse length

was reduced to 1 µs to reduce memory requirements, with switching occurring at

360 ns and 660 ns. The three frequencies are clearly seen at the correct location

along the pulse.

The next question to answer was whether the three pulses would fit within the

bandwidth of the RF source. A search was performed for a source with the correct

power and bandwidth requirements, and one example found was the Nelson NC4

[167]. It has a peak RF power output of 3.5-4 MW and a bandwidth of over 10

MHz. It also allows for a 16 µs pulse width for a pulse repetition rate of 180 pps,

which would allow the three different frequency sections to fit comfortably within
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Figure 7.10: Wigner-Ville distributions of the input signal, over a shorter length of 1
µs, showing the three different frequencies in time. (Top) Wigner-Ville distribution.
(Bottom) Smoothed pseudo Wigner-Ville distribution.

the pulse. Fig. 7.11 shows the accelerating mode S11 resonance curve, which has

been shifted by ± 3 MHz, showing that all three curves can fit within a 10 MHz

bandwidth with minimal overlap. The S-parameters generated by Equations 7.7 and

7.8 were concatenated using ABCD matrices with the ideal circulator S-parameters

shown below:

[S] =


0 0 1

1 0 0

0 1 0

 (7.25)

The S-parameters were then multiplied by the Fourier transform of the input signal
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Figure 7.11: S11 curves for three linacs with 3 MHz separation between them, all
within a 10 MHz bandwidth.

(Fig. 7.6) and then inverse Fourier transformed to find the final time domain pulse

shape. This process used the convolution theorem which states that convolution in

the time domain corresponds to multiplication in the frequency domain, and vice

versa. Given two time-domain signals x(t) and h(t), the convolution of these signals

in the time domain is denoted as y(t) = (x∗h)(t), where ∗ represents the convolution

operation. The convolution theorem states that

(x ∗ h)(t) ↔ X(f) · H(f) (7.26)

Where, X(f) = FFT(x(t)) is the Fourier Transform of x(t), H(f) = FFT(h(t)) is

the Fourier Transform of h(t)) and Y (f) = X(f) · H(f) is the product of the two

Fourier Transforms in the frequency domain. To get the convolution result back

into the time domain, the inverse FFT (IFFT) is used on the product of the two

Fourier Transforms:

y(t) = IFFT(X(f) · H(f)) (7.27)

This process is much more efficient than convolving the time domain signals.

The results of the initial simulations are shown in Fig. 7.12. The plots on the

left show the envelopes of the reflected signals from each cavity, and the plots on the
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right show the envelopes of the transmitted signal measured by the probe, assumed

to have a quality factor of approximately 50000. It is clear from the reflected signal

from linac 1 that the first part of the pulse from 0.5 to 3 µs has been accepted

into the linac. Oscillations were observed in the reflected signals at the transition

point from the first to second and second to third frequencies, where power leaking

from the first and second cavities mixes with the reflected signals, causing frequency

beating. These ripples do not appear in the cavity voltage signal as they are filtered

out, so they should not affect the beam.

The transmitted signals are relatively unaffected and the pulses are stable once

they reach their final amplitudes after ≈ 1 µs. For the signal transmitted into

linac 1, the second and third frequencies had relative amplitudes of 18 % and 9

%, respectively. Reducing Q0 reduces the ripple, as shown in Fig. 7.13, which is

expected as the cavity response is reduced at the frequency at which it is being

excited. Even for for higher Q0 values of 16000, the transmitted pulses into linacs 2

and 3 do not ring for longer than 1.5 µs. A scan of ∆f was also carried out, showing

the frequency difference between the resonances, with the results shown in Fig. 7.14.

The pulses are stable until the difference in frequencies is reduced to 1 or 2 MHz,

and then power from the second and third portions of the pulse starts to leak into

the first linac significantly. Going to a 5 MHz difference does improve the leakage,

but not significantly and ideally they would be as far away as possible, provided

that all three pulses can fit within the bandwidth of the chosen RF source.

7.5.2 Validation

In order to validate the design of the RF system, some more advanced simulations

were performed. For this, a model was made with a small probe inserted in the end

of the linac beampipe, as shown in Fig. 7.15. The probe length was then tuned to

the correct coupling factor, with Qt ≈ 50000. The system was then simulated in

the frequency domain, with the S-parameters generated shown in Fig. 7.16. These

S-parameters were then used in place of the formulas given in Section 7.5. For
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Figure 7.12: Simulation results of three linacs and three circulators, with Q0 = Qe =
12000 and Qt = 50000. (Top) Reflected (left) and transmitted (right) voltage signals
from the first linac. (Middle) Reflected (left) and transmitted (right) voltage signals
from the second linac. (Bottom) Reflected (left) and transmitted (right) voltage
signals from the third linac.
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Figure 7.13: Simulation results of three linacs and three circulators, with varying
Q0 and Qe and Qt = 50000. (Top) Reflected (left) and transmitted (right) voltage
signals from the first linac. (Middle) Reflected (left) and transmitted (right) voltage
signals from the second linac. (Bottom) Reflected (left) and transmitted (right)
voltage signals from the third linac.

the circulator, realistic S-parameters were found for a C-band circulator, shown in

Fig. 7.17. They were found using a CST ferrite circulator example, scaled to C-

195



Chapter 7. RF System Design

Figure 7.14: Simulation results of three linacs and three circulators, with Q0 =
Qe = 12000 and Qt = 50000 for various values of the frequency difference between
the resonances. (Top) Reflected (left) and transmitted (right) voltage signals from
the first linac. (Middle) Reflected (left) and transmitted (right) voltage signals from
the second linac. (Bottom) Reflected (left) and transmitted (right) voltage signals
from the third linac.
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band, with similar S-parameters being measured for comparable circulators [168].

Simulating the system using the same input parameters as before led to the results

shown in Fig. 7.18 for the reflected and transmitted signals from linac 1. When

these are compared to the signals in Fig. 7.12, good agreement is seen in the shape

of the pulses, with the only major difference being the amplitude of the signal, as

expected, as more losses have been introduced in the simulation.

7.5.3 Power Requirements

To assess whether sufficient power would reach the final linac in the full system,

Matlab’s Simulink RF Blockset™ was used, with the circuit diagram for the system

shown in Fig. 7.19. Three signals were generated, one at each frequency, and then

they were combined. The signals then pass through a transmission line, tuned to

the correct losses and delay for 9 m of WR-159 waveguide (which is assumed to be

the distance from the source to the first linac. There are then two sections of 2

m waveguide connecting each linac. The simulations were performed using circuit

envelope simulations, allowing one to simulate high-frequency signals quickly, as the

carrier frequencies are handled analytically. The signal that reaches linac 3, after

two circulators, 4 m of waveguide and the two other linacs, is shown in Fig. 7.20.

As expected, the amplitude of the signal has dropped to around 80 % of its initial

value, which would mean that ≈ 70 % of the power reaches the final linac. This

suggests that to power the linac with 1 MW, a source capable of delivering 1.3 MW

would be required.

7.6 Experimental Verification

A small-scale experimental verification of the frequency switching method was

carried out independently by colleagues (Matthew Jones) at Daresbury Laboratory

U.K. using a spare 1.3 GHz EMMA S-band cavity. [169] They devised a frequency

shifting system using a 15 MHz IF, that could adjust the frequency in 0.291 Hz
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Figure 7.15: (Left) Coaxial probe inserted into exit beampipe. (Right) Electric field
showing coupling to probe.

Figure 7.16: S11 and S12 for coaxial probe inserted into cavity.

increments [170]. The signal generated by this system is shown in Fig. 7.21, showing

similarities to the analytical spectrum shown in Fig. 7.8.

7.6.1 Results

The frequency shifting system was then tested with a spare 1.3 GHz cavity. The

IF was mixed up to 1.2975 GHz, 1.3 GHz and 1.3025 GHz, chosen to be within

the range of the test cavity. Measurements of the forward and reflected pulses were

taken using a directional coupler, and the transmitted power was measured using a

cavity field probe.
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Figure 7.17: Realistic S-parameters for a C-band circulator.

Figure 7.18: Reflected (left) and Transmitted (right) signals from the first linac,
including realistic circulator S-parameters.

The signals measured from the system are shown in Fig. 7.22a. As the cavity

had a fill time longer than the pulse length of 2 µs, the signal never reaches a flat

top in the transmitted pulse. It is clear that the first part of the signal has been

accepted into the cavity, with the second and third parts being reflected as desired.

The frequency beating also appears in the reflected signal, validating the previous

simulation results. Only one cavity was available at the time of the test, but this

test proved that the method could be implemented with a LLRF system and that

it works. High power tests are now planned to test the system with three cavities
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Figure 7.19: Simulink Model for final RF system design to verify power requirements.
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Figure 7.20: Signal reaching linac 3 after two circulators and reflection from two
linacs showing ≈ 80 % of the initial pulse reaching the third linac.

Figure 7.21: Measured signal showing the possibility of adjusting the frequency
within the pulse. (Top) Time domain signal (Bottom) Frequency spectrum of the
signal. Image reprinted with permission [170].

and MW power levels.

7.6.2 Validating Experimental Results

As a final check in order to verify that the simulations were able to capture

similar behaviour to the experimental tests, simulations were repeated using the

analytical code and with the EMMA cavity properties shown in Table. 7.2. The
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(a) Forward, reflected and transmitted power measured from the first cavity,
using the frequency shifting method. Image reprinted with permission. [170]

(b) Simulation results with cavity parameters adjusted to match EMMA cavity,
scaled to similar voltages as those measured by colleagues in the experimental
tests.

202



7.6. Experimental Verification

frequencies of the cavities were adjusted to 1.3 GHz, and the Q factors were changed

to replicate those of the EMMA cavity used in the tests. A noise level similar

to the noise measured from the experiment was also applied to the signal. The

agreement between the code and measurements is excellent as shown in Fig. 7.22b,

with a similar structure observed in both the reflected and transmitted signals.

This gave confidence that a full system with three cavities and higher powers is

feasible and realisable with existing LLRF techniques. The code developed can

also be used to simulate a variety of scenarios for a full design, such as varying

lengths of transmission lines, incorporating S-parameters from measurements of real

components that would be used in a real system and modelling a variety of cavity

types.

Quantity Value
Frequency 1.3 GHz

Q0 20500
Qe 19500
QL 10000

Table 7.2: EMMA cavity parameters used to compare simulations and experimental
results.
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Chapter 8

X-Ray Imaging and 3D

Reconstruction Techniques

8.1 Image Reconstruction

This chapter details the validation work completed on reconstructing quasi-3D X-

ray images using only a few views. Probably the most well-known use of image

reconstruction is in Computed Tomography (CT), which was developed in the early

1970s and uses acquired X-ray projections to generate medically useful images. It

usually involves taking X-rays from multiple angles around the body of a patient and

then using reconstruction methods to produce cross-sectional images of the internal

parts of the body [171, 172].

CT image reconstruction has evolved over the years, with advancements in

both hardware and software contributing to improved image quality and reduced

dosage requirements. These same principles are also being leveraged for security

applications, with some modifications to how images are generated and processed.

Typically in medical CT, the source and detector are rotated around the object of

interest (the patient) in about 30 seconds. The object can also be rotated, and this is

typically done in laboratories for material defect analysis or dimensional metrology

of smaller items and can take a few minutes or longer to complete the scan [173].
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For security applications, there is an emphasis on throughput, so faster methods are

required. One of these new methods is real-time tomography (RRT) [174]. RRT

systems have been developed for baggage scanners and use hundreds of smaller X-

ray sources arranged in a circle, which fire sequentially but quickly as the items

transverse through the ring of sources. Traditional reconstruction methods can then

be used to generate an image [174].

There is now an interest in using similar methods for scanning larger cargo, such

as vehicles and unit load devices (ULDs). As the linac-based sources are much more

expensive than smaller X-ray sources, it is not feasible to have hundreds of them;

therefore, a feasibility study was required to see whether using three of four sources

would be sufficient to generate useful reconstructions of cargo in 3D. Due to the large

throughput requirement, the scanning speed is essential, so putting a large vehicle

onto a rotating platform or having rotating sources were not considered options.

8.2 2D Theory

The basic theory behind image reconstruction is provided here. The DUT is scanned

using X-rays, and the intensity is recorded in detectors, as shown in Fig. 8.1.

Lambert’s law gives the transmitted intensity:

I(x, y) = I0 exp(−
∫

path
µ(x, y)ds) (8.1)

where I0 is the incident beam intensity and µ(x, y) = f(x,y) is the 2D function to

be rebuilt [175]. When the material is homogenous, this reduces to the exponential

attenuation law:

I = I0e
−µd (8.2)
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Figure 8.1: Geometry of object being scanned, it is rotated through θ, and the
intensity of the transmission is stored for each rotation [175].

8.2.1 Radon Transforms

The Radon transform is a mathematical operation integral to the process of

converting X-ray attenuation measurements into meaningful image representations.

Mathematically, the Radon transform R of a function µ(x, y) is the integral of that

function along a straight line described by distance t from the origin and angle θ

relative to the x-axis:

R(θ, s) =
∫ ∞

−∞
µ(x, y)δ(x cos θ + y sin θ − t)dxdy (8.3)

Where t is the distance from the origin along the line, and θ represents the angle

of rotation, which could be the X-ray source rotation or the rotation of the object.

δ is the Dirac delta function which enforces that the integral is evaluated along the

line t = x cos θ+y sin θ. The Radon transform accumulates X-ray attenuation values

along lines at various angles, resulting in a set of projections of the object [176–178].

8.2.2 Filtered Back Projection (FBP)

Once the set of projections has been obtained, they are back-projected to reconstruct

the image; this is essentially undoing the forward projection operation by mapping
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from the detector back to the source. The filtered back projection algorithm is the

inverse of the Radon transform given as:

µ(x, y) =
∫ π

0

∫ ∞

−∞
g(θ, s)δ(x cos θ + y sin θ − t)dθds (8.4)

where g(θ, s) is found by convolving the projections with a filter to remove blurring.

This uses similar methods to those described in Chapter 7, where the filtering is

performed in the frequency domain by taking the FFT and multiplying, before

taking the IFFT to transform back to the spatial domain. The back projection

integrates the filtered projections at different angles to reconstruct the original image

[176–178].

8.2.3 Number of Projections Required

The Niquist-Shannon sampling theorem determines the number of projections

required to reconstruct an image successfully. The theorem states that to avoid

aliasing, the sampling rate must be at least twice the highest frequency present

in the signal, where for CT, the frequency is the changes in the attenuation along

the various directions of the object. For parallel rays, a sampling of S points per

projection line requires P number of projections to satisfy the Niquist-Shannon

constraint [179]. A good rule of thumb used is that if we assume µ(x, y) has a

diameter D, and the required resolution is R, then the number of projections P

required for an accurate reconstruction is

P >
πD

R
(8.5)

[179]. This means that if the number of projections is reduced then the diameter

of the object to be scanned must also be reduced to obtain the same quality of

reconstruction. An example of a 2D reconstruction with varying numbers of views

is shown in Fig. 8.2. Clearly, when there are only 3 views, there are many artefacts in

the image, with the severity of the artefacts improving as the number of projections
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increases. The question to be answered was whether reconstructions with few views

could be post-processed to gain useful information about the object being scanned.

Figure 8.2: 2D reconstruction using FBP method. (A) Original image (B) 1
projection (C) 3 projections (D) 4 projections (E) 16 projections (F) 32 projections
(G) 64 projections [175].

8.3 Algorithms

Three algorithms were used to investigate this problem, as they were part of a

simulation package for 3D cone beam reconstruction [180]. The first was standard

FBP, as discussed above, which is less computationally expensive than other

methods but is more prone to artefacts. The others are discussed below.

8.3.1 Simultaneous Algebraic Reconstruction Technique

Both the Simultaneous Algebraic Reconstruction Technique (SART) and the

Maximum Likelihood Expectation Maximisation Technique (MLEM) are iterative

in nature, so they refine the image over a number of iterations to reduce the amount

of noise and improve the resolution. They start with an initial guess of the image

which could be uniform or a low-resolution approximation of the image. They then

update the image by correcting it iteratively based on the difference between the

image and that calculated from all the projections. A system of linear equations

is solved for each pixel, which has contributions from all the projections. Because
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of this, they are generally more computationally expensive than FBP, but for cases

where there are only a few views to be analysed, they were considered as options

for improving the reconstructions. The update equation for SART is given as:

xk+1
i,j = xk

i,j + λ
pi,j −∑N

k=1 Ai,j,kxk
i,j∑N

k=1 A2
i,j,k

(8.6)

where xk
i,j is the voxel value at the i-th row and j-th column of the k-th iteration,

pi,j is the measured projection, Ai,j,k is the system matrix element for the i-th row,

j-th column and k-th iteration and λ is a relaxation parameter [181].

8.3.2 Maximum Likelihood Expectation Maximisation

The MLEM algorithm is a statistical iterative reconstruction algorithm based on

the estimation of the maximum likelihood. It assumes that the probability that a

photon emitted at pixel j is detected at detection bin i follows a Poisson distribution

[182]. The update equation is given by:

xk+1
i,j =

xk
j∑

i ci,j

∑
i

ci,j
yi∑

k cikλk

(8.7)

where ci,j is the probability that a photon emitted at pixel j is detected at detection

bin i and yi are the raw counts at the detector [183]. This method is generally useful

when there is a lot of noise in the image. sparse data sets or when the dose is not

high enough [184].

8.4 Methods

To test whether images could be reconstructed with few views, a databank of X-ray

images was required. Instead of using real X-rays, the images were simulated using

a 3D ray-casting technique [185]. First a 3D model of an object was created in CST

studio suite, with an example shown in Fig. 8.3, a script then rotates the object by

a set angle and exports the geometry in stereolithography (STL) format. The STL
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file is then read into MATLAB and voxelised into a 3D image array [186, 187].

Figure 8.3: CAD model of arbitrary object to test reconstruction.

The geometry was then placed in a simulation setup as shown in Fig. 8.4. The

number of pixels for the detector was chosen to be 512×512 pixels. L2 was initially

set to 1 m and the detector panel dimensions were 750×750 mm. The value of L1

is calculated to ensure that the object fits within the beam as it rotates through

360°. The code used to simulate the X-rays is part of a simulation package written

by Michael Behr [188]. Examples of the simulated X-rays for two angles are shown

Figure 8.4: Setup for simulating X-rays of an arbitrary object using ray-tracing.

in Fig. 8.5 where the density is shown in colour (yellow for more dense and blue for

less dense).
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Figure 8.5: Simulated X-rays or arbitrary object using ray-tracing (Left) Front view
(Right) 45 degrees rotation.

8.5 Reconstruction Simulations

The object was rotated 360 degrees with X-rays simulated in 1 degree intervals.

These X-ray images were then imported into a 3D cone beam reconstruction

package [180]. For the first tests, the Feldkamp-Davis-Kress (FDK) algorithm was

used for the reconstruction, which relies on the FBP method [189]. The initial

reconstructions are shown in Fig. 8.6, with the vol3d v2 code used to visualise the

3D data [190].

Figure 8.6: (Left) 3D view of reconstruction, showing artefacts around the edges.
(Right) Slice through the centre of 3D reconstruction showing reconstructed object
in the centre.
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As expected, artefacts were present in the image as shown on the left of Fig. 8.6;

if a cross-section is taken, it becomes clear that the object was reconstructed, but

that extra processing would be required to improve the image. The first step was to

remove all the points with values < 0, this gave the image shown in Fig. 8.7. The

reconstruction was much clearer, but artefacts are still present close to the object.

Figure 8.7: 3D image of reconstruction with points < 0 removed. Artefacts are still
present, but the form of the object is visible.

Points were then successively removed if they fell below a certain intensity

threshold until only points that make up the object remained. Of course, this

requires prior knowledge of what the object should look like, but this step could be

automated, where the intensity threshold is gradually lowered at the post-processing

stage. The final images of the reconstruction are shown in Fig. 8.8.
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Figure 8.8: Reconstruction of an object using 360 views in 1-degree increments with
the FDK algorithm, after post-processing.

8.6 Threat Reconstruction

A more complicated object was then chosen to test the reconstruction further. A

simple weapon model was made, using only the outer shape, with no internal parts

or mechanisms, to reduce the complexity of the reconstruction to start with. A

simulated X-ray of the model is shown in Fig. 8.9.

Figure 8.9: Simulated X-ray of realistic threat object with no internal parts.

The reconstruction of the threat using the FDK algorithm and 180 views over

360 degrees is shown in Fig. 8.10. The reconstruction was successful, but there were

clear artefacts at the edges where the rays crossed boundaries that weren’t parallel

with the rays.
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Figure 8.10: Reconstruction of threat using 180 views split around 360 degrees.

The number of views was then reduced to 5, with X-rays simulated at 0, 45°, 90

°, 135 ° and 180 °. The resulting reconstruction using the FDK algorithm is shown

in Fig. 8.11. Even after processing, the images were noisy with many artefacts,

and it is hard to see the structure of the object. It became clear that the FDK

algorithm would not give the best results when there were only a few views, and

so the iterative methods were explored next. The 5-view reconstruction was run

Figure 8.11: Reconstruction of the threat using 5 views and FDK algorithm.

again, this time using the MLEM algorithm for reconstruction. The algorithm

was run for 50 iterations, a trade-off between convergence and processing time.

The reconstructed image is shown to the left of Fig. 8.12. After processing, the
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reconstruction can reproduce the threat, and key features such as the trigger and

barrel end can be easily identified. Two views were removed, leaving 3 views, which

should be the minimum number required to reconstruct a quasi-3D image. X-ray

images simulated at 0°, 45 ° and 90 ° were used, with the reconstruction shown to

the right of Fig. 8.12. Again, the threat can be identified in form, but some details,

such as the end of the barrel, have been lost.

Figure 8.12: (Left) Reconstruction using 5 views and MLEM algorithm. (Right)
Reconstruction using 3 views and MLEM algorithm.

8.7 Density Variations

After the successful reconstruction of the threat using five and three views, sections

were removed from the inside of the model to create some internal structure and

density variation. The new model with included density variations is shown in

Fig. 8.13. The reconstruction with 5 views is shown in Fig. 8.14 and 3 views in

Fig. 8.15, with both the MLEM and SART algorithms tested. With the 5-view

reconstruction, the density variations are identifiable and well reconstructed. When

the number of views is reduced to 3, some density information is lost due to the

amount of post-processing required to remove enough artefacts to make the threat

identifiable. The MLEM and SART algorithms performed equally well, and some

density information is visible, but not enough to be confident in post-processing.
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Figure 8.13: CAD model of threat with density variations included.

Although these reconstructions do not provide the level of detail that may prove

useful in a CT linac system, they point to the possibility that successful few-view

reconstructions are at least possible.

Figure 8.14: Reconstruction of threat with density variations using 5 views and
MLEM algorthim.

8.8 Distance Variations

The final reconstructions performed were to see if multiple objects with some

distance between them, such as boxes, could be reconstructed and whether objects

inside the boxes could be identified. This would be closer to a real scenario where
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Figure 8.15: Reconstruction of threat with density variations using 3 views. (Left)
MLEM (Right) SART

cargo is being scanned at borders or ports. The first model with a set distance

between multiple objects is shown in Fig. 8.16. The model consisted of three boxes,

two of comparable size and one smaller. The reconstructions were performed with

the MLEM algorithm, with the 3 view image shown in Fig. 8.17. The placement of

the boxes can be visualised, but the smaller box is not reconstructed at all, and it

is unclear what the shape is. The choice of X-ray angles is critical here; if the boxes

are positioned so that only one of the X-rays contains information about the smaller

box, then the shape will be distorted in the reconstruction, as seen in the image.

The main objective was to assess whether the position of the boxes relative to each

other would be visible, and in this regard, the reconstruction can be considered

successful.

Fig. 8.18 shows the final model that was tested. For this setup, the boxes were

made to have a wall thickness, and then an arbitrary object was placed inside each

box to represent containers holding items. An example of a simulated X-ray for this

setup is shown in Fig. 8.19.

The image reconstruction using 3 views and the MLEM algorithm is shown in

Fig. 8.20. The reconstruction required a lot of points to be removed and adjustments

of the scales in order for the internal structure to be made out. Despite this, it was
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Figure 8.16: CAD model of boxes to test the ability of the algorthims to reconstruct
positions accurately.

Figure 8.17: Reconstruction of boxes using 3 views and MLEM algorithm.
Reconstruction of the smaller box is unsuccessful due to angles chosen for X-ray
simulations.

clear that some information about the internal objects is available, the sphere and

cylinder can be identified, but not the block in the third box. By slowly changing

the threshold during the processing, the walls of the boxes can be removed, helping

to visualise the internal structure. One could imagine an automated process where

the threshold is changed and an algorithm for threat identification is run for each

value of the threshold.
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Figure 8.18: CAD model of boxes that includes a wall and an object inside.

Figure 8.19: Simulated X-ray of boxes with objects inside.

8.9 Further Work

The work presented in this chapter shows that some level of quasi-3D reconstruction

is possible using a low number of views (3-5), but significant image processing is

required to remove artefacts. There are several challenges that need to be overcome

before such a system can be used to provide enough information to be useful in

cargo scanning applications. These include:

• Identification of the best positioning of the 3-4 linac system for reconstructing
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Figure 8.20: Reconstruction of boxes using 3 views and MLEM algorithm.

the types of object of interest.

• Investigation of different algorithms that are more applicable to few-view

reconstruction.

• Finding the optimum post-processing procedure that enables the information

of interest to be extracted from reconstructed images.

Due to the recent push in the medical field to reduce patient dosage when performing

CT scans, several reconstruction methods for limited-view analyses have been

developed. These methods techniques are employed to balance image quality with

a reduction in the radiation that the patient would see for a full 360 ° scan.

These techniques include optimisation-based approaches such as those described

in [191] and many approaches employing Convolutional Neural Networks (CNNs),

which look the most promising. There are several ways that CNNs can aid in the

reconstruction process, as shown in Fig. 8.21.

The first option is that they can be trained on images that have been

reconstructed using algorithms described in this section, such as SART [192] or

FBP methods [193]. After the reconstruction, they are used to extract and suppress

the artefacts that are generated to provide cleaner images. The second option is
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Figure 8.21: Methods of employing CNNs for limited-view CT reconstructions.

to train CNNs to synthesise images from angles that were not originally taken to

build a full set; then, standard reconstruction methods are applied. Some examples

of the application of this method are given in [194, 195]. These approaches can also

be combined, but require much larger data sets as training needs to be performed

twice [196].

The final option is to go straight from the limited-view X-ray images to

reconstructions, which is a more recent development [197]. This currently requires

a very high processing cost, but this represents an ideal solution. These methods

could be combined with the recent work on Threat Image Projection in the cargo

scanning industry, where simulated X-rays of various threats or objects of interest

are projected into real X-ray images of cargo [198]. This is being explored as there

is a limited supply of X-ray images that include objects of interest, whereas X-ray

images of empty or standard containers are easy to obtain. Employing this method

would allow for the generation of the large datasets that will be required to test the

methods described here.
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Conclusions

The main research questions that this thesis aimed to answer were as follows:

1. Whether a 2 MeV, compact (< 15 cm), C-band linac could be designed to

be as efficient as possible within a set of given design constraints (bi-periodic,

π/2 mode, and low peak fields) using the latest modelling and optimisation

techniques.

2. Whether this linac could achieve a high beam capture efficiency (> 70 %) from

a thermionic cathode using re-capture methods.

3. If the linac could be incorporated into a low-cost RF system, where multiple

linacs can be fired and synchronised to generate quasi-3D CT images of light

cargo or small vehicles.

Throughout the thesis, the design has been developed and shown through analyt-

ical calculations and simulation-based tools that it would fulfil these requirements,

with several novel design techniques and methodologies being applied. The key

highlights and contributions to future designs that have resulted from the work

presented in the thesis are listed below:

• The extensive use of MO optimisation and NURBS modelling techniques

facilitated a Pareto analysis design approach where the key trade-offs between
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objectives could be easily visualised. This enabled an optimum design within

the constraints of the peak fields required by the industrial partners.

• The incorporation of chamfers on the cells allowed for an improvement of 28

% in the coupling constant, with little effect on the shunt impedance and peak

fields. These chamfers also allowed for fine-tuning of the RF amplitudes in the

cells, a tuning parameter typically unavailable in other linac designs.

• Using MO optimisation and re-capture methods, the design achieved a

high capture efficiency of 90 %, with minimal cathode back-bombardment.

This approach will improve cathode lifetimes and reduce the frequency of

component replacement on many low-energy linac systems.

• A comprehensive thermal analysis and set of thermal simulations were

performed, which gave detailed insights into the operating limits of the

linac. Various methods for performing a thermal analysis were explored and

compared. Incorporating bends into the analytical formulas used to estimate

the heat transfer coefficient will allow other designers in the future to reduce

the amount of time and effort required to accurately estimate the thermal

performance of other linac designs.

• The linac design has been integrated into a novel full RF system design that

would be capable of operating three linacs simultaneously using only one

RF source. This method uses frequency division multiplexing techniques,

delivering three frequencies to three linacs with minimal loss and field

distortion. Initial experimental measurements have shown that this method is

viable. This will help reduce the cost and complexity of future systems where

multiple linacs need to be operated and synchronised.

• A study of basic 3D image reconstruction techniques on a series of simulated

X-rays showed that it should be possible to generate quasi-3D images using

only a few X-ray angles, potentially opening up the possibility of low-cost
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linac-based CT scanning systems.

In the following sections, the conclusions of each chapter are presented, the key

contributions and results are highlighted, and the limitations of this research are

discussed. Finally, improvements to the design are suggested, along with future

work that would be required to realise the full design.

9.1 RF Design and Optimisation

The design specifications for the linac were set out in Chapter 3, with the main

requirements from the industrial partners being that it was a C-band system, would

provide a 2 MeV beam, and would use similar values of the pulse length and electron

gun voltages that are currently in use. They also required the design to be as robust

as possible, minimise the cost of manufacturing and operation where possible and

have a small footprint for the potential use as a portable system. These specifications

influenced many of the major design decisions, with the key ones being the type of

cavity and mode of operation chosen (bi-periodic π/2 mode, on-axis coupling), the

conservative peak field limits (peak electric field <100 MV/m, peak Sc < 1 W/µm2,

peak magnetic field < 229 mT) and the frequency (5.712 GHz). In Chapter 3, the RF

design of a 2 MeV, 5-cell bi-periodic linac was presented, detailing the optimisation

process used to give the best RF performance possible within these requirements.

The final parameters of the β = 1 single-cell design are given in Table. 9.1, showing

that they meet the requirements with all values of the peak fields falling below

or are close to the limits imposed. It was found that the final design was limited

by the peak electric field requirement, with overhead on the other two peak fields.

Although no discussions were held about whether the peak electric field limit could

be pushed higher, if it could have been increased to 125 MV/m, a shorter design

would have been possible with a higher gradient, reducing the total footprint. If

this is considered an option in the future, then the Pareto optimal sets generated

during the design can easily be used to select a new geometry with minimal effort.
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Quantity Value
Frequency 5.712 GHz

Gradient, β = 1 cell 26 MV/m
Peak electric field, Epk 103 MV/m

Peak magnetic field, Bpk 96 mT
Modified Poynting vector, Sc 0.73 W/µm2

Shunt impedance per unit length, Z 89.4 MΩ/m
Coupling constant, kc 0.9 %

Quality factor, Q0 12400
Aperture radius 5 mm
Wall thickness 2.5 mm

Coupling cavity length 2 mm

Table 9.1: Final β = 1 cell parameters.

A comparison of the design with some typical X-band structures is given in Table.

9.2. The key differences include the ability to sustain higher maximum electric fields

and smaller aperture radii leading to an improved shunt impedance. Although there

are clear benefits in moving to X-band, the design presented in this thesis should

be competitive, both in terms of cost and size. This is mostly due to the more

relaxed tolerances on the design and the availability of good performance C-band

RF sources.

Quantity C-band Design X-band 1 X-band 2 X-band 3
Frequency (GHz) 5.712 9.3 9.3 12

Type SW SW SW TW
Gradient (MV/m) 26 10 - 100

Energy (Mev) 2 1 6 -
Epk (MV/m) 104 48.3 - 245

Bpk (mT) 156 91 - 623
Z (MΩ/m) 89.4 - 148 100.5

kc (%) 0.93 5 2.5 -
Quality factor, Q0 12400 7328 8800 6183

Aperture radius (mm) 5 5 2 2.75
Input power (MW) 1 0.5 1.8 63.8

Number cells 5 8 19 24

Table 9.2: Comparison with typical X-band linacs. X-band 1 [38], X-band 2 [199],
X-band 3 [200]. Parameters are given as an average for the TW structure.
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These values were achieved using the latest modelling and optimisation tech-

niques, namely:

• The inclusion of NURBS modelling methods allowed for a 10 % improvement

in the shunt impedance at low values of Epk/Eacc compared with traditional

modelling methods. These shapes were considered with the knowledge that

modern manufacturing techniques allow for machining complex geometries.

• The use of MO optimisation algorithms to generate Pareto optimal sets

showing the trade-offs in the peak fields and shunt impedance for any cavity

geometry.

• The separate optimisation of each individual cell length instead of scaling one

or two lengths. This allowed each cell to operate at the Epk/Ea limit.

There was also a question of whether on-axis coupling was the best choice for

the design. Due to the requirement that the weight of the shielding required

should be minimised, on-axis coupling was selected. Using side-coupled cells would

have potentially allowed for the performance to be improved further as the shunt

impedance and kc can be increased using this method. If the shielding required

is less of a concern, such as for a fixed non-portable system, then a design using

side-coupled cells should be used.

In Chapter 3, the use of chamfers to increase the coupling between the individual

accelerating cells was also introduced. Although blends have been investigated

before to increase the coupling between cells, as far as the author is aware, a

variable length/angle chamfer between cells has not been previously exploited for

an industrial linac design. The chamfers were primarily introduced to squeeze out

extra cell-cell coupling without increasing the beampipe radius and sacrificing the

shunt impedance. It was later realised that this has the added benefit of providing

an extra tuning parameter for adjusting the field amplitudes. This method should

be incorporated into designs that require a specific RF field amplitude configuration.
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The tuning of the final linac was performed manually, with some insights from

the circuit theory presented in Chapter 4. This process was quite time-consuming

due to the large number of variables (cell radii, chamfers, coupling port parameters)

and constraints (field flatness, frequency, minimum S11). Modern methods such as

machine learning/neural networks could be used to train a model of a cavity, which

may then allow for automatic cavity tuning. This was attempted during the course

of the design, but due to the large sensitivity of some of the outputs, the model was

unable to predict all the cavity parameters accurately enough to be useful.

For cell optimisation, including considerations of the coupling constant, the

coupling proxy developed in Chapter 3 only provided a rough estimate for the

coupling constant within a small range of chamfer angles and lengths. Ideally, the

real value of the coupling would be calculated within the optimisation to ensure that

the design point selected was actually the best in terms of the various trade-offs.

Including the coupling constant in the calculation would require extra computational

steps as the cell would need to be re-simulated with different boundary conditions,

but this removes the possibility of selecting a sub-optimal design. This would be a

recommendation for designers in the future.

9.2 Note on Multi-objective Optimisation

MO methods were used extensively in the design of the linac, both for the

electromagnetic design and capture optimisation, and they have the potential to be

applied to many other areas of linac design. Although multi-objective optimisation

methods have previously been used on some parts of linac design, no comprehensive

studies have been performed that showcase the power of the approach for entire

linac designs. Having the ability to perform a single set of optimisations and then

being able to quickly select a new optimal design for a linac (where the design

specifications are often changed) is extremely powerful and is an improvement over

traditional methods. One of the limitations of the optimisation in the thesis is
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that only well-known, established algorithms were used; there is definitely scope to

investigate other algorithms potentially allowing for improved convergence speeds.

The recommendation would be to use MO methods when there is a set of conflicting

objectives and where it would be beneficial to visualise the trade-offs between

them. When optimising cavities, performing the initial optimisations with a smaller

mesh (30 cells per wavelength, for example) is also recommended. This enables

a much faster first-pass optimisation and provides a set of input variables that

roughly lead to optimum designs. These points can then be used as a seed for a

second optimisation with a more accurate mesh to provide the final results. This

also enables the optimiser to test different algorithms, input limits, and objective

weightings at a much faster rate.

9.3 Beam Capture Optimisation

The optimisation detailed in Chapter 4 builds upon recent studies attempting to

achieve the highest possible capture efficiency from thermionic cathodes in industrial

linacs. These studies have shown that high capture efficiencies are possible by

appropriately adjusting the first few cell lengths and amplitudes. Typically, values

ranging from 40-60 % are normally achieved in industrial linacs, with the design

presented here achieving over 90 % using re-capture methods. The incorporation

of MO optimisation techniques here, too, allowed for rapid design adjustments and

provided extra insight into the effects of the cell lengths and amplitudes, which may

have been hard to realise using parameter scans alone. For example, the third cell

length needed to be slightly shorter than β=1 to improve the transition into the

rest of the cells. The beam was optimised such that 84 % of the electrons reaching

the target were considered to have useful energies (> 1.5 MeV), and the average

energy of these useful electrons was 1.93 MeV, close to the 2 MeV design point. One

of the concerns that arose from the design was whether such a low amplitude (30

% of the maximum amplitude) in the first cell would be achievable and whether

228



9.4. Linac Thermal Analyses

it would be too sensitive to manufacturing errors, causing amplitude and length

errors. A tolerance analysis was performed, showing that the performance was not

degraded with a ± 10 % error on the length but that the design was very sensitive

to the amplitude of the first cell, with the percentage of electrons returning to the

cathode doubling for a 10 % amplitude error. This loss was found to be recoverable

by adjusting power to the linac so that the amplitude of the first cell is closer

to the design point, at the expense of higher fields in the other cells or a slightly

reduced beam energy. This recapture method should be employed in industrial linac

designs where a thermionic cathode is used, as it can significantly improve cathode

lifetimes and reduce the cost of replacing components. This is especially important

for linacs operating in remote regions, as security linacs often are, or areas lacking

linac experts/technicians available for repairs.

One of the limitations of the optimisation approach employed here was that beam

optimisation was performed separately from the RF optimisation; in the future, there

could be the potential for a combined approach where the RF fields are optimised in

parallel with the beam for a set of desired final beam properties. Many commercial

code suppliers are already working towards unified approaches where many solver

types are integrated, but it is normally the case that there are varying levels of

accuracy for accelerator-specific applications for the different code families. The

author believes developing one optimisation framework using the most applicable

codes for linac design problems could be a worthwhile pursuit.

9.4 Linac Thermal Analyses

Typically, a thermal analysis of the RF cavity is performed at the end of the design

as a check, but they do not always incorporate CFD simulations to encapsulate the

effects of water flowing in the cooling pipes. As a result, large safety factors are

often used to avoid large temperature rises and ensure safe operation.

For the linac design presented here, it was found that to keep the frequency of the
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linac constant using a minimum water temperature of 20°C, 1.2 kW average power

would be permissible for a 5 L/min flow rate. Assuming that the source frequency

had a bandwidth large enough to accommodate a 1MHz frequency shift, this limit

is increased to 1.6 kW. A mechanical analysis found that the thermal deformation

at 800 W input power was in the region of 5-10 µm, causing a maximum error of 1

%, seen in the first cell. When the power is increased to 1.2 kW, the field error was

1.5 %. The analysis in Chapter 4 suggested that a 1.5 % amplitude error should

not affect the beam significantly, though this was not checked directly due to time

constraints. Under normal operating conditions (800 W average input power), there

should be no thermal limitations when running. If the powers are pushed higher,

then the linac would likely be limited by the ability to shift the frequency within

the range of the source rather than field errors reducing the beam performance.

As there are few comprehensive studies of the optimum ways to both estimate

and simulate thermal effects in low-power industrial linacs, a variety of methods

for modelling the thermal heating effects in the linac were considered in Chapter 6,

these included:

• Representing the water with a fixed temperature applied to the walls.

• Using a SS thermal solver with a constant water temperature and a constant

applied HTC calculated using analytical approximations.

• Using a SS thermal solver with fluid solver elements, giving a real temperature

rise along the pipes and a constant applied HTC calculated using analytical

approximations.

• Full CFD analysis that incorporates fluid flow in the pipes.

The results presented from these analyses show that a CFD analysis is not

required for the majority of linac designs. When the design is not required to operate

close to the limits for copper, such as at very high repetition rates (> 800 Hz) or

high powers, some error in the estimated temperature distribution is acceptable. The
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introduction of the effects of pipe bends on the calculations of the Nusselt number

gave an error of 0.14 % in a temperature that could be measured on the cavity

surface. Not including these effects only leads to an error of 0.3 %, so there is an

insignificant difference for most cases. Still, incorporating this method into future

designs will result in more accurate estimates of the HTC than the 1D formulas

provide, allowing for safety factors to be reduced slightly and a performance boost.

The author recommends that for the large majority of low power linac designs,

using an analytical approximation for the HTC, and then using the average

temperature of the water for the fluid in the pipes would provide enough accuracy.

If more accurate results are required, using fluid elements instead of a constant

temperature is recommended, with only a moderate increase in complexity and

resource requirements. Finally, a full CFD analysis is recommended for cases where

designs operate close to thermal limits. The calculations presented in the thesis

need to be verified with an experimental campaign, where the temperature of the

linac is measured using probes and compared with the estimated values. Due to

time constraints, there were several other limitations of the study that will need to

be addressed:

• Only one type of pipe geometry and placement configuration was explored.

The radii of the pipe bends were fixed, though it is likely that there would

have been an optimal value for the flow rates considered. There may also

be other configurations that reduce differential heating across the linac. It

is also not clear whether the approximations would work as well for smaller

radii pipes or shorter straight sections, where the approximations may deviate

further from reality. Considerations of whether the pipes should be placed

internally or externally and how they would be manufactured should also be

made.

• It is unclear how well the approximations will work with higher flow rates or

for different turbulence regimes.
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• Only a few turbulence models were tested for the CFD simulations; this would

need further investigation for higher flow rates and different pipe geometries.

9.5 RF System Design

Chapter 7 introduced an RF system design allowing three linacs to be fired with a

chosen delay time between them using only one RF source. This would significantly

reduce the costs of constructing a high-energy CT scanning system capable of

scanning containers or light vehicles. Various options were considered, including

resonant delay lines and waveguides operating in higher-order modes. The final

design selected is based on a frequency division multiplexing approach whereby one

RF pulse will contain three frequencies separated by approximately 3 MHz. The

pulse would then travel through a series of circulators while providing power to three

linacs that will be tuned to the three frequencies. This idea was validated through

both code-based simulations and Simulink. By incorporating realistic S-parameters

for the linacs, circulators and waveguides, it was shown that 70 % of the initial

power in the last section of the pulse would reach the final linac and that the signal

reaching each linac would be stable. One of the shortcomings of the RF system

design is that there was limited opportunity to test this method at higher powers.

The low-power tests performed by colleagues at Daresbury Laboratory, U.K., look

promising, as they agree with simulations of a similar system, but it remains to

be seen whether the system will work with three cavities and at higher powers.

To validate this, three cavities must be manufactured and integrated with a LLRF

control system and high-power RF source.

9.6 Quasi-3D Image Generation using Linacs

The topic of 3D image reconstruction using only a few X-ray angles was only briefly

covered in Chapter 8, and there are a large number of unknowns for how a system
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using only a few angles could perform in practice. The algorithms explored are

likely not optimal for few-view X-ray analysis, and this is something that could be

explored in much greater detail. Despite this, the results using the basic well-known

algorithms and 3D reconstruction techniques were able to generate adequate 3D

reconstructions from simulated X-ray images of various objects.

9.7 Future Work

The first step towards realising the design presented in this thesis would be to

manufacture a prototype cavity. Once manufactured, RF tests should be performed,

including S-parameter measurements to validate the resonant frequency and a bead-

pull measurement to check the on-axis electric field. It is likely that the field

amplitude is not initially correct, and the cavity will require tuning; this could

be informed using the coupling model described in Chapter 4, allowing for the

correct adjustments to be made to match the desired amplitudes in each of the

cells. The cavity must then be integrated into the full system, including the X-ray

target, thermionic cathode, RF source, HV supply, modulator and cooling network.

The high capture efficiency would be validated through current measurements

and temperature probes used to validate the thermal analysis from Chapter 6.

Preliminary tests for the validation of the cavity multiplexing system could be

performed in the new RF bunker at Daresbury Laboratory, U.K. This bunker will

operate with an S-band Klystron but has a circulator that would be appropriate

for testing at least the high power reflected signal from a pulse containing three

frequencies (2.998 GHz ± 3 MHz). The current LLRF system would need to be

modified to include the three-frequency generation, which can then be sent to the

solid-state power amplifier (40 MHz BW) before going to the Klystron.

The forward and reflected power could be measured using existing directional

couplers and compared with simulations of a similar configuration. The experimental

setup for such a test is shown in Fig. 9.1. Three frequencies would be generated at
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Figure 9.1: Experimental setup for testing FDM technique using RF bunker at
Daresbury laboratory.

2.995 GHz, 2.998 GHz and 3.001 GHz and used to generate a 5 µs pulse with these

three frequencies on separate parts of the pulse. These would travel to one S-band

linac, and the forward and reflected signals from the linac would be measured using a

directional coupler. The expected results from a simulation of a similar arrangement

are shown in Fig. 9.2. The Q factors of the linac were set to the following values:

Q0 = 13000, Qe = 12500, Qt = 50000, representative of the first cavity to be tested

in the RF bunker. Measurements of taken at the directional coupler connected to

the linac should be compared with these simulations to verify the results.

9.8 Final Remarks

The research presented in this thesis aimed to investigate a high capture efficiency,

low-cost, 2 MeV, C-band linac solution for 3D scanning applications. The design

presented is capable of achieving a 90 % beam capture efficiency and has been

integrated into a linac CT system design, which will be able to generate 3D images.
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Figure 9.2: (Left) Simulated reflected pulse from S-band linac showing first frequency
(2.995 GHz) being absorbed into linac. (Right) Transmitted pulse into S-band linac
showing linac accepting first frequency.

Once built and shown to be successful then these types of systems can be used

to improve security at borders, ports and airports worldwide. The techniques and

methodologies developed throughout the thesis are also not security linac specific,

and given the widespread usage of low-energy linacs, they are applicable to any

low-energy linac design.
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AB, Swedish Nuclear Fuel and Waste Management, 2013.

244

https://www.ansys.com/en-gb/products
https://www.ansys.com/en-gb/products
https://cds.cern.ch/record/1404999
https://cds.cern.ch/record/1404999


References

[127] ANSYS. Ansys Mechanical Finite Element Analysis (FEA) Software for
Structural Engineering. Version R2020. Apr. 25, 2021. url: https://www.
ansys.com/en-gb.

[128] Antti Moilanen. “Creep effects in diffusion bonding of oxygen-free copper”.
PhD thesis. Aalto U., 2013.

[129] Clair Upthegrove and Henry Lewis Burghoff. “Elevated-temperature proper-
ties of coppers and copper-base alloys”. In: ASTM PAPERS (1956).
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