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Abstract

Random-matrix theory provides a versatile framework for describing complex quantum

systems, focusing on universal features only constrained by dimensionality and

symmetry properties. In particular, the spectral fluctuations of random matrices

provide a highly applicable benchmark for quantum chaos and ergodic phases.

This thesis focuses on the spectral properties of complex many-body quantum

systems as they dynamically approach a chaotic, ergodic phase, where initially localised

information becomes dispersed and scrambled over the system degrees of freedom.

Measures of scrambling and chaos bounds are typically formulated in terms of dynamical

correlations, such as those characterised by out-of-time-ordered correlators. We

instead utilise spectral statistics, particularly the spectral form factor, which analyses

correlations between the eigenvalues of a system, as a sensitive diagnostic tool to

provide insights into the temporal evolution towards chaotic behaviour. We explore

these features in three steps. First, we investigate this theme in the context of random

quantum circuits, contrasting entanglement dynamics when unitary gates are drawn

from each of the circular ensembles of Dyson’s Threefold Way. By combining exact

analytical results for the minimal case of two qubits and numerical results for the

full circuit dynamics, we find that the imposition of time-reversal symmetric gates

reduces entanglement generation in the circuits. Next, we introduce a scaling theory

for maximally efficient quantum-dynamical scrambling and formulate chaos bounds

that we show to be saturated by Dyson’s Brownian motion. Finally, we show how

exact analytical and asymptotic results can be obtained for a wide class of systems, for

which the Brownian Sachdev-Ye-Kitaev model serves as a template. The results of this

thesis lay the foundations for a deeper understanding of complex many-body quantum

dynamics from a unified statistical perspective.
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Chapter 1

Introduction

A central objective in physics is to establish universal characteristics that transfer

between systems and application domains. In particular, the principles of universality

and symmetry are integral to our understanding of the behaviour of complex systems,

whereby we can categorise different physical phenomena based on their underlying

mechanisms. A primary motivation for this thesis is the study of these universal

properties in the context of complex many-body systems. This theme spans from its

historic origins in nuclear physics [4–12] to disordered and wave-chaotic electronic and

photonic systems [13–17], over to isolated interacting models that display many-body

eigenstate thermalisation [18–23]. Notions of universality in these settings have been

developed in analogy to related concepts in statistics mechanics [24–27], where the

microscopic (fine-grained) details of a system (e.g., microscopic lattice structure,

disorder, and defects) may not matter in the study of its macroscopic (large-scale)

properties. Broadly speaking, systems can then be grouped into universality classes

that only depend on very general system characteristics, such as dimensionality and

symmetries. The latter typically constrain the dynamics of a system and play a crucial

role in determining the possible phases and transitions that a system can undergo.

In this thesis, we explore the interplay of symmetry constraints and structure in

complex many-body dynamics, particularly the dynamical and spectral signatures of

the scrambling process. Scrambling is the mechanism by which local information is

dispersed into many-body correlations that extend over the whole system, manifesting

highly entangled many-body states. What universal characteristics govern the approach
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to ergodicity? When is this process maximally efficient? How does the presence of

further structure and symmetries influence scrambling dynamics? What additional

universal features emerge in this case? These are some of the questions that guide our

investigation. To explore them, we choose a specific yet broad setting. In physics, many

processes are stochastic, that is, subject to some randomness or external level of noise,

characterised by random probability distributions that may be analysed statistically but

not precisely predictable [28–30]. Addressing these questions in the context of stochastic

dynamics therefore describes a wide range of physical systems and dynamical processes.

Throughout this thesis, we will make use of the fact that, from a more general

perspective, much of our understanding of complex quantum dynamics can be built on

the identification of universality classes based on symmetries of the system [17]. This

is firmly embedded in random-matrix theory (RMT), where Dyson’s Threefold Way

categorising systems based on time-reversal symmetry [8, 9] has led to a comprehensive

classification—the Tenfold Way—that now also includes topological aspects [31–33] and

has started to reach beyond the case of unitary dynamics [34]. The success of RMT in

describing complex quantum systems stems from the key insight of Wigner and Dyson’s

statistical theory of energy levels that essentially replaces complexity with randomness

[4, 8]. Specifically, one can renounce exact knowledge of the nature of the complex

system in order to gain insight into its spectra by assuming that the local statistical

behaviour of energy levels of a sufficiently complicated system is captured by that of

the eigenvalues of a random matrix, constrained only to share the same symmetry

as the physical system. The RMT description then anticipates generically complex

systems to exhibit universality in their spectral statistics based on the symmetries

and dimensionality of the system, with the most notable effect given in the form of

energy-level repulsion [11, 14, 16, 17, 35]. A body of supporting literature has since

been produced, with the first notable numerical observations carried out on complex

atomic spectra by Porter and Rosenzweig [36]. On the other hand, particularly in

statistical physics, random-matrix ensembles are well-studied thanks to their analytic

tractability and the fact that their associated spectra can closely approximate those of

systems with many degrees of freedom, with applications reaching beyond the field of

physics, to finance [37] and biology [38, 39], for instance.

Specifically, we will make contact with one of the key observations of quantum chaos,
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Chapter 1. Introduction

namely that the spectral statistics of non-disordered low-dimensional systems can also

exhibit these surprisingly universal characteristics, which furthermore reflect the chaotic

or regular dynamics of the underlying classical limit where it exists. This link between

chaos and the universal statistical properties of spectra (in the single-particle setting)

was formalised by the Bohigas-Giannoni-Schmit (BGS) conjecture [35], which posits

that the statistical properties of the energy levels of quantum systems whose classical

counterparts are fully chaotic follow the predictions of RMT (e.g., exhibiting level

repulsion [11, 14, 16, 17, 35]) and can be modelled by appropriate random-matrix

ensembles. Specifically, when studied at a sufficiently fine energy resolution, the

Hamiltonian of a chaotic system generally takes the form of an appropriate random

matrix chosen from one of the standard Dyson ensembles according to the symmetries

of the system [8, 9, 11, 12, 16, 17, 35, 40]. By contrast, generically regular (integrable)

dynamics are characterised by energy spectra whose levels are uncorrelated, such that

the spacings between consecutive levels behave like a sequence of independent random

variables that follow a Poisson distribution [41]. Consequently, the study of spectral

statistics is one of the main diagnostics of quantum chaos [16, 17, 35]. Typical spectral

quantities are the nearest-neighbour level statistics and subsequent spacing distribution.

Unlike these quantities, the spectral form factor—defined as the Fourier transform of

the two-level density correlation function—probes correlations over all (energy, or its

inverse, time) scales [16, 17, 42–61] and is therefore the central diagnostic tool to study

quantum-chaotic dynamics employed in this thesis.

The same questions can be formed for many-body systems. In these, universal

features become further linked to the notion of ergodicity. Ergodicity is central to

the discussion of classical chaos in which chaotic trajectories fully explore the entire

phase space, whereby two initially infinitesimally close phase-space paths diverge

exponentially in time with a positive Lyapunov exponent [62, 63]. Since the uncertainty

principle in quantum mechanics precludes the definition of a trajectory in phase space,

the wave function contains all information about the state of a quantum system at

a given time. In many-body quantum systems evolving under unitary dynamics,

repeated interactions between the system degrees of freedom create correlations, termed

entanglement. The dynamical process by which information that was once initially

localised spreads over the system degrees of freedom and is no longer accessible to local
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measurements is known as scrambling [50, 64–71]. Formally, a universal endpoint of the

scrambling dynamics can be defined in terms of RMT, and systems that approach this

endpoint are described as being ergodic [50]. The fact that both complex (strongly)

interacting many-body systems and simpler quantum-chaotic single-particle systems

typically share statistical spectral properties is a significant example of universality.

Universal random-matrix behaviour also sets benchmarks for systematic deviations

reflecting the specific structure of a system, such as those observed in the interplay

of short-range interactions, disorder, and conservation laws [16, 17, 35, 43].

Interestingly, these questions also emerge in high-energy physics, where the concepts

of scrambling and chaos shed light on some of the most fundamental questions about

the nature of information, quantum mechanics, and spacetime. The conjectured state

outside the horizon of a black hole is an important motivation [47, 48, 51, 64, 65,

67–69, 72–79], particularly for maximal chaos and in the resolution of the black hole

information paradox. First articulated by Hawking in 1974 [80], the paradox asks what

happens to the information contained in matter that falls into a black hole. Because a

black hole is so dense— infinitely so at its singularity—that not even light can escape its

gravitational pull, classical general relativity suggests that there is an irretrievable loss

of information, which contradicts the principle of unitarity in quantum mechanics. The

proposed resolution is that rather than be lost, information is rapidly scrambled and

dispersed across the black hole’s surface (event horizon) so that it seems inaccessible

to any local observer, yet is preserved in some form [81]. The rate at which black holes

scramble information is believed to be the fastest in nature [65, 67].

This scrambling behaviour has since been transferred to the context of quantum

information theory, where it is studied using concepts like out-of-time-order correlators.

These have been used to formulate scrambling bounds, the most famous being the

Maldacena-Shenker-Stanford bound [72] that provides a quantum analogue of the

Lyapunov exponent in classical chaos. We will study a variant of the Sachdev-Ye-Kitaev

(SYK) model, which in its original form is an all-to-all interacting model of M

Majorana fermions with random couplings [73–79]. The SYK model has emerged in the

high-energy physics setting as a toy model for studying the chaotic properties of black

holes in 0 + 1d since, at strong coupling, it saturates the Maldacena-Shenker-Stanford

chaos bound on scrambling dynamics [72–76], which is a characteristic of black holes in
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Chapter 1. Introduction

Einstein gravity [68, 72, 82]. While the SYKmodel is a fully soluble model for AdS/CFT

holographic duality, whose dual theory includes a sector of Jackiw-Teitelboim gravity

[79, 83–85], in condensed matter, it is a simple model for the study of many-body

quantum chaos and thermalisation that is analytically soluble in the large-M limit

[73–78]. The quantum-chaotic nature of the SYK model was first established following

the study of the nearest-neighbour level spacing distribution [86], which adheres to

the RMT predictions of the symmetry class determined by M . Subsequently, RMT

statistics have also been observed in the spectral form factor [48, 50, 51, 87]. These

characteristics render the SYK model particularly desirable for the study of quantum

chaos and scrambling.

Such stochastic models are our main vehicle to establish the universal aspect of

scrambling dynamics, where, more generally, randomness is a critical ingredient in the

construction of generic non-integrable models that remain soluble. In this thesis, we

will encounter these in the form of random quantum circuits which have materialised

as a popular setting to study the scrambling and thermalisation dynamics of local

information (see Ref. [70] for a recent review). One common circuit architecture

acts on nearby degrees of freedom with random unitary operations over discrete time

steps in a bricklayer geometry, which may be interleaved with local measurements

(so-called hybrid unitary-projective circuits) [88–91]. Since there is no Hamiltonian

operator, there exists neither the notion of energy conservation nor temperature

so that the dynamics can be interpreted as occurring at infinite temperature and

are therefore anticipated to reproduce certain features of the high-energy physics

generated by Hamiltonians. Moreover, randomness in the circuit elements promotes

analytical tractability: a common approach involves leveraging randomness to map

the circuit dynamics onto effective statistical mechanical models or processes (e.g.,

[54, 70, 88, 92]) or to obtain exact results for ensemble averages in the general spirit

of RMT. For instance, one can explicitly calculate the spectral form factor both in

the thermodynamic limit [53, 55, 93] and limit of large local Hilbert space dimension

[52, 54, 94]. In all circuit variations, a multitude of theoretical control enables one

to manipulate dynamics and observe a rich variety of out-of-equilibrium phenomena.

For instance, sufficiently strong and frequent measurements in hybrid unitary-projective

circuits can induce a dynamical phase transition by driving the system from an ergodic,
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1.1. Outline

non-localised, highly entangled phase to a non-ergodic, localised phase characterised by

states with low entanglement. We will find that constraining unitary operations to be

time-reversal symmetric reduces entanglement generation, shifting this transition.

Secondly, we will study stochastic models that do not have a built-in notion of

distance or locality (since interactions are all-to-all) and therefore effectively model

scrambling in black holes [48, 51], particularly in the limit of continuous time, for

which operations are implemented over time steps of duration dt → 0, i.e., described

by continuous-time stochastic processes or Brownian circuits. This Brownian circuit

setting lends itself well to the investigation of universality in stochastic models, where we

will make use of the symmetry classes that appear naturally in the context of the SYK

model as a consequence of the number of Majorana fermions therein. A key approach

taken in this thesis is to investigate the universal features that emerge in the spectral

correlations of these stochastic models and to use this Brownian circuit setting as a

foothold for understanding and describing universal correlations in complex quantum

many-body evolution. In this spirit, we will identify spectral signatures of maximal

chaos and establish that these are exhibited by another continuous-time stochastic

process with origins in RMT: Dyson’s Brownian motion.

1.1 Outline

This thesis is organised as follows.

In Chapter 2, we outline the useful background theory. In Section 2.1, we begin

by reviewing time evolution in quantum systems and the basic principles of quantum

mechanical measurement. It transpires that these fundamentals are all that is required

to formulate the current programme. We then give a synopsis of RMT in Section 2.2.

In Section 2.3, we detail how the study of the spectral statistics of random matrices is

a powerful tool for probing the correlations inherent to quantum-chaotic systems [16,

17]. We review typical signatures of many-body quantum chaos using RMT predictions

for spectral statistics and information-theoretic measures, such as the entanglement

entropy and out-of-time-ordered correlators that are commonly used to formulate chaos

bounds. In Section 2.4, we introduce random quantum circuits as minimal models to

study many-body dynamics and information scrambling. Here, we review the two
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Chapter 1. Introduction

broad classes of circuits and outline some basic physical properties and phenomena,

in particular, the measurement-induced entanglement transition in the structure of

quantum trajectories. We also define Dyson’s Brownian motion, originally conceived as

a technical tool in the RMT context [7], as a dynamical stochastic process of interest.

We then introduce the Brownian SYK model that exhibits maximally chaotic dynamics

reflecting the symmetry classes defined by the number of Majorana fermions in the

model [48, 50, 51, 86, 87].

The following three chapters report the main findings of this thesis.

In Chapter 3, we investigate the interplay between local entanglement generation by

gates and its reduction by measurements in random quantum circuits built from gates

sampled from Dyson’s Threefold Way, which categorises systems based on time-reversal

symmetry. We find that imposing time-reversal symmetry on the level of individual

gates reduces entanglement generation and, for the system sizes that we study, shifts

the measurement-induced entanglement transition towards smaller critical measurement

rates since fewer measurements are required to sufficiently disentangle the system

degrees of freedom.

In Chapter 4, we investigate the scrambling mechanism and develop a

single-parameter scaling theory for the maximally efficient scrambling scenario. We

identify spectral signatures of maximal chaos and use these to formulate chaos bounds,

enabling us to distinguish between inefficient and efficient yet incomplete scrambling.

We find that Dyson’s Brownian motion is an example of a maximally efficient process

that meets these chaos bounds in its approach to the ergodic dynamical endpoint.

In Chapter 5, we further study Dyson’s Brownian motion and investigate spectral

statistics in zero-dimensional Brownian models of quantum chaos. We demonstrate

how our approach can be formulated for all system sizes, in each of the three

standard symmetry classes (unitary, orthogonal, and symplectic, as determined by the

presence and nature of time-reversal symmetry), and applies exactly to all systems with

stochastically emerging basis invariance, including the Brownian SYK model. We show

how this manifests a complete analytical description of the spectral correlations and

allows us to identify which are universal in a large class of models.

Finally, we collect our conclusions in Chapter 6.
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Chapter 2

Background theory

2.1 Time evolution of quantum systems

We start by very briefly recapping the fundamental framework of quantum theory

required for this work [95, 96].

A description of the condition of a quantum system at any given time is termed

a state. A pure physical state of a quantum system at time t can be represented

by a state vector |ψ(t)⟩ that is an element of a Hilbert space H ≡ CN on which a

scalar product ⟨·|·⟩ : H × H → C is defined. We will largely focus on the quantum

mechanics of physical systems whose Hilbert space dimensions dimH = N are finite

(e.g., multi-qubit systems), although the limit N → ∞ is often studied for a variety of

systems and theories, including the random-matrix theory context (Section 2.2).

The state vector is often referred to as the wave function and is a complete

description of the system from which one may compute physical observables. Unlike a

pure state, which is entirely known and may be represented by a state vector |ψ⟩ with
unit norm, a mixed state is given by a statistical ensemble of pure states |ψi⟩, each of

which is associated to a probability pi, where
∑

i pi = 1. In general, a mixed quantum

state is described by the Hermitian density operator ρ̂ =
∑

i pi |ψi⟩ ⟨ψi|, whose operator
status is denoted by the hat. For a pure state, ρ̂ = |ψ⟩ ⟨ψ|. We will soon drop these

hats from all operators.
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Chapter 2. Background theory

2.1.1 The time-evolution operator

The time evolution of the state of a quantum system is determined by the Hamiltonian

operator Ĥ(t) via the time-dependent Schrödinger equation,

iℏ
∂

∂t
|ψ(t)⟩ = Ĥ(t) |ψ(t)⟩ , (2.1)

where ℏ is the reduced Planck’s constant. The Hamiltonian is a Hermitian linear

operator that is the generator of translations in time and is the observable corresponding

to the total system energy E. The general solution of Eq. (2.1) for a time-independent

Hamiltonian Ĥ(t) = Ĥ and initial state |ψ(0)⟩ can be compactly expressed as

|ψ(t)⟩ = e−iĤt/ℏ |ψ(0)⟩ , (2.2)

where the time-evolution operator

Û(t) = e−iĤt/ℏ (2.3)

is unitary and therefore preserves the inner product between vectors in the Hilbert

space H, ⟨ψ′|Û †(t)Û(t)|ψ⟩ = ⟨ψ′|ψ⟩. This has important consequences when defining

chaos in quantum systems (see Section 2.3). For instance, one cannot naively generalise

the so-called butterfly effect in classical chaos (which diagnoses chaotic dynamics via

sensitivity to initial conditions) to quantum states and propose that the inner product

between some initial state |ψ⟩ and some perturbed state |ψ′⟩ diminishes quickly with

time since it remains constant under unitary time evolutions.

For completeness, we can express the time evolution of an initial state |ψ(0)⟩ by

expanding in the energy eigenfunctions Ĥ |n⟩ = En |n⟩,

|ψ(0)⟩ =
∑
n

|n⟩ ⟨n|ψ(0)⟩ =
∑
n

cn(0) |n⟩ . (2.4)

Substituting the time-dependent state

|ψ(t)⟩ =
∑
n

|n⟩ ⟨n|ψ(t)⟩ =
∑
n

cn(t) |n⟩ (2.5)
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2.1. Time evolution of quantum systems

into the time-dependent Schrödinger equation (2.1) gives

iℏ
∑
n

dcn(t)

dt
|n⟩ = Ĥ

∑
n

cn(t) |n⟩ =
∑
n

Encn(t) |n⟩ . (2.6)

Projecting out the mth component gives

iℏ
dcm(t)

dt
= Emcm(t), (2.7)

which is solved by

cm(t) = cm(0)e
−iEmt/ℏ (2.8)

so that the time-evolved state can be expressed as

|ψ(t)⟩ =
∑
n

cn(t) |n⟩ =
∑
n

cn(0)e
−iEnt/ℏ |n⟩ . (2.9)

From hereon, we drop the hat notation for operators, whose status is obvious from the

context, and set ℏ to unity.

2.1.2 Stochastic time evolution

We will be interested in Brownian processes in which the state of a system evolves

stochastically in time. In this setting, the unitary time-evolution operator at finite

times is obtained from the prescription

U(t) → U(t+ dt) = u(t; dt)U(t) (2.10)

in which the unitary time-evolution operator U(t) implementing the dynamics is

initialised to the identity, U(0) = 1, and updated incrementally by randomly generated

unitary matrices u(t; dt) ≃ 1 over a small time step dt.

One can express the unitary operator implementing dynamics over an incremental

time step dt at time t in terms of an instantaneous Hamiltonian h(t) as

u(t; dt) = exp (−ih(t) dt), 0 < dt≪ 1. (2.11)
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Chapter 2. Background theory

In the stochastic setting (2.10), it is convenient to rescale the instantaneous Hamiltonian

in such a way that H(t) = h(t)/
√
dt to give

u(t; dt) = exp
(
−iH(t)

√
dt
)
, 0 < dt≪ 1, (2.12)

or equivalently (to order dt) as a manifestly unitary form that is suitable for numerical

implementation,

u(t; dt) =

(
1 − iH(t)

2

√
dt

)(
1 +

iH(t)

2

√
dt

)−1

. (2.13)

This delivers a well-defined stochastic process in the limit dt → 0 that is of Brownian

nature if the instantaneous Hamiltonians H(t) at different time steps are independent

of each other. In Section 2.4.2, we specify this incremental time evolution in detail

for the models of interest, where Dyson’s Brownian motion (Section 2.4.2.1) and the

Brownian Sachdev-Ye-Kitaev model (Section 2.4.2.2) are central to our considerations.

2.1.3 Measurement backaction

An isolated (closed) quantum system evolves under unitary evolution as described by

the time-dependent Schrödinger equation (2.1) with constant Hamiltonian H(t) = H

and its solution (2.2). Measurement of the system extracts information about the state

of the system through an interaction with the environment (i.e., with the observer

and their measuring apparatus). Consequently, during the measurement procedure,

the system is no longer isolated and its evolution is no longer unitary. In classical

physics, the full state of a physical system can be determined by performing appropriate

measurements on a single copy of the system that do not affect the state of the system.

In contrast, measurements in quantum physics are probabilistic and inevitably disturb

the system state, as we now outline.

Conventional (standard) projective measurements in quantum mechanics were

introduced by von Neumann [97, 98] and are defined using a set of projection operators,

hence the nomenclature [99, 100]. The measurement postulates for quantum mechanical

measurement of a pure state |ψ⟩ read as follows.
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2.1. Time evolution of quantum systems

i There exists a Hermitian operator O =
∑

i,n λi |i, n⟩ ⟨i, n| =
∑

i λiPi associated

to every quantum mechanical physical observable, where Pi =
∑

n |i, n⟩ ⟨i, n| is a

projector1 onto the associated subspace of eigenstates |i, n⟩. The index i labels the

eigenvalues λi of O, which correspond to the measurement outcomes that may occur,

while the index n labels any degeneracies of the eigenvalue λi. The hermiticity of O

ensures that the eigenvalues λi are real and that the respective eigenvectors {|i, n⟩}
form a complete orthonormal basis for the Hilbert space. The measurement outcome

λi corresponds to the eigenspace {|i, n⟩}n.

ii Measurement of O on state |ψ⟩ gives the eigenvalue result λi with probability pi.

iii The probability of measuring the result λi is pi = |Pi |ψ⟩|2 = ⟨ψ|P 2
i |ψ⟩ = ⟨ψ|Pi |ψ⟩.

iv The post-measurement state of the system following result λi is

|φi⟩ =
Pi |ψ⟩√
⟨ψ|Pi |ψ⟩

=
Pi |ψ⟩√
pi

, (2.14)

where |φi⟩ is a normalised eigenstate of O. An immediate second measurement of O

gives the same result λi with certainty. This and the previous postulate constitute

the Born rule [101].

v If the measurement result is not recorded, the post-measurement state of the system

is described by the density operator (or density matrix)

ρ = |ψ⟩ ⟨ψ| → ρ̃ =
∑
i

pi |φi⟩ ⟨φi| =
∑
i

Pi |ψ⟩ ⟨ψ|Pi, (2.15)

which represents the mixed state resulting from the measurement.

The above postulates are applicable for a pure initial state.2 If the measurement

1State orthogonality requires PiPj = Piδij so that P 2
i = Pi, ensuring eigenvalues of Pi are 0 and 1.

2If the initial state is mixed, the postulates iii, iv, and v are adapted. For the outcome λi, the
post-measurement state is

ρ→ ρ̃ =
PiρPi

tr [PiρPi]
=

PiρPi

tr [Piρ]
. (2.16)

This outcome has probability pi = tr [PiρPi] = tr [P 2
i ρ] = tr [Piρ]. Not recording the measurement

result yields the post-measurement state ρ̃ =
∑

i PiρPi. These reduce to iii, iv, and v in the case of a
pure state density matrix ρ = |ψ⟩ ⟨ψ|, with post-measurement state ρ̃ = |φi⟩ ⟨φi|.
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Chapter 2. Background theory

outcome is recorded, there is conservation of purity in a sense: a pure pre-measurement

state results in a pure post-measurement state. One says that measurement induces

backaction by projecting the state onto the eigenspace associated with the measurement

outcome. In particular, if A and B are non-commuting observables, then a first

measurement of A will affect the outcome of a subsequent measurement of B.

The measurement process is random; although we can predict the spectrum of

possible results and the probability at which these occur, we cannot predict the

measurement outcome itself. The ensemble interpretation of quantum mechanics follows

from this, in which the general state ρ describes an ensemble of identically prepared

systems on which we can perform the same measurement and calculate the moments

of the measurement-generated probability distribution {pi}. The first moment is the

expectation value of the observable O, denoted by ⟨O⟩ =∑i λi tr [Piρ] = tr [ρO]. This

cannot be determined by a single measurement and is experimentally found via repeated

measurement of O on the prepared state ρ, generating N results. The statistical average

converges to ⟨O⟩ in the limit N → ∞. An ideal measurement is one with negligible noise

and measurement error so that an eigenvalue λi of O is measured. Real measurements

are typically not ideal, partially due to the finite temporal resolution of macroscopic

devices coupled to the quantum system via finite-energy interactions.

The above projective formalism is limiting and not an exhaustive description of all

possible measurements that can be performed on quantum systems, particularly open

quantum systems [99–101]. This is achieved by generalised measurements, namely

Positive Operator-Values Measures (POVMs),3 which account for the specifics of the

measurement method and apparatus, and can furthermore distinguish measurement

from other interactions. However, we mention this for completeness since this thesis is

concerned with conventionally projective quantum mechanical measurement.

3POVMs are described by a set of Hermitian positive semi-definite operators {Ei} satisfying∑
iEi = 1, where each Ei is associated with a measurement outcome. In a standard measurement

implementation via the Kraus representation, there exist Kraus operators Mi satisfying Ei = M†
iMi.

For any state ρ, the probability of measuring an outcome indexed by i is pi = tr [Eiρ]. The respective
post-measurement state is

ρ→ ρ̃ =
MiρM

†
i

tr [Eiρ]
=
MiρM

†
i

pi
. (2.17)

Comparison with Eq. (2.16) implies that projective measurements are a particular case in which Mi =

M†
i = Pi and Ei = Pi since P

†
i Pi = Pi. In general, the POVM elements do not obey the orthogonality

relation applicable to the projectors in conventional quantum mechanical measurement.
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2.2. Random-matrix theory

2.2 Random-matrix theory

A random matrix is a matrix whose entries are random variables. Random-matrix

theory (RMT) is the study of the properties of such matrices and has origins in Wishart’s

statistical study of populations [102]. Famously used to explain the spectrum of nuclei

of heavy atoms [4, 5], the study of properties of typically large random matrices has

since emerged as a framework for the statistical description of spectra and physical

phenomena, for instance, explaining the behaviour of large disordered Hamiltonians

[103] and quantum transport, including universal conductance fluctuations in disordered

conductors [13, 104–106]. The key insight of RMT is that rather than studying the exact

energy levels of a complex (complicated) physical system, one can study the statistics

of random matrices that share the same symmetries of the system [8–11].

In this section, we first give a brief overview of random-matrix theory (2.2.1)

and introduce the random-matrix ensembles of interest that follow the symmetry

classification of Dyson’s Threefold Way (Section 2.2.2). This leads to a clarification

on the conceptual interplay between universality and symmetry classes (Section 2.2.3)

in the setting of this thesis. Finally, we report on other measures of spectral statistics

(Section 2.2.4), in particular, the spectral form factor that probes correlations on all

scales (Section 2.2.4.3).

2.2.1 Wigner’s surmise

In the 1950’s, Eugene Wigner first introduced the concept of random matrices to the

nuclear physics setting when trying to understand the statistics of compound nuclei

resonances [4–6, 10]. Due to the complicated interactions between the many protons

and neutrons that constitute a heavy nucleus, Wigner postulated that the spacings

between energy levels in the spectrum at a sufficient distance above the ground state are

more or less akin to the spacings between the eigenvalues of a random matrix and should

depend only on the symmetry class of the Hamiltonian describing the nucleus. Beyond

this symmetry consideration and the constraint that the Hamiltonian be Hermitian (and

if real, symmetric), no other information is contained in the random-matrix ensemble

to which the random matrix belongs.

An ensemble of random matrices is completely specified by a set of matrices and
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Chapter 2. Background theory

the probability density defined on this set. Wigner [4–6, 10], and later Dyson [8, 9],

considered random-matrix ensembles of N × N Hermitian matrices H = (Hij)
n
i,j=1

defined by the probability distribution

P (H) = N exp

(
− 1

2σ2
trH2

)
, (2.18)

where N is some normalisation constant dependent on the set of matrices that is chosen

such that the integral against the measure dµ(H) is equal to one. The scale parameter

σ can be any positive number and is related to the variance of the distribution from

which the matrix elements Hij are sampled, which themselves fluctuate independently

about zero. These random-matrix ensembles are known as the Gaussian ensembles since

the individual matrix elements obey Gaussian distributions. The trace operation in the

exponent ensures that this probability density describes random-matrix ensembles that

are invariant under action by the unitary group U(N),

H → UHU †, U ∈ U(N). (2.19)

Geometrically, this can be interpreted so that no direction of the Hilbert space is

preferred. The space-time symmetries of the system restrict the allowed set of matrices.

In the absence of additional symmetries, H is a random Hermitian matrix whose

elements are random complex numbers. The symmetry group that acts by conjugation

on the ensemble of Hermitian matrices is the unitary group U(N), as given by Eq. (2.19).

In the presence of a time-reversal symmetry T ,4 U(N) is reduced to the subgroup that

commutes with T . If T 2 = 1, U(N) reduces to O(N), and the Hermitian matrices

H are real and symmetric Hij = Hji. In contrast, if T 2 = −1, U(N) reduces to

Sp(N), and the antisymmetric matrix elements Hkj = −HR
jk can be specified using real

quaternions. A real quaternion q is a linear combination of the identity and Pauli

matrices, q = a1 + ibσx + icσy + idσz with real coefficients a, b, c, d ∈ ℜ, whose

4Any time-reversal operator T can be expressed as the product of some appropriately chosen unitary
operator U and the antiunitary operator K that implements complex conjugation (with respect to a
standard representation, typically that of position), in the form T = UK [17]. The anti-unitarity of
T , ⟨Tψ|Tϕ⟩ = ⟨ϕ|ψ⟩, follows from the explicit factor of i in the Schrödinger equation (2.1) and the
fact that action by T ought to leave the modulus of the scalar product unchanged. Moreover, action
by T twice should reproduce a given wave function within a phase factor, which when combined with
T = UK gives T 2 = ±1.
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2.2. Random-matrix theory

conjugate is given by qR = a1 − ibσx − icσy − idσz. The dual QR of a matrix

Q with quaternion elements Qnm = anm1 + ibnmσx + icnmσy + idnmσz has elements

QR
nm = amn1− ibmnσx− icmnσy− idmnσz. In other words, the Hermitian matrices H are

invariant under the basis change H → MHM−1, where M is a unitary, orthogonal, or

symplectic matrix, such that there is no preferred direction in the Hilbert space. The

associated ensembles are called the Gaussian Unitary Ensemble, Gaussian Orthogonal

Ensemble, or Gaussian Symplectic Ensemble (abbreviated hereafter as GUE, GOE,

or GSE), respectively. These Gaussian ensembles are indexed by the random-matrix

theory symmetry index β, which takes the values of 1, 2 and 4 in the GOE, GUE, and

GSE so that β counts the number of real parameters required to describe one matrix

element.

Hamiltonians whose statistics are of the GUE type correspond to physical situations

in which time-reversal symmetry is broken, for instance, by a magnetic field or magnetic

impurities. Statistics of the GOE and GSE types correspond to time-reversal invariant

situations, with T 2 = 1 for systems with integer total spins and T 2 = −1 for systems

with half-odd integer total spins. The latter may apply to systems with spin-orbit

interactions. In Wigner’s original context of nuclear physics, T 2 = 1 or −1 for nuclei

with an even or odd number of nucleons, respectively.

For invariant ensembles, such as the Gaussian ensembles, the probability distribution

can be expressed in terms of the eigenvalues En of H and is independent of the

eigenvector variables, such that

P (H) ∝ exp

[
− 1

2σ2

∑
n

E2
n

]
. (2.20)

To see this, note that for any rotation of basis by the unitary matrix A, H ′ = AHA†,

the measure (volume element) remains unchanged dµ(H ′) = dµ(H). The cyclicity of

the trace implies that P (H) = P (H ′). In particular, P (H) = P (Λ), where the diagonal

matrix Λ = diag{En}5 is constructed from the eigenvalues En since H admits the

eigendecomposition

H = UΛU †. (2.21)

5For β = 4, there exists a twofold degeneracy for each of the N distinct eigenvalues (known as
Kramers’ degeneracy) and Λ = diag{En12}.
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Chapter 2. Background theory

The unitary matrix U ,6 whose columns (equivalently rows) are normalised eigenvectors

of H, satisfies UU † = U †U = 1. To fully recast the probability distribution (2.18)

instead in terms of En, one must perform a change of variables. The measure (volume

element) transforms as [11, 107]

dµ(H) =
∏
i<j

|Ei − Ej|β dE dµ(U), (2.22)

where the constant β is defined above as the random-matrix index and dE =
∏

i dEi.

It is instructive to introduce the Vandermonde determinant [11, 17]

det (V ) = ∆({En}) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 · · · 1

E1 E2 · · · EN

E2
1 E2

2 · · · E2
N

...
...

. . .
...

EN
1 EN

2 · · · EN
N

∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∏
i<j

(Ej − Ei), (2.23)

which is non-zero if and only if all eigenvalues Ei are distinct since the determinant is

vanishing if any two columns are equal. The Jacobian for the transformation (2.21) is

simply given by |∆({En})|β [107]. Integrating over the variables U , we are left with the

joint probability distribution of eigenvalues7 [40, 108, 109]

P (Ei, ..., EN) = N exp

(
− 1

2σ2

∑
k

E2
k

)∏
i<j

|Ei − Ej|β (2.24)

= N exp

(
− 1

2σ2

∑
k

E2
k

)
|∆({En})|β. (2.25)

Consequently, finding pairs of energy levels nearby in the spectrum is statistically

improbable. This repulsion between energy levels at short distances is termed level

repulsion and is characteristic of random matrices [11]. The strength of this repulsion

increases with β, so it is largest for the GSE and smallest for the GOE. It has been

6U is uniformly distributed in the orthogonal, unitary, and symplectic (sub)groups, respectively.
7Although the convention is to denote both quantities using P , one can differentiate between the

quantities by the argument of the probability distribution.

24



2.2. Random-matrix theory

experimentally shown that ‘repulsion of energy levels’ of the same symmetry type occurs

in complex atomic spectra, e.g., [36]. By contrast, Poisson-distributed energy levels

have a vanishing degree of level repulsion, β = 0 [17].

One can then ask what the spacing statistics are between neighbouring energy levels8

on a scale small compared to the overall energy scale, where the latter is defined by

the details of the problem, for instance, by the specific nucleus in Wigner’s original

context. Independent random energy levels are uncorrelated such that the spacing s

between neighbouring levels9 is described by a Poisson distribution

pPoisson(s) = exp (−as), (2.26)

where a is a constant. In contrast, the probability distribution function for the

spacing between adjacent energy levels for the Gaussian ensembles (indexed by β) is

approximated10 by the Wigner surmise [10, 11, 40]

pWigner(s) = cβs
β exp

(
−aβs2

)
, (2.27)

where the parameters aβ and cβ are fixed by normalisation. There is a strong

β-dependent level repulsion at small spacings (see Figure 2.1). This is consistent

with the joint eigenvalue probability distribution (2.24) since there is a vanishing

probability for eigenvalues to coincide so that the spacing s is zero, in contrast to

the Poisson distribution for which there is a finite probability. In the limit of large s,

both distributions decay exponentially, with Wigner’s decaying faster with a Gaussian

falloff.11 Porter and Rosenzweig [36] performed the first numerical investigation into

the distribution of successive eigenvalues associated with random matrices, specifically

in the context of complex quantum spectra, suggesting that the Wigner surmise and

associated level statistics hold in general for sufficiently complex quantum systems.

8Or, synonymously between adjacent characteristic values of a random matrix [10].
9Convention is to rescale the spectra such that the mean level spacing is equal to unity for meaningful

comparison between different systems (see Section 2.2.4.1).
10The Wigner surmise is exact for the case of 2×2 Gaussian ensembles and is a good approximation

for the actual distribution of general N ×N Gaussian ensembles, whose level statistics do not have a
closed analytical form.

11This is unrelated to the Gaussian distribution of the ensembles and is a direct manifestation of
the measure (volume element) [14].
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Figure 2.1: The Wigner surmise (2.27) is a universal scaling form of the
nearest-neighbouring energy level spacing distribution p(s) for spectra of uniform mean
level spacing that correspond to GOE, GUE, and GSE statistics, here plotted for the
2× 2 case and contrasted with that for a spectrum of Poisson-distributed energy levels
given by Eq. (2.26).

2.2.2 Dyson’s Threefold Way of random unitary matrices

In the original application of RMT to nuclear physics, the random Hermitian matrices

were interpreted as Hamiltonians governing the system dynamics. Dyson’s Threefold

Way [8, 9] introduces the circular ensembles of random matrices as unitary analogues

to the Gaussian Hermitian matrices, whose names arise due to the confinement of their

eigenvalues to the unit circle in the complex plane. The Circular Orthogonal Ensemble,

Circular Unitary Ensemble, and Circular Symplectic Ensemble, (COE, CUE, and

CSE), respectively, are invariant under the corresponding symmetry transformations

of their Gaussian analogues and indexed by the same values of β. Moreover, the

circular ensembles are characterised by a flat density of states and share the same local

fluctuations as their Gaussian counterparts (that instead have a semicircular density of

states as described by the Wigner semicircle distribution [4, 6, 10]). We later report on

the spectral statistics of the circular ensembles in Section 2.2.4.3.

Matrices of the circular ensembles are uniformly distributed in the unitary group,

subject only to the constraints imposed by time-reversal and spin-rotation symmetry.

Specifically, the distribution of the CUE is the Haar (invariant) measure12 on the unitary

12For the unitary matrices U, V , the Haar measure dµ(M) is invariant under multiplication dµ(M) =

26



2.2. Random-matrix theory

group U(N) of N ×N unitary matrices [110–112]. Analogous statements apply to the

COE and CSE, and their respective cosets defined by time-reversal and spin-rotation

symmetry. A simple method to generate a random COE or CUE matrix starts with

an N ×N matrix whose elements are independently and identically distributed real or

complex Gaussian random variables (i.e., from the Ginibre ensemble [112, 113]) and

whose columns can be orthonormalised via the Gram-Schmidt process that constructs

an orthonormal basis from a set of vectors in an inner product space. Alternatively,

one can efficiently generate random matrices from the circular ensembles by performing

a QR decomposition on the Ginibre ensemble to obtain CUE matrices, which can then

be used to generate matrices of the COE and CSE [112]. If W ∈ CUE, then

W TW ∈ COE, and (2.28)

−JW TJW ∈ CSE, where J = iσy ⊗ 12, (2.29)

such that −JW TJ ≡ WR. It follows that since W is Haar-distributed by definition, so

are W TW and −JW TJW , noting that J is a constant matrix.

Dyson’s Threefold Way gives the classification of random-matrix ensembles based

on the general Hilbert space setting with symmetries and describes how [9]

‘the most general kind of matrix ensemble, defined with a symmetry

group which may be completely arbitrary, reduces to a direct product of

independent irreducible ensembles each of which belongs to one of the three

known types.’13

Dyson’s Threefold Way is cardinal to many areas in physics, including the statistical

theory of complex many-body systems, mesoscopic physics, disordered electron systems,

and the field of quantum chaos (e.g., see Refs. [13, 17, 103]). In Chapter 3, we explore

Dyson’s Threefold Way in the context of information scrambling and entanglement

spreading, specifically investigating the imposition of local time-reversal symmetry on

entanglement generation.

dµ(UMV ), such that the product UMV satisfies the symmetries obeyed by matrix M (i.e., V = UT

for β = 1 and V = UR for β = 4 [13].)
13There exists a natural extension of Dyson’s Threefold Way describing three symmetry classes

to ten symmetry classes upon the introduction of particle-hole symmetry to time-reversal symmetry,
as demonstrated by Altland and Zirnbauer [31] and elaborated on by Ryu, Schnyder, Furusaki, and
Ludwig [33].
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2.2.3 Universality and symmetry classes

In the context of complex systems and stochastic settings, one is typically interested

in properties that do not depend on the details of the specific physical system since

these change in time and are not reproducible in different experiments. The features of

interest are instead those that do not depend on such details and are hence universal.

While the concept of universality may vary in different settings, in the case of RMT,

it is connected to that of symmetry since, as we have seen, symmetries are the defining

features of the different ensembles. In this section, we introduce and discuss the

interplay between the notions of universality and symmetry in the context of this thesis.

In particular, we aim to clarify how symmetry classification is a weaker concept when

compared to universality within a symmetry class.

The statistics of energy levels distinguished by time-reversal symmetry in RMT

are known as Wigner-Dyson statistics. The corresponding systems are said to belong

to the so-called Wigner-Dyson symmetry classes [9, 11, 17]. Symmetry classes

categorise systems based on the symmetries of their governing Hamiltonians, focusing

on invariance under specific transformations, and are distinct from the notion of

universality within each class. One can see that in specific settings, different physical

behaviours may fall within the same symmetry class. Zirnbauer [114] gives the example

of the Wigner-Dyson symmetry class of real symmetric matrices. While weakly

disordered time-reversal-invariant metals exhibit the universal energy level statistics

of the GOE type, Anderson tight-binding models with real hopping and strong disorder

have localised eigenfunctions and Poisson statistics in the limit of large system size. As

soon as the universality of a group of systems within a symmetry class is established, we

can use the notion of a universality class. These classes may involve further constraints,

such as dimensionality and the nature of disordered interactions.

Universality is the concept that systems with suitable constraints on their underlying

physics are described by the same laws and is one of the fundamental principles in

RMT. In a more general context, this mechanism describes the observation that if

many sources of randomness contribute to some outcome, then the specifics of the

underlying mechanisms and dynamical details are not pertinent to the observed result.

Universality often emerges when one considers the limit of large system sizes. While

the microscopic details of a physical problem may differ (dramatically) at finite scales,
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on larger scales, different physical systems can sometimes be described by the same

mathematical model and are said to fall into the same universality class in a scaling

limit. Statistical mechanics formally defines a universality class to be comprised of

mathematical models whose behaviour is characterised under renormalisation group

flow by the same scale-invariant limit [25]. Models within the same universality class

share the same critical exponent values and behaviour for other asymptotic phenomena

[26, 27].

In probability theory, this notion is at the heart of the central limit theorem (CLT),

which describes how the outcome resulting from the combination of many random

quantities follows the normal distribution whose shape is the bell curve [115, 116].

The CLT is universal: a sufficiently large set of averages of samples of the measured

quantity will be normally distributed, even if the distribution of the measured quantity

itself is not. Regardless of the specifics (shape, skew, or other characteristics) of the

underlying distributions of random variables, the aggregated behaviour (sum or average)

of a large number of such variables will converge to the normal distribution. This

emergent behaviour is often the crux of universality: diverse systems across a wide

range of different situations exhibit the same patterns at large scales.

A related mathematical theorem is the law of large numbers (LLN) [115], which

states that as the sample number of independent and identically distributed random

variables increases, the sample average converges to the expected value (mean) of the

underlying distribution. Regardless of the specifics of the underlying distribution, the

average outcome of random processes will converge to a predictable value. The CLT and

LLN will be useful in the discussion context of stochastic processes (2.10) in Chapter 5.

Universality motivates and justifies the use of simpler ‘toy’ models in the study

of more complicated systems. Indeed, Wigner assumed that one can take the system

Hamiltonian H to be a random matrix with elements restricted only by the symmetry

properties of the problem. The idea is that in many physical settings, in the limit of

large system size N , the statistical properties of the eigenvalues of H become mostly

independent of the probability density of Hij and depend only on the symmetry class

of the random matrix. It can be established that the local statistical properties of a

large random matrix are independent of the distribution of the individual elements, in

the same spirit as the CLT. More formally, the spectral correlations become largely

29



Chapter 2. Background theory

independent of the trace argument in the probability distribution (e.g., Eq. (2.18))

as N → ∞, provided that one is sufficiently far from the edge of the spectrum.

This is termed the universality of spectral correlations [13]. While rigorous proofs of

universality are known for invariant matrix ensembles [117, 118] and Wigner matrices

[119, 120], the fact that one observes the same spectral correlations in the circular and

Gaussian ensembles for N → ∞ can be understood intuitively by the fact that these

ensembles describe the thermal equilibrium distribution of particles that experience the

same repulsive interaction at small distances [17].

2.2.4 Probes of spectral statistics

The joint eigenvalue probability distribution determines the full spectral statistics of a

system. In this section, we introduce quantities that further probe these.

Consider a quantum system whose dynamics are governed by its Hamiltonian H,

which is typically a complex Hermitian matrix of dimension N . One may calculate the

energy levels to obtain its energy spectra E0, E1, E2, · · · , EN and define the density of

states as ρ(E) =
∑N

n=1 δ(E − En).

As the energy E increases, the spacing between consecutive energies in the spectra

typically decreases, so the energy level density ρ(E) is an increasing function. To

study the spectral statistics, one typically focuses on an energy interval ∆E centred at

E, where the interval is sufficiently narrow to be much smaller than E but sufficiently

larger than the mean distance between neighbouring levels ⟨d⟩ in order to contain many

energy levels and allow for a statistical approach,

⟨d⟩ ≪ ∆E ≪ E. (2.30)

Since these scales vary significantly between physical systems, it is conventional to

normalise the energy level spacings by their average in the interval of interest via a

process called unfolding the spectrum [14, 17] that removes the system-specific mean

level density to analyse fluctuation properties.
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2.2.4.1 Unfolding the spectrum

In order to isolate the spectral fluctuations from the local level density, one unfolds the

spectra by mapping the energy level sequence E0 ≤ E1 ≤ E2 · · · onto the new sequence

x0 ≤ x1 ≤ x2 · · · with the same fluctuation properties but characterised by a unit

mean energy level density. Introducing the counting function N(E) =
∫ E
−∞ ρ(E ′)dE ′ =∑N

n=1Θ(E − En) (i.e., a cumulative density function that counts the number of levels

with energy equal to or less than E) and its average value ⟨N(E)⟩, the transformation

xn = ⟨N(En)⟩ (2.31)

defines the new sequence with unit mean level spacing whilst maintaining

system-specific spectral fluctuations. Henceforth, we will consider the unfolded sequence

x0, x1, x2, · · · , xN that is ranked in increasing order by construction, with corresponding

unfolded density of states ϱ(y) =
∑N

n=1 δ(y − xn).

2.2.4.2 Spectral correlation functions

Having unfolded the spectra, we can now make meaningful comparisons between

different systems and calculate statistical measures.

Nearest-neighbour spacing distribution—Let sn = xn+1−xn be the spacing between the

nth and (n + 1)th energy levels so that the nearest-neighbour spacing distribution is

the distribution of spacings between adjacent energy levels, given by

PNN(s) =

〈
1

N

N∑
j=1

δ (s− sj)

〉
. (2.32)

PNN(s) probes the short-range correlations (where s ≲ 1 corresponds to level spacings

smaller than the mean level spacing before unfolding) and reveals the level repulsion

characteristic of the Wigner-Dyson ensembles, which, albeit cannot be expressed as

closed form solutions, are well approximated by the Wigner surmise (2.27). For

uncorrelated levels, the result reduces to the Poisson distribution (2.26). Probing the

scale of the mean level spacing corresponds to probing statistics over an exponentially

long time in the case of a many-body system, since the spacing is exponentially small in
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the system size. This motivates the discussion of probes capable of extracting spectral

information on different (time) scales.

Correlation functions—The simplest spectral statistics are the n-point correlation

functions

Rn(y1, y2, . . . yn) = ⟨ϱ(y1)ϱ(y2) . . . ϱ(yn)⟩. (2.33)

R1(y) is the mean density of the unfolded level ⟨ϱ(y)⟩, which is equal to one by

construction. If the energy levels are uncorrelated, the n-point correlation function

reduces to Rn(y1, y2, . . . , yn) = R1(y1)R1(y2) . . . R1(yn) (= 1 in this case).

The two-point spectral correlation function

R2(y1, y2) = ⟨ϱ(y1)ϱ(y2)⟩ (2.34)

R(E,ω) = ⟨ρ(E)ρ(E + ω)⟩ (2.35)

gives the probability of finding two energy levels at E and E + ω.

2.2.4.3 The spectral form factor (SFF)

For autonomous systems with an effectively finite-dimensional Hilbert space, the

spectral form factor (SFF) is defined by the temporal Fourier transform of the two-point

spectral correlation function and can be expressed as

K(t) = trU(t) trU †(t) =
∑
nm

e−i(En−Em)t, (2.36)

where the unitary time-evolution operator U(t) = e−iHt generates the dynamics

governed by the Hamiltonian H over time t and {Ei} are the eigenenergies of the

Hamiltonian [16, 17, 42–61, 121, 122]. The SFF is analytically tractable and a relatively

simple quantity to calculate (summing over two sets of eigenvalues) when compared

to other measures (such as the entanglement entropy and out-of-time-order correlator

introduced in Section 2.3.3). While the SFF is sometimes normalised such that K(0) =

1, we adopt the common convention for finite-dimensional systems in whichK(t) is such

that K(0) = N2, where N is the Hilbert space dimension. The SFF is not self-averaging

[42] and thus requires the additional average over an ensemble of statistically similar
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2.2. Random-matrix theory

systems or multiple time intervals, denoted by the overline. In high-energy physics,

calculation of the SFF involves the analytical continuation of the partition function

of the system at inverse temperature β → β + it, i.e., from Z(β) ≡ tr e−βH to

Z(β, t) ≡ tr e−βH−iHt. The SFF is then defined as g(β, t) = Z∗(β, t)Z(β, t)/Z(β)2,

where the overline again denotes averaging over disorder realisations [48].
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Figure 2.2: (a) The (two-point) correlation function (2.35) gives the probability that
two energy levels are located within the energy range ω, whose Fourier transform is the
SFFK(t) (2.36). (b) RMT predicts thatK(t) assumes a dip-ramp-plateau structure [17,
123], here shown schematically for a fixed matrix dimension N of the GUE symmetry
class. K(t) dips from N2 to 1 over the ergodic time terg, before linearly ramping up to
plateau at the Heisenberg time tH , where it takes the value N .

Unlike the nearest-neighbour level spacing distribution (2.32), the SFF measures

the correlations between eigenvalues over time and probes (time) scales beyond the

(inverse) mean level spacing. In Section 2.3, we detail how the precise form of the

SFF directly gives information about basic properties of the system. Loosely speaking,

for non-integrable systems, the SFF is typically associated with a dip-ramp-plateau

behaviour that is modified in the presence of symmetry. For the GUE symmetry class

describing Hamiltonians with no additional symmetries, the fingerprint of the level

repulsion discussed in Section 2.2.1 is the ramping up of the SFF as K(t) ∝ t until

the Heisenberg time tH = N , at which the discreteness of the spectrum is resolved

and K(t) plateaus. The quantity
∑

n e
−iEnt can be interpreted as a random walk of N

steps in the complex plane by unit steps in the directions given by the phases Ent. For

t ≥ N , these phases are random, |∑n e
−iEnt| =

√
N , so that K(t) → N . This ramping

is preceded by an initial dip from K(0) = N2 to K(terg) = 1, which describes the onset

of RMT behaviour over the ergodic time terg, hence the paradigmatic dip-ramp-plateau
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structure schematically detailed in Figure 2.2. The details of this specific form contain

information about the symmetry class, while systematic deviations can be used, for

instance, to analyse the onset of thermalisation in structured systems [52, 124]. For

Poissonian level statistics, the SFF is flat for all times t > 0, K(t) = N .

These features take a particularly simple form in a stroboscopic setting, such as

those realised by quantum maps or in periodically driven dynamics with period T [17].

Using the Floquet operator U(T ) such that U(nT ) = Un(T ), the natural extension of

Eq. (2.36) gives the stroboscopic SFF

Kn ≡ | trUn(T )|2. (2.37)

This probes the full range of correlations in the spectrum of U(T ). The theory can

then be formulated directly in terms of the unitary operators U(T ), which in RMT are

drawn from a corresponding circular ensemble. The CUE result,

Kn = N2δn0 +min (n,N), (2.38)

replicates the dip-ramp-plateau behaviour with terg = 1 and tH = N . For intermediate

times, one expects Kn = n and this linear ramp to abruptly plateau. This behaviour is

depicted in Figure 2.3 along with the corresponding results for the other two ensembles,

which implement constraints arising from time-reversal symmetry and modify the

specific shape of the SFF [16, 17, 123]. The presence of time-reversal invariance recasts

the linear ramp and plateau as a curve that plateaus gradually for COE dynamics,

or as the joining of two regimes by a sharp kink in the case of the CSE. In contrast,

Poissonian statistics translate to a flat SFF that takes the value of N for all stroboscopic

times n ≥ 1 and hence is devoid of the dip-ramp-plateau behaviour.

In this thesis, we will study the dynamics in systems with an explicit non-periodic

time dependence. The concept of the SFF can then be applied to analyse the spectral

features of the time-evolution operator U(t) at any instance of time. This leads to the

notion of the instantaneous SFF, which is given by [2, 3, 125, 126]

Kn(t) ≡ | trUn(t)|2. (2.39)
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Figure 2.3: RMT predicts that the stroboscopic SFF Kn (2.37) assumes a paradigmatic
(dip-)ramp-plateau structure that takes different forms in different symmetry classes
[17, 123]. Here, this is illustrated for a fixed matrix dimension N = 16 for the three
standard classes (unitary, orthogonal, and symplectic, as based on their corresponding
circular ensembles). The dashed line indicates the level of the plateau attained at large
n, which coincides with the n-independent Poissonian level statistics.

Here, the continuous time t follows the dynamical evolution of the system, where, in

particular, K1(t) = K(t) in Eq. (2.36). Furthermore, the discrete time n systematically

resolves the spectral information in U(t) by probing a wider range of correlations in

its spectrum. Physically, this can also be interpreted as analysing the stroboscopic

dynamics obtained for a freely imposed period T = t, according to Eq. (2.37).

The instantaneous SFF is particularly useful to study how quantum systems

establish ergodic characteristics over time. For instance, when they are driven into an

infinite-temperature state, the endpoint of the dynamics would be expected to conform

to the RMT predictions for the stroboscopic SFF shown in Figure 2.3. Detailed insights

into the ergodisation dynamics are then obtained by studying the instantaneous SFF

for earlier times t, where the index n resolves the spectral features on different scales,

fully probing the dynamics on all energy and time scales [125, 126].

In the following section, we describe how the SFF is an important tool in

distinguishing between quantum-chaotic and integrable systems, whereby we compare

its behaviour with RMT predictions to infer the underlying nature of the system.
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2.3 Chaos

In classical mechanics, the state of a system is defined in 2N -dimensional phase space

using particles’ positions and momenta. A 2N -dimensional Hamiltonian system is

integrable if there exist N functionally independent constants of the motion that are

in involution with the Hamiltonian, that is, with vanishing Poisson brackets [62]. This

means that integrable dynamical systems are defined by the existence of sufficiently

many constants of motion in addition to the energy, whose dynamics are given by

non-linear differential equations that can in principle be solved analytically. By

contrast, energy is the only constant of motion in a non-integrable—chaotic—system

[62, 63]. In this section, we briefly describe how classical chaos (Section 2.3.1)

translates to the quantum regime, firstly in the single-particle (Section 2.3.2) and then

in the many-body (Section 2.3.3) setting, by highlighting the connection to RMT via

the BGS conjecture. This posits that the statistical properties of the energy levels

of quantum systems whose classical counterparts are chaotic follow the predictions

of random-matrix theory (e.g., exhibiting level repulsion) and can be modelled by

appropriate random-matrix ensembles. This section culminates by discussing how one

typically diagnoses chaotic dynamics in many-body quantum systems, whose signatures

can be observed in entanglement properties and operator spreading, in addition to the

spectral statistics of the generating Hamiltonian (Section 2.2.4).

2.3.1 Chaos vs. integrability

The definition of integrable systems places stringent constraints on the dynamics,

resulting in regular and predictable motion, which is typically confined to well-defined,

stable orbits in a submanifold of much smaller dimensionality than that of the system’s

phase space. A simple example is the N -dimensional harmonic oscillator.

On the other end of the spectrum, chaotic systems exhibit aperiodic14 long-term

behaviour in a deterministic15 way and are characterised by phase-space trajectories

that are highly sensitive to their initial conditions [63]. Two identical copies of the

system whose initial states start close to one another in phase space are characterised

14There exist trajectories which do not tend to fixed points, periodic orbits, or quasiperiodic orbits
as t→ ∞.

15There exist no random or noisy parameters responsible for the system’s irregular behaviour.
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by trajectories that diverge (exponentially in the fully chaotic limit), manifesting

unpredictable and complex dynamics. The (exponential) divergence of initially close

trajectories is popularly termed the butterfly effect and is characterised by the derivative

of the system’s trajectory x(t) with respect to its initial condition x0,∣∣∣∣∂x(t)∂x0

∣∣∣∣ ∼ eλt, (2.40)

where λ > 0 is the Lyapunov exponent. For fully chaotic systems, there is non-integrable

motion in the entire phase space (termed ‘hard’ or ‘global’ chaos, to be contrasted with

‘soft’ chaos for which the phase space is generically comprised of regions of both chaotic

and integrable motion). Chaotic trajectories fully explore the phase space on a scale

set by the ergodic time terg, with neighbouring trajectories diverging exponentially in

time ∝ exp (t/terg).

While classical chaos is well-understood and typically characterised by this sensitive

dependence on initial conditions, the classical concept of a phase-space trajectory does

not have a straightforward analogue in quantum mechanics due to the uncertainty

principle and wave-particle duality. Rather, the wave function describes the state

of the quantum system, whose evolution is governed by the linear and deterministic

Schrödinger equation (2.1). Although quantum systems lack the notion of a classical

trajectory, they ought to still exhibit signatures of chaos, particularly when the classical

counterpart is chaotic. The question is then how classical chaos, typically characterised

in the language of phase-space trajectories, manifests in such systems. To answer this,

we next introduce Berry and Tabor’s conjecture that is applicable to quantum integrable

systems, along with its quantum-chaotic counterpart, the BGS conjecture.

2.3.2 Single-particle quantum chaos

Single-particle quantum chaos focuses on the quantum behaviour of systems comprised

of only one particle (or very few degrees of freedom). Typical examples of such simple16

systems include quantum billiards describing particles restricted to two-dimensional

motion within specific geometric boundaries, whose motion can be chaotic or regular.

16Simple is used as opposed to complex, where the latter is associated with the existence of many
degrees of freedom and with interactions taking place at different scales.

37



Chapter 2. Background theory

For instance, the circular billiard is an integrable system, while the Sinai billiard is

strongly chaotic [35, 127].

In the late 1970s, much work was carried out with the aim of describing simple

quantum mechanical systems for which one can define a classical limit. Berry and

Tabor’s 1977 conjecture [41] describes quantum systems with integrable classical

analogues, stating that the energy levels of these systems exhibit no level repulsion,

with statistics that coincide with the Poissonian statistics of a random process.

Simultaneously, investigation of quantum conservative billiard systems with chaotic

classical limits, such as the Bunimovich stadium [128, 129] and the Sinai billiard [127],

found energy spectra to be consistent with the Wigner surmise (2.27). In 1984, Bohigas,

Giannoni, and Schmit produced a significant dataset for a single particle in an infinite

two-dimensional potential well in the setting of the Sinai billiard [35]. In a sufficiently

narrow window of energy at sufficiently high energy (2.30), the spectral fluctuation

properties were found to correspond to the Wigner-Dyson distribution of the GOE.

Generalising this, the resulting BGS conjecture asserts that the spectral statistics of

quantum systems whose classical counterparts exhibit chaotic behaviour are described

by RMT, specifically that [35]

‘spectra of time-reversal-invariant systems whose classical analogues are

K systems show the same fluctuation properties as predicted by GOE

(alternative stronger conjectures that cannot be excluded would apply to

less chaotic systems, provided that they are ergodic).’

While the conjecture refers to K systems which are the most strongly mixing classical

systems, that is, fully (maximally) chaotic, the authors emphasise that one can replace

K systems with less chaotic systems, subject only to the constraint that they are

ergodic. The significance of the conjecture is the connection it makes between quantum

chaos and random-matrix theory, relating the physical properties of quantum-chaotic

systems to the spectral statistics of random matrices and formalising Wigner’s insight

that the Hamiltonian of a complex (complicated) system resembles a random matrix.

For (chaotic) systems without time–reversal invariance, the GUE replaces the GOE in

the conjecture, as demonstrated by billiards whose time-reversal symmetry is broken

by an Aharonov-Bohm flux [130, 131]. The usual formulation of the conjecture is

that quantum-chaotic systems typically have level statistics which, locally, coincide

38



2.3. Chaos

with those of random matrices. Numerically, Wigner-Dyson level statistics have been

observed for a range of non-integrable systems both in the presence of disorder [103] and

lack thereof, including the original BGS context of billiard systems [16, 35], hydrogen

in a magnetic field [132], and strongly interacting electron models [133]. As of now,

no mathematically rigorous proofs exist for the two conjectures, albeit a semiclassical

approach using periodic orbit theory based on the saddle–point approximation to

Feynman’s path integral for ℏ → 0 [44, 134, 135] (and the Gutzwiller trace formula

[62]) provides a heuristic reasoning for the BGS conjecture.

2.3.3 Many-body quantum chaos

Although the BGS conjecture was initially formulated in the context of single-particle

systems, it is also applicable to Wigner’s original setting of complex nuclei and

many-body quantum systems, where chaotic behaviour is associated with RMT-like

spectral statistics with energy level spacings that exhibit level repulsion. In comparison

to single-particle systems, many-body quantum chaos involves systems with a large

number of interacting particles, thus with much greater dimensionality and complexity.

In many-body classical systems, one typically characterises chaos via trajectories

in a high-dimensional phase space. Chaotic behaviour in many-body classical systems

can lead to phenomena like thermalisation and ergodicity, describing how the system

explores its phase space over time in a way that resembles statistical ensembles.17 This

notion of ergodicity and thermalisation also appears for chaotic quantum many-body

systems, where it can be formulated via the eigenstate thermalisation hypothesis (ETH).

The ETH posits that, even in isolated quantum systems, thermalisation occurs at the

level of individual eigenstates of the system’s Hamiltonian so that long-time observables

behave as if the system were in thermal equilibrium,18 despite the system being in a pure

quantum state and evolving under unitary dynamics (which preserves the information of

the initial state) [18–22, 136]. A system obeying the ETH is indicative that the system

17Specifically, ergodicity as posited by the ergodic hypothesis implies that the long-time average
of an observable for a single system is equal to the average of the observable over an ensemble of
identically prepared systems. This means that one can replace time averages with ensemble averages
when calculating macroscopic properties of systems in equilibrium.

18If the ETH holds, it implies that almost all individual eigenstates within a small energy window
yield expectation values of observables that match those predicted by statistical mechanics, such that
the outcome depends on the energy alone (and is therefore independent of the initial conditions).
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is ergodic, which is a hallmark of chaotic behaviour, and typically leads to strong

correlations (entanglement) between distant parts of the system. More specifically, any

small part of the larger system will be entangled with the rest of the system, leading

to a mixed state for the subsystem that mimics thermal equilibrium and results in the

thermalisation of local observables.

Consequently, many-body quantum chaos can also be viewed from a quantum

information perspective that quantifies the speed at which information spreads

(scrambles) across a system [50, 64–69, 71], as further discussed in the following

subsection. Information that was initially local becomes delocalised across the system,

whose degrees of freedom are said to be entangled. The extent of this can be quantified

using information-theoretic quantities, such as the entanglement entropy that can be

calculated using the system wave function (which is non-localised in the ergodic limit).

Interacting spin systems, such as the Ising or Heisenberg models, can demonstrate

chaotic behaviour when the interactions and system parameters lead to entangled states

[27, 137, 138], while cold atom experiments with optical lattices contribute a platform

to study many-body quantum chaos in a controlled environment [139–141].

2.3.4 Other signatures of many-body quantum chaos

In Section 2.3.2, we introduced the BGS conjecture that makes a connection

between the spectral fluctuations of quantum-chaotic systems and appropriately chosen

random-matrix ensembles. Since the SFF (discussed in Section 2.2.4.3 in the RMT

context) probes correlations over all scales, it is the main quantity that we will study in

the setting of quantum-chaotic dynamics. In this context, the SFF can provide insights

into how quickly a system thermalises and how information is scrambled within it.

In addition to RMT-like spectral statistics (Section 2.2), there exist other signatures

of chaotic behaviour in many-body systems. Here, we introduce the von Neumann

bipartite entanglement entropy and out-of-time-ordered correlators, which diagnose

chaotic behaviour from state and operator perspectives, respectively.
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2.3.4.1 Entanglement properties

By virtue of the correlations created by interactions between system degrees of freedom

in generic many-body quantum settings, the information encoded by systems quickly

becomes inaccessible if the associated degrees of freedom couple with the environment.

This effective information loss can be captured by quantum statistical methods, such as

the von Neumann bipartite entanglement entropy [142], whose scaling properties with

system size can be used to characterise ergodic thermal-like or non-ergodic localised

phases [90, 137, 143–148] and is defined as follows. For a system with density matrix

ρ, the von Neumann bipartite entanglement entropy is given by

SA = −tr (ρA ln ρA), (2.41)

where ρA is the reduced density matrix of subsystem A, calculated by bipartioning the

system and tracing out the subsystem complementary to A.19 The quantity SA is a

measure of the entanglement between the two subsystems,20 where SA = 0 for separable

states and SA > 0 for entangled states. In chaotic systems, SA(t) typically grows

linearly21 with time after a quench to a low-entanglement initial state [92, 150, 151],

19Entropy is complementary when the total state is pure, so SA = SB where subsystem B is
complementary to A. This can be seen by expressing the state of the system in terms of the singular
values of the Schmidt decomposition. Denote components of the system wave function as ψa,b, where
indices a and b detail contributions from subsystems A and B. The density matrix of the whole system
is ρ = ψψ†, with components ρa,b;a′,b′ = ψa,bψ

∗
a′,b′ , such that ρA has components

(ρA)a;a′ = (trB(ρ))a;a′ =
∑
b

ψa,bψ
∗
a′,b. (2.42)

This resembles the matrix multiplication ρA = ΨΨ†, where Ψ has coefficients Ψa;a′ = ψa;a′ and

its Hermitian conjugate has entries Ψ†
a;a′ = ψ∗

a′;a. The entanglement entropy follows from the
diagonalisation of ρA to get its eigenvalues λi, SA = −∑i λi lnλi. Alternatively, we can exploit
the fact that ρA is positive semi-definite and that Ψ may be seen as its ‘square root’. More precisely,
the singular values of Ψ are square roots of singular values (and due to hermiticity, eigenvalues) of ρA.
Singular Value Decomposition (SVD) entails reshaping ψ to form Ψ, calculating its singular values si
and then the entropy,

SA = −
∑
i

s2i ln s
2
i = SB . (2.43)

20It is also typical to consider the nth Rényi entropy, S
(n)
A = (1 − n)−1 ln (tr ρnA), n ≥ 0, where the

limit n→ 1 recovers the von Neumann entropy [149].
21By contrast, in many-body localised systems, a quantum-chaotic system prepared in an initial

state with low-entanglement entropy typically evolves with SA(t) ∝ ln t [23].
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before eventually saturating to a value SA(∞) consistent with thermal equilibrium,

which is then maximised for a random pure state (sometimes called a Page state)

as dictated by the Page result [152]. For a one-dimensional system of size L whose

partitioned subsystems are of size L/2, the Page result maximises the quasistationary

bipartite entanglement entropy,

Page result: SA(∞) =
L

2
ln 2− 1

2
. (2.44)

This extensive scaling of entanglement entropy between the system and its environment

that is proportional to the volume22 of the subsystem, which is often referred to as a

volume law SA(∞) ∝ Ld, is a signature of maximally ergodic (chaotic) systems. These

include open quantum systems in thermal equilibrium, where the state of the system

is completely random in the Hilbert space. Thermalisation erases local memory of the

initial system conditions and configuration, due to the coupling of the quantum system

to an external environment (‘reservoir’) with which the system can exchange energy. As

discussed in Section 2.3.3, an extensive scaling of entanglement entropy can also occur

in a certain class of closed systems, as detailed by the ETH [18–23], which results in

the attainment of an effective thermal equilibrium in a finite time, manifesting ergodic

dynamics and internally highly entangled states.

In contrast, for integrable systems and when the interactions are constrained to

be local, the associated entanglement entropy may be restricted to a sub-extensive

area law SA(∞) ∝ Ld−1, scaling with the boundary of the subsystem, thus violating

the ETH if applicable. This is typical of eigenstates of disordered systems in the

many-body localised phase, which arises in locally interacting isolated systems that are

furthermore strongly disordered [20, 137, 143–145, 153–157]. The saturation of SA(t) in

late time can be used to quantify the complexity of a given quantum state and suggests

a volume-to-area-law entanglement transition as a function of system parameters, e.g.,

disorder. This is further detailed in Section 2.4.1 and investigated in Chapter 3 where

quantum mechanical measurement controls the transition.

22The volume in 1-dimension (d = 1) is the length L.
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The von Neumann entanglement entropy is the quantum ‘equivalent’ of the classical

Shannon entropy [158], despite being introduced 20 years earlier. The entanglement

entropy can also be used to define a basis-independent measure of correlations between

subsystems A and B whose union is not necessarily the entire system, i.e., the

quantum counterpart to the classical (bipartite) mutual information. This quantity,

the (bipartite) mutual information, is defined as

I2 = IA:B = SA + SB − SA∪B. (2.45)

For pure quantum states SA∪B = 0, so this is twice the bipartite entanglement entropy

between two halves of a many-body system. Since quantum fields (on many-body

systems in the thermodynamic limit) have infinitely many degrees of freedom, the

entanglement entropy is divergent [159] and it is desirable to define a quantity

such as the mutual information that is an appropriate linear combination of various

entanglement entropies to mitigate against this, particularly in this context. Note

that the sub-additivity property of the entanglement entropy guarantees that mutual

information is always non-negative and zero only for a product state ρ = ρA ⊗ ρB.

While the bipartite mutual information quantifies the correlations between subsystems

A and B (i.e., how much information they share), the tripartite mutual information

I3 = IA:B:C = SA + SB + SC + SA∪B∪C − SA∪B − SA∪C − SB∪C , (2.46)

measures the correlations between three subsystems, A, B, and C, as schematically

detailed in Figure 2.4 (a). This quantity can be used to measure the extensivity

of the mutual information and is therefore often used to diagnose the extent of

correlations [69]. For instance, to study the measurement-induced entanglement

transition that is introduced in Section 2.4.1 and further investigated in Chapter 3, one

typically calculates the tripartite mutual information I3 between three of four adjacent

subsystems of equal size for which SA∪B∪C = SD, as sketched in Figure 2.4 (b).
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Figure 2.4: (a) Venn diagram representation of the mutual information. The three
circles represent the individual entanglement entropies of subsystems A, B, and C,
whose overlapping regions correspond to the respective mutual information. Pairwise
overlaps correspond to the bipartite mutual information I2 (2.45), while the overlap of
all three circles represents the tripartite mutual information I3 = IA:B:C (2.46). (b) For
the measurement-induced entanglement transition, I3 is typically computed for three
adjacent subsystems, with the total system of size L divided into four equal parts.

2.3.4.2 The out-of-time-ordered correlator (OTOC)

In chaotic many-body quantum systems, local operators typically evolve in time to

be highly non-trivial, complex objects. As such, information that is initially localised

becomes quickly inaccessible and delocalised (scrambled) throughout the system [65,

68, 72]. The Lieb-Robinson bound [160, 161] is a rigorous mathematical result that

places an upper limit on the (finite) speed at which information can propagate in

physical systems with local interactions. Since it is independent of the system’s

chaotic status, is not a diagnostic tool for quantum chaos or scrambling but rather

a constraint on how fast information can propagate. Instead, one may diagnose the

chaotic behaviour of a system by probing the support of an operator23 as it evolves

in time via the out-of-time-ordered correlator (OTOC). These correlators originated in

the semiclassical description of superconductivity [162] but also appear as measures of

operator growth and information scrambling in quantum many-body systems, including

random circuit models, black hole physics, and the SYK model [49, 52, 68, 69, 71–73,

75, 78, 82, 150, 151, 161, 163–171] motivated by possible relations between black hole

23That is, the region over which the operator acts non-trivially.
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systems and quantum mechanical systems through the AdS/CFT correspondence [172].

Per its definition, an OTOC probes the correlation of a time-evolved Heisenberg

operator W (t) with a fixed operator V (0) at a fixed earlier time, which is quantified

using the thermal expectation value ⟨·⟩ at inverse temperature β of their squared

commutator

O(t) = ⟨[W (t), V (0)]†[W (t), V (0)]⟩. (2.47)

(For fermionic operators in fermionic systems, one should consider the squared

anticommutator instead of the squared commutator.) In this thesis, we assume that

V and W are observables and hence Hermitian. For initially commuting observables,

O(0) = 0, the OTOC will evolve in time to be significantly different from zero once

W (t) has spread to the location of V . The name of this correlator arises from the fact

that when expanded, it then contains contributions of the form

F (t) = ⟨V (0)W (t)V (0)W (t)⟩, (2.48)

which is of an uncommon structure in terms of the order of time arguments. In

Chapter 5, we develop an analytical approach to the spectral form factor and out-of-time

ordered correlators in zero-dimensional Brownian models of quantum chaos.

OTOCs are used to quantify the sensitivity of a quantum system to small

perturbations, analogous to the classical concept of the butterfly effect (2.40) [168]. In

the setting of quantum-chaotic dynamics, the ballistic behaviour at early times allows

for the extraction of the quantum analogue of the Lyapunov exponent, which facilitates

the formulation of chaos bounds. The famous Maldacena-Shenker-Stanford bound on

chaos is found to be saturated both in black holes and in the SYK model [72–75]

(whose stochastic time-dependent variant, the Brownian SYK model, is introduced

in Section 2.4.2.2). However, this exponential behaviour has been shown not to

be universal in quantum-chaotic systems, where some non-integrable systems with

RMT-like spectral statistics are characterised instead by OTOCs with a power-law

growth [173–176]. Consequently, one may look to benchmark chaotic behaviour with

other indicators of quantum chaos based on the spectra and the eigenstates of the

systems considered, such as the inverse participation ratio that measures how localised

(or delocalised) a wave function is in a given basis [137, 177].
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2.4 Random quantum circuits as minimal models

for information scrambling

Quantum circuits describe the time evolution of lattice models comprised of spins

(with local Hilbert space dimension q) as they evolve under local unitary operations

(gates) and local measurements. When these local unitary gates are drawn from a

random-matrix ensemble or implement dynamics generated by a random Hamiltonian,

the resulting random quantum circuit introduces the notion of locality to the analytical

tractability of RMT. The considerable interest (see Ref. [70] for a recent review

of the area) in these simple models (so-called minimal models of spatially-extended

many-body quantum systems) stems from this tractability for the study of many-body

dynamics and universal collective phenomena far from equilibrium. Here, we introduce

two classes of random quantum circuits that interpolate between discretised- and

continuous-time dynamics, and detail how randomness is a critical ingredient in enabling

quantum-classical mappings, including mappings to classical geometric and statistical

models.

2.4.1 Discretised circuits: (monitored) random unitary

circuits

Random unitary circuits describe discrete time evolution in lattice models and are

composed of local unitary operations drawn from a suitable ensemble of unitary gates.

The dynamics may be subject to monitoring by an external observer who performs

(repeated) local measurements with a tuneable probability. The discretisation of time is

similar to the ‘trotterisation’ of continuous-time Hamiltonian dynamics [178]. However,

unlike trotterisation, each local operation is not always close to the identity and the

time step is not necessarily infinitesimally small. Consequently, energy is not typically

conserved in these circuits.

Random unitary circuits are an example of closed quantum systems that can achieve

a local thermal equilibrium through purely unitary evolution (i.e., thermalisation).

Without special properties or symmetry constraints, a minimally structured quantum

random unitary circuit quickly reaches a steady state that is locally fully disordered,
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2.4. Random quantum circuits as minimal models for information scrambling

where local observables match those of a statistical ensemble at infinite temperature.

Key universal properties of the evolving state can be captured by information-theoretic

measures, such as the entanglement entropy and quantum mutual information

(Section 2.3.4.1). These measures reflect correlations that depend non-linearly on the

reduced density matrix of a subsystem and are especially relevant in the context of

minimal circuits because they do not depend on the specific choice of local basis but

are still sensitive to core features of the dynamics, like locality and unitarity.

In the original design of these circuits [88–91], the evolution of a chain of spins

is implemented via two-site unitary matrices drawn from the CUE in the brick-layer

structure depicted in Figure 2.5 (a). The unitary time-evolution operator is

U(t) = U(t)U(t− 1)U(t− 2) . . .U(2)U(1), (2.49)

where

U(t) =


⊗

i∈2Z Ui+1,i(t) for odd t⊗
i∈2Z Ui,i+1(t) for even t.

(2.50)

For a spin chain of qubits with local Hilbert space dimension q = 2, Ui,j(t) is a 4 × 4

Haar-random unitary (CUE) matrix acting on the ith and jth neighbouring sites and

so acts on even or odd bonds exclusively in alternating layers. These circuits can be

further subject to monitoring by their environment that fully records measurements24

performed at a tuneable probability or rate p (see Figure 2.5 (b)).

2.4.1.1 Measurement-induced entanglement transitions (MIET)

Consider the entanglement dynamics of a system of length L whose initial state

is separable, thus characterised by zero average entanglement entropy SA(0) = 0

(Section 2.3.4.1). In the limit of purely random unitary evolution (p = 0), the

unobserved circuit is characterised by an entanglement entropy that grows ballistically

SA(t) ∝ t [88, 92, 150, 151] until saturation in a quasistationary regime, where it

obeys a volume law (hence, a linear scaling of the quasistationary entropy with system

24Each circuit realisation is characterised by a pure-state trajectory corresponding to a particular
sequence of measurement outcomes, where the inherently probabilistic nature of quantum mechanical
measurement means that the same circuit configuration can yield other trajectories.
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Latexit font size 50Figure 2.5: Schematic space–time diagram of random unitary circuits with a brick-wall
geometry. Each site (black dot) has a q-dimensional Hilbert space and is evolved in
time under two-site unitary gates (a) exclusively, or (b) which furthermore may be
subject to monitoring via local projective measurements (red diamonds) performed
with some tuneable measurement rate p (here, p = 0.3). Each rectangle represents an
independently-drawn two-site q2 × q2 random unitary matrix.

size). Specifically, the realisation-averaged entanglement entropy is anticipated to

recover the Page result (2.44). The act of performing local measurements (typically

single-site Pauli measurements) with recorded outcomes at rate p keeps the system

in a pure state but induces stochastic non-unitary backaction counteracting this

entanglement entropy growth (Figure 2.6). The monitored circuit dynamics are

non-linear and non-unitary since the quantum trajectory of a state evolving under

a specific circuit realisation has Born probabilities that depend on the state. These

hybrid unitary-projective circuits have been used to establish that sufficiently frequent

local projective measurements drive a transition to a sub-extensive area-law scaling of

the quasistationary entanglement entropy, which in this one-dimensional setting hence

becomes independent of the system size. Indeed, local measurements performed with

sufficient frequency and strength manifest the quantum Zeno effect [91, 179, 180], in

which dynamics are frozen and entropy does not grow at all.

48



2.4. Random quantum circuits as minimal models for information scrambling
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Figure 2.6: Time evolution of the averaged steady-state entanglement entropy SA(t)
(2.41). Data is generated over 104 realisations for a hybrid random unitary-projective
circuit of size L = 8 built from Haar-random (CUE) gates for varying measurement rates
p modelling the detection of the z-component of spin. For the separable initial state,
ψ(0) = |00..0⟩ characterised by vanishing entanglement entropy SA(0) = 0, free unitary
evolution p = 0.0 manifests the Page result (2.44), while measuring with certainty
p = 1.0 manifests the quantum Zeno effect in which the state is continually reset to a
product state and entanglement entropy does not grow, SA(t) = 0.

This so-called measurement-induced entanglement transition (MIET) has been

investigated extensively numerically (see Ref. [70] and references contained therein)

and, to some extent, experimentally (e.g., [181–183]). From an analytical perspective,

randomness in the circuit elements is crucial since it can enable mappings between

real-time quantum dynamics and effective classical statistical mechanics models or

dynamical processes. In simple limits (e.g., large local Hilbert space dimension q),

some observables reduce to classical geometrical properties of the circuit. For instance,

the MIET can be understood via a mapping to a classical geometrical problem, namely

the minimal cut through a percolation configuration in which the circuit realisation

is interpreted as a tensor network where a projection operator breaks a bond. For

sufficiently small p, the majority of bonds are unbroken such that the circuit is connected

on large scales [88, 92]. Circuits in which the gates are sampled from the Clifford
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group render numerics computationally tractable for large system sizes [89, 184–190]

and identify a finite critical measurement rate pc ≈ 0.17 separating the volume- and

area-law entangled phases in 1+ 1-dimensions, which furthermore exhibits a conformal

symmetry [190, 191]. A dynamical exponent z = 1 characterises this critical point,

consistent with Haar-random simulations that are typically restricted to much smaller

system sizes [184, 190] and characterised by a critical measurement rate pc ≈ 0.27

[88]. The MIET can also be viewed as a dynamical purification transition in which

sufficiently frequent measurements performed at a rate p > pc can purify a maximally

mixed initial density matrix ρ(0) = 1/2L at a system-size-independent rate [188, 192,

193]. In Chapter 3, we ask whether the MIET persists for monitored random quantum

circuits whose unitary gates are sampled from Dyson’s other two circular ensembles,

contrasting the entanglement dynamics in the Threefold Way.

2.4.1.2 Circuit variations

One can further restrict dynamics and remove randomness in time to obtain Floquet

(time-periodic) random unitary circuits, which have a well-defined spectrum (unlike

random unitary circuits) and remain analytically tractable [52, 54, 56, 90]. Other

circuit variations capture special dynamical cases, for instance, deterministic unitary

evolution preserving Gaussian states [194–202] and dual-unitary circuits in which

unitary transfer matrices describe evolution both in time and space, protecting the

ballistic spread of entanglement [203–205]. This dual-unitary class of circuits includes

instances of both integrable (i.e., with local conservation laws) and chaotic unitary

dynamics. Furthermore, quantum circuits based on an array of qudits (of local Hilbert

space dimension q) are generic models of chaotic quantum dynamics [52, 92, 150, 164,

165, 206]. The circuits can also be adapted to display quasi-continuous stochastic

dynamics, in which the entanglement transition can be induced via continuous [147] or

variable-strength measurements [207].
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2.4.2 Continuous circuits: Brownian circuits and

zero-dimensional models

Random dynamics can also be formulated in the continuous-time limit for quantum

circuits, in which the unitary evolution of the quantum state is modelled as a

continuous-time stochastic process that is mathematically analogous to Brownian

motion (a Wiener process) [208, 209]. These circuits are inspired by the concept

of Brownian motion in classical physics, where a particle follows a random

continuous path due to collisions with other particles. In so-called Brownian circuit

models, Hamiltonians are chosen randomly (from certain ensembles or models) and

independently at each small time step dt [50, 67, 69, 210–213]. The quantum

state evolves according to a time-dependent unitary operator, which is a product of

infinitesimal random unitaries applied over time t. After M = t/dt time steps, the

unitary evolution is given by

U(t) = u(tM ; dt)u(tM−1; dt) · · · u(t1; dt), (2.51)

where the general form for the time-evolution operator implementing dynamics

generated by some random instantaneous Hamiltonian hi over time step dt is given

by Eq. (2.11) (equivalently, Eq. (2.12)) in Section 2.1.2. The random quantum circuits

discussed in Section 2.4.1 are a discretised version in which the dynamics generated by

each operator e−ihidt is instead implemented by some unitary gate Ui drawn from an

appropriate ensemble. For randomly chosen chaotic Hamiltonians hi, the evolution of

the quantum state is governed by a random walk in the space of unitary operators

(the unitary group U(N)), converging to the Haar-random ensemble (CUE). The

onset of random-matrix behaviour corresponds to how quickly the spectrum of U(t)

starts displaying CUE statistics. As the circuit evolves under the random unitary

operations, the system tends to reach a thermal equilibrium where local observables

behave as though they are in a high-temperature ensemble as detailed by the ETH

(Section 2.3.3). The growth of entanglement entropy in these circuits can provide

insights into how information scrambles and how systems thermalise, where one expects

that the scrambling time scales in these circuit models to be a lower bound for

those in the corresponding Hamiltonian systems [50]. In Chapter 4, we develop a
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Chapter 2. Background theory

single-parameter scaling theory in terms of spectral statistics (specifically, the SFF

introduced in Section 2.2.4.3) for the scenario of maximally efficient scrambling, whose

predictions are matched by Dyson’s Brownian motion, which we next introduce, and

otherwise serve as bounds for other dynamical scrambling scenarios. We will see that

this allows one to quantify inefficient or incomplete scrambling on all time scales.

2.4.2.1 Dyson’s Brownian motion (DBM)

Dyson’s Brownian motion (DBM) [7] is a prominent example of continuous-time random

circuits in RMT. Historically, this process was introduced to facilitate RMT calculations

[7] and has since served as a central tool in celebrated proofs of universality over a broad

class of RMT models [116, 214]. In its original formulation, DBM describes a Brownian

motion of the N ×N elements of a Hermitian matrix, specifically how [7]

‘the elements of the matrix execute independent Brownian motions without

mutual interaction. By a suitable choice of initial conditions, the Brownian

motion leads to an ensemble of random matrices which is a good statistical

model for the Hamiltonian of a complex system possessing approximate

conservation laws.’

Another equivalent definition describes a Brownian motion of the eigenvalues of a

random Hermitian matrix that is mathematically modelled using the machinery of

the Wiener process [116, 126, 215, 216], for which, despite this underlying disorder,

an ordered distribution of energy levels manifests [217]. This process is generated by

stochastic unitary matrices that update the Hamiltonian and hence can be defined as a

dynamical process in its own right, which then takes the form of a Brownian motion on

the group U(N) of N ×N complex unitary matrices that is initialised by the identity

matrix [2, 126, 218–225]. In the stochastic description (2.10) outlined in Section 2.1.2,

this dynamical version of DBM is formally implemented by generating the incremental

unitary time steps (2.12) from instantaneous Hamiltonians H(t) that are drawn from

one of the standard Gaussian random-matrix ensembles [16, 17].

In the GUE, the normally distributed matrix elements satisfy

H(t)lm = 0 and H(t)klH(t)mn = N−1 κ δknδlm, (2.52)
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2.4. Random quantum circuits as minimal models for information scrambling

which are scaled such that

H(t) = 0 and H2(t) = κ1. (2.53)

Here, κ is a real positive constant that sets the time and energy scales of the

dynamics. Indeed, in Chapter 5, we will see that κ defines an effective rate for the

dynamics, enabling the comparison of DBM with other stochastic processes. Since

the instantaneous Hamiltonians H(t) generating dynamics are sampled from the GUE,

U(t) performs a random walk in the unitary group, sampling it uniformly according

to the Haar measure. In Chapter 4, we study universality in the approach to

ergodicity in the DBM setting for instantaneous Hamiltonians H(t) sampled from

the GUE. In Chapter 5, we build on this and explore universal features for all

three standard symmetry classes (unitary, orthogonal, and symplectic), therefore for

dynamics generated by Hamiltonians sampled from the GOE and GSE, too, which are

distributed analogously subject to constraints from time-reversal symmetry.

In the GOE, H = HT so that all matrix elements obey Hlm = Hml and are real.

This modifies their two-point correlations to read

H(t)klH(t)mn = (N + 1)−1 κ (δknδlm + δkmδln) . (2.54)

In the GSE, the matrices are self-dual,

H = (σy ⊗ 1N/2)H
T (σy ⊗ 1N/2) ≡ HR, (2.55)

where σr with r = x, y, z denotes the Pauli matrices, and the matrix dimension N is

necessarily even. Such matrices are formed out of 2× 2-dimensional quaternion blocks

Hlm = H
(0)
lm 1 + i

∑
r

H
(r)
lmσr (l,m = 1, 2, . . . N/2), (2.56)

where Hermiticity imposes that all parameters are real. With this constraint, these

parameters are independently normally distributed such that

H(t)klH(t)mn = (N − 1)−1 κ (δknδlm − δkmδln) 12. (2.57)
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Both here and in Eq. (2.54) we introduced the scale κ so that Eq. (2.53) still holds.

These features are all that we need to formulate our analytical approach in Chapter 5

to the instantaneous SFF in DBM.

2.4.2.2 Brownian Sachdev-Ye-Kitaev (BSYK)

The Brownian Sachdev-Ye-Kitaev (BSYK) model [51, 73, 74, 226–228] is a quantum

mechanical model of M Majorana fermions ψa with random q-local, all-to-all

interactions that depend stochastically on time. The Majorana fermions obey the

algebra {ψa, ψb} = δab and are defined in a Hilbert space of dimension dimH = 2M/2.

Specialising to q = 4, the BSYK Hamiltonian [51] is given by

H(t) =
1

4!

∑
a,b,c,d

Jabcd(t)ψaψbψcψd

=
∑

a<b<c<d

Jabcd(t)ψaψbψcψd, (2.58)

where the completely antisymmetric coupling tensor Jabcd(t) is drawn independently at

each instance of time t. Each independent element of the instantaneous coupling tensor

is a random real number sampled from a Gaussian distribution with vanishing mean

and variance

Jabcd(t)Ja′b′c′d′(t′) = δaa′δbb′δcc′δdd′δ(t− t′)
J2(q − 1)!

M q−1
, (2.59)

where q = 4 and the overline [...] denotes an average over realisations. Here, J sets an

overall energy scale of the system, which we henceforth set to unity.
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Figure 2.7: Schematic of BSYK interactions at different instances of time, t and t′. At
each instant, the M Majorana fermions are coupled within clusters of size q.
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2.4. Random quantum circuits as minimal models for information scrambling

The BSYK Hamiltonian (2.58) reduces to that of the conventional SYK model

when the couplings are taken to be independent of time. This autonomous SYK

model is argued to exhibit strongly chaotic dynamics for sufficiently dense systems

and hence closely obeys RMT predictions [229–232]. The fact that the couplings are

correlated only at the same instance of time in the BSYK model makes this model

simpler than the regular SYK model, where, in particular, the system is expected

to relax into an infinite-temperature quasistationary steady state at long times [51],

whose instantaneous statistics then should match the description by a random state

vector in a suitable RMT ensemble. In Chapter 5, we will examine to what extent

RMT universality already holds even before the steady state is reached, where we will

relate this to the fast emergence of unitary invariance in the time evolution.

In particular, these features should be manifest in the spectral statistics and

dynamical correlations of the system. As described in Section 2.2.4.3, the structure

of the SFF for a given dynamical evolution is expected to be sensitive to the symmetry

class of a model. The autonomous SYK model is no exception [48]. While in all three

scenarios, the SFF exhibits ramp and plateau regions, the detailed structure differs, with

a sharp corner in the unitary class, a smooth curve in the orthogonal class, and a kink in

the symplectic class. This replicates the key features of the circular ensembles depicted

in Figure 2.3. Analogously, in Chapter 5, we will establish a very direct correspondence

of the instantaneous spectral statistics and dynamical correlations between the BSYK

model and the DBM model generated by the different Gaussian ensembles.

The specifics of this correspondence will therefore depend on the symmetry class

of the model, which here is dictated by the number of Majorana fermions M . To

describe these we utilise the fact that, for even M , the model may be recast in terms of

Md = M/2 Dirac fermions ci, which we also exploit for the numerical implementation

of the model. The Dirac fermions satisfy the usual algebra

{ci, c†j} = δij, {ci, cj} = 0, {c†i , c†j} = 0, (2.60)

from which one can define Majorana fermions as

ψ2i =
ci + c†i√

2
, ψ2i−1 =

i(ci − c†i )√
2

. (2.61)
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The Hamiltonian (2.58) preserves the total fermion parity Q =
∏Md

i=1 i
Mdψi so that it can

be decomposed into blocks corresponding to even and odd values of Q. Furthermore,

the SYK model obeys a particle-hole symmetry [86, 233, 234], described by the operator

P = K

Md∏
i=1

(
c†i + ci

)
, (2.62)

where K implements complex conjugation. The properties of P impose symmetry

constraints on the charge parity sectors of the Hamiltonian, where all three

Wigner-Dyson symmetry classes are encountered [47, 86, 235]. The particular symmetry

class is determined by the value of M mod 8, where the eightfold periodicity in

M conforms with the Atland-Zirnbauer symmetry classification [31, 236]. When

Md = M/2 is odd, i.e., for M mod 8 = 2 or 6, P maps the even and odd charge parity

sectors onto each other. The two sectors are then degenerate and do not have any

anti-linear symmetry, so the model falls into the unitary symmetry class. For even

Md = M/2, P maps each sector to itself and can square to ±1. If M mod 8 = 4,

P 2 = −1, which when combined with the anti-linearity of P means that P cannot map

eigenstates to themselves. There is Kramers’ double degeneracy of all levels within

each sector, and the corresponding symmetry class is symplectic. On the other hand,

when M mod 8 = 0, P 2 = +1 and there is no protected degeneracy; the corresponding

symmetry class is orthogonal. This is summarised as

M 8 10 12 14 16 18
symmetry class O U S U O U

and so forth.

Our numerical implementation of the BSYK model exploits this block structure, in

which a unitary transformation permutes the Hamiltonian (2.58) to assume block form,(
· 0

0 ·

)
, (2.63)

where each block corresponds to even or odd values of the charge Q and the specific

RMT statistics of the blocks are dependent on the action of the particle-hole symmetry
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operator (2.62) [47, 86]. Once the Hamiltonian of dimension 2N has been reduced to

block form, we need only evolve the system in the symmetry-reduced space of the smaller

dimension N = 2(M/2)/2 = 2(M/2)−1. This is then further simplified by constraints and

correlations observed for these blocks in the different symmetry classes. In the unitary

symmetry class, the blocks are formed by a matrix A and its transpose AT ,(
A 0

0 AT

)
. (2.64)

The dynamics obtained from both blocks are spectrally degenerate, so we need only to

generate dynamics for one of them. This degeneracy does not occur in the orthogonal

and symplectic symmetry classes, where one instead obtains two independent blocks(
A 0

0 B

)
. (2.65)

In the orthogonal symmetry class, both matrices can be brought into symmetric form,

A = AT and B = BT , while in the symplectic symmetry class they can be brought into

self-dual form, A = AR and B = BR so that in the latter case they display Kramers’

degeneracy.
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Chapter 3

Threefold Way of entanglement

dynamics in monitored random

quantum circuits

3.1 Overview

Random quantum circuits (Section 2.4) have emerged as a tuneable setting that

provides insights into quantum-chaotic dynamics by reproducing many generic features

of quantum-chaotic systems, including the scrambling of quantum information and

ballistic entanglement spreading. Interleaving measurement into the random unitary

circuits manifests a complex interplay between the local entanglement generation

by gates and the entanglement reduction by measurements, leading to distinct

entanglement phases of the system that are distinguished by whether repeated

measurements are performed at a sufficient frequency throughout the bulk of the system

to prevent the build-up of long-range quantum entanglement.

In this chapter, we aim to obtain further insights into the entanglement dynamics

in quantum circuits built upon Dyson’s circular ensembles introduced in Section 2.2.2.

Besides the CUE implemented in the original circuit architecture [88–91], this also

encompasses the COE for systems obeying a conventional time-reversal symmetry and

the CSE representing systems with spin-rotation symmetry [8, 9, 17, 112]. Since the

variation of measurements and operations manifests stochastic evolution that typically
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renders an analytic approach to the full circuit dynamics intractable, we combine exact

analytical random-matrix results for the entanglement generated by the individual gates

in the different ensembles and numerical results for the complete quantum circuit.

To analytically quantify the difference between these circuits on the local level, we

utilise a statistical measure of entangling power, which we formulate via a characteristic

entanglement matrix that captures the essence of the Cartan KAK decomposition of a

two-qubit gate [237]. The statistical entangling power is largest in the CUE, followed

by the COE, and finally the CSE. It therefore displays a non-monotonous dependence

on the standard RMT symmetry index β = 2, 1, 4 [13, 17]. On the level of the complete

circuit, we then show by extensive numerical results that this leads to an entanglement

transition also in the COE and CSE, which is shifted towards smaller values of the

tuneable measurement rate for the system sizes that we study. This is consistent with

interpreting the CUE as providing an upper bound for the entanglement production in

the other two cases.

This chapter is organised as follows. In Section 3.2, we introduce the characteristic

entanglement matrix and relate its statistical properties to the different ensembles.

This is supplemented by Appendix A, where we derive the eigenvalue statistics of

antisymmetric matrices associated with the CSE. In Section 3.3, we describe the

quantum circuit model and its numerical implementation, and we present the results of

the entanglement transition in the full circuit. We summarise our results in Section 3.4.

3.2 Local entanglement generation

Quantum circuits consist of many degrees of freedom evolving in discrete time steps

under local gate operations, manifesting complex dynamics in which entanglement

builds up over time. To capture the essence of these dynamics in the different symmetry

classes, we first obtain analytical results for the statistics of the local entanglement

generation, which is the focus of this section. This involves gates acting on pairs of

qubits, corresponding to 4×4-dimensional unitary matrices. We proceed in two steps.

First, we describe the statistics of entanglement generated by a given unitary matrix

when acting on separable states. This can be quantified by a suitable entangling

power [238–241], which we here formulate efficiently by introducing a characteristic
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entanglement matrix that we then evaluate with a focus on the average entanglement

generated by the gate. In the second step, we analyse the complete statistics of this

entangling power when the gates are drawn randomly from the appropriate circular

ensembles.

3.2.1 Statistics of entanglement generated by a fixed gate

All transformations U ∈ SU(4) on the two-qubit Hilbert space of states

|ψ⟩ = α |00⟩+ β |01⟩+ γ |10⟩+ δ |11⟩ (3.1)

are either local or non-local, categorised by how they act on the components of the

bipartite system. Local operations act on one component of the bipartite system and

thus can be expressed as a tensor product of single-qubit operations Ai ∈ SU(2),

Ulocal = A1 ⊗ A2 ∈ SU(2)⊗ SU(2). (3.2)

As such, local operations cannot change the entanglement properties of the bipartite

system. This is different for non-local two-qubit gates, which cannot be written in this

form and do change the entanglement properties of the state. The capacity of these

gates to produce entanglement in a bipartite system can be quantified via a suitably

defined entangling power, typically utilising the entanglement entropy post-operation

maximised or averaged over all separable states [238–241]. Here, we implement this

notion via a characteristic entanglement matrix, to which we are guided by studying

the average of the squared concurrence

C2 = 4|αδ − βγ|2 (3.3)

in the normalised post-operational state |ψ⟩.
Let us therefore consider the effect of acting by an arbitrary but fixed two-qubit

gate U on a random initial separable state |ϕ⟩ = |χ1⟩ ⊗ |χ2⟩. In the computational
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basis, this state can be written as

|ϕ⟩ = (a |0⟩+ b |1⟩)⊗ (c |0⟩+ d |1⟩)
= ac |00⟩+ ad |01⟩+ bc |10⟩+ bd |11⟩ (3.4)

so that the squared concurrence vanishes. For the post-operation state |ψ⟩ = U |ϕ⟩,
however, we obtain a finite result, which we average by assuming independent uniform

distributions of the two input states |χi⟩ over their respective Bloch spheres. This result

can be written compactly as

C2 =
4

9
− 1

36
|trV |2, (3.5)

where

V = Y UTY U, Y = σy ⊗ σy (3.6)

is a characteristic matrix that efficiently captures the essence of the intrinsic

entanglement characteristics.

To demonstrate this, we make use of Cartan’s KAK decomposition [237], which

allows us to explicitly re-express any two-qubit operation via unitary single-qubit

operations and 3 entanglement parameters. Explicitly, the decomposition asserts that

for any U ∈ SU(4), there exist single-qubit gates Ai, Bi ∈ SU(2) and parameters

a, b, c ∈ R such that

U = (A1 ⊗ A2) exp[i(a, b, c) · (X, Y, Z)](B1 ⊗B2), (3.7)

where (X, Y, Z) is the vector of the tensor products of the single-qubit Pauli matrices,

X = σx ⊗ σx and Z = σz ⊗ σz, analogous to the definition of Y above. Hence,

KAK parameterises the 15-parameter Lie Group SU(4) such that 12 parameters (those

associated with SU(2)) characterise local operations and 3 parameters (a, b, and c)

characterise non-local operations, and does this for all U ∈ SU(4) (including all matrices

in the three circular ensembles). Noting that v∗n = σyvnσy for any SU(2) matrix vn then
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enables us to re-express the characteristic matrix V as

V = (B1 ⊗B2)
† exp[2i(a, b, c) · (X, Y, Z)](B1 ⊗B2). (3.8)

That is, the characteristic matrix V and the matrix exponential exp[2i(a, b, c)·(X, Y, Z)]
are related by a basis change such that their eigenvalues coincide,

λ1 ≡ exp(iφ1) = exp(−2i(a+ b+ c)), (3.9)

λ2 ≡ exp(iφ2) = exp(2i(−a+ b+ c)), (3.10)

λ3 ≡ exp(iφ3) = exp(2i(a− b+ c)), (3.11)

λ4 ≡ exp(iφ4) = exp(2i(a+ b− c)), (3.12)

depending only on the parameters a, b, and c,

a = (φ3 + φ4 − φ1 − φ2)/8, (3.13)

b = (φ2 + φ4 − φ1 − φ3)/8, (3.14)

c = (φ2 + φ3 − φ1 − φ4)/8. (3.15)

Different permutations of the eigenvalues φi deliver combinations of a, b, and c that

differ only by the single-qubit operations. The parameters a, b, and c are furthermore

independent of an overall U(1) phase in the matrix V . While analogous relations have

been derived before [240], they usually rely on the isomorphism from SU(2)× SU(2) to

SO(4). With the characteristic matrix V , the parameters a, b, and c can be obtained

directly from the standard definition of the gate.

Based on these observations, we can then derive explicit expressions for the

entanglement characteristics using the data from V . This is already manifest in Eq. (3.5)

for the averaged square of the concurrence that can be further expressed as

C2 =
1

3
− 1

9
(cos 4a cos 4b+ cos 4a cos 4c+ cos 4b cos 4c), (3.16)

which is completely symmetric in the real parameters a, b, and c. The corresponding
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averaged purity of the reduced density matrix of each qubit then follows from

P = 1− C2/2. (3.17)

From here on, it is useful to capture this data in the quantity

t =
1

16
|trV |2, 0 ≤ t ≤ 1. (3.18)

The different circular ensembles impose different constraints on the structure of U

and hence the parameters a, b, and c, which translates into distinct statistics of the

entanglement characteristic t, to which we turn next.

3.2.2 Statistics of entanglement generated by random gates

Rather than only averaging over all possible initial separable states, we can consider the

gate U itself being randomly taken from one of the standard circular ensembles. This

translates into the statistics of the characteristic matrix V , particularly its eigenvalues,

which then determine the statistics of the quantity t.

To do this, we exploit the fact that matrices of the CUE can be used to generate

matrices from the other circular ensembles [112] (Section 2.2.2). The ensembles of

characteristic matrices to consider are therefore

V =


YW TYW, (U in CUE)

YW TWYW TW, (U in COE)

−YW TJWYW TJW, (U in CSE)

(3.19)

withW from the CUE. It proves helpful to introduce the matrix y = (1+iY )/
√
2i = yT ,

which satisfies y2 = Y and y−1 = Y y. Using the measure-preserving substitutions

W → yWy for the CUE,W → Wy in the COE and CSE, and the eigenvalue-preserving

similarity transformation V → yV Y y, we can then eliminate the Y matrices without
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affecting the statistics. This gives the equivalent ensembles

V =


W TW, (U in CUE) → V in COE

(W TW )2, (U in COE) → V in COE2

−(W TJW )2, (U in CSE) → V in A2

(3.20)

where A is the ensemble of antisymmetric matrices A = iW TJW associated with the

CSE [242]. For U in the CUE or COE, the eigenvalue statistics of V can be read off

directly from the known statistics of the COE, obeyed by the eigenvalues φi or φi/2.

For U in the CSE, we derive the joint eigenvalue distribution for the ensemble A2 with

arbitrary matrix dimension in Appendix A. This takes the form of a CUE eigenvalue

distribution with 2 two-fold degenerate eigenvalues. Applied to the two-qubit gates,

this exact eigenvalue degeneracy implies that only one of the three KAK parameters

a, b, or c is ever finite. We then only need the distribution of the one finite parameter,

which we identify with the parameter a.

The joint probability distributions of eigenvalues {λn} for the COE, CUE, and CSE

(indexed respectively by the standard RMT symmetry index β = 1, 2, and 4) are

P ({λn}) ∝
∏
n<m

|λn − λm|β , (3.21)

such that the joint distributions of eigenphases {φn} read

P ({φn}) ∝
∏
n<m

∣∣e−iφn − e−iφm
∣∣β =

∏
n<m

∣∣∣∣sin φn − φm
2

∣∣∣∣β . (3.22)

We need only the statistics of the COE (for U in the CUE or COE) and the CUE

(for U in the CSE). In terms of the parameters a, b, and c, we then obtain the joint
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distributions

P (a, b, c) ∝



|sin(2b+ 2c) sin(2a+ 2c) sin(2a+ 2b) sin(2a− 2b)

sin(2a− 2c) sin(2b− 2c)| , (U in CUE)

|sin(b+ c) sin(a+ c) sin(a+ b) sin(a− b) sin(a− c)

sin(b− c)| , (U in COE)

sin2(2a). (U in CSE)

(3.23)

These joint distributions capture the complete statistics of the entanglement

characteristics in each ensemble. For instance, they imply the respective ensemble

averages of t

t =


1/10, (U in CUE)

23/140, (U in COE)

1/4. (U in CSE)

(3.24)

In the CSE, where t = cos2(2a), we can furthermore obtain the complete probability

distribution

PCSE(t) =
2

π

√
t−1 − 1. (3.25)

In the entangling power (3.5), the quantity t appears with a minus sign so that the

averaged squared concurrence C2 is largest for the CUE and smallest for the CSE.

Notably, this means that the entangling power follows an unconventional ordering in

the standard RMT symmetry index β, given by β = 1 for the COE, β = 2 for the

CUE, and β = 4 for the CSE, separating this characteristic from the behaviour of other

observables [13, 17].

We now turn to question how this affects the entanglement transition in the full

monitored circuit dynamics, where these processes compete with measurements.
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3.3 Entanglement transition

3.3.1 Model

The numerical model implemented is based on the universal quantum-circuit

architecture [90, 92, 147, 150, 151] introduced in Section 2.4 and diagrammatically

shown in Figure 3.1. The quantum circuit is a spatially periodic one-dimensional chain

of L spins (where L is even), whose quantum state is evolved in discrete time steps, each

of which consists of four layers of operations. The first layer applies unitary two-spin

operators U to consecutive pairs of spins, namely, the spins labelled by indices 2l − 1

and their next-neighbouring site 2l (l = 1, . . . , L/2). The second layer implements

projective measurements M of the z-component of each spin, which for each spin are

carried out independently with probability p. The third operation applies unitary

two-spin operators U to each even and next-neighbouring site, labelled by indices 2l

and 2l+1 mod L. The fourth and final layer again implements independent projective

measurements M on each spin, with the same probability p as in the second layer.

The variation of unitary operations and measurements throughout space and time

manifests a stochastic time evolution. Local measurements are implemented by the

standard von Neumann protocol [99, 100, 142] (Section 2.1.3) and induce stochastic

non-unitary backaction, reducing quantum correlations—projecting the system onto an

eigenstate of a local operator completely disentangles the corresponding local degree of

freedom from the rest of the system. Importantly, it is assumed that all measurement

results are recorded so that the system remains in a pure state.

As described in Section 2.4.1, these measurements are combined with unitary

two-spin operators drawn independently from the CUE in the original circuit design

[88–91], each generating entanglement locally as considered in the previous section.

In the dynamics of the quantum circuit, the entanglement then spreads out over

the system, until the system settles into a quasistationary state whose entanglement

characteristics depend on the measurement rate p. It was found that the system

displays a transition in the von Neumann bipartite entanglement entropy SA (2.41)

(Section 2.4.1.1). In this transition, SA scales linearly with system size L below a

critical measurement rate pc, manifesting a volume law, but becomes independent of

system size for p > pc, manifesting an area law.
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Figure 3.1: Schematic illustration of the unitary-projective time evolution of a
one-dimensional quantum circuit during a single time step. Each of the L spin locations
is denoted by a solid black dot. Alternating unitary operations U on pairwise spins are
represented by blue rectangular blocks and generate entanglement between adjacent
degrees of freedom, while red diamond shapes represent local projective measurements
M implemented with probability p, which remove entanglement. The illustration
depicts one possible random realisation of the measurements.

3.3.2 Numerical results

Our goal is to establish the persistence of a measurement-induced entanglement

transition in the model in which entanglement dynamics are now generated by either the

COE or CSE. In each case, the unitary two-spin operators U are generated randomly

and independently with probability given by the corresponding Haar measure [112,

243], while the measurement protocol is kept as before. We consider the dynamics of

a system of length L whose initial state is separable, thus characterised by a vanishing

entanglement entropy. We then obtain the numerically averaged bipartite von Neumann

entropy SA(t) (2.41) as a function of the discrete iteration time t, where the average

is carried out over different realisations of the unitary gates and randomly applied

measurements and outcomes, as well as the two inequivalent choices of bipartition

(cutting through a pair of spins entangled in the last layer, or between such pairs). In the

quasistationary regime, here always fully attained after 4L time steps, the steady-state

entropy SA(∞) is consistently observed to be independent of the initial state so that
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we can set it to |ψ(t = 0)⟩ = |000...0⟩.
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Figure 3.2: Comparison of the quasistationary entanglement statistics in quantum
circuits of size L = 8, whose unitary dynamics are generated from the three different
symmetry classes, CUE (filled circles), COE (open triangles), and CSE (stars). (a)
Ensemble-averaged quasistationary entanglement entropy SA(∞), (b) corresponding
fluctuations varSA(∞), and (c) tripartite mutual information I3, all plotted as a
function of the measurement rate p. Each data point is obtained from 104 realisations.

Figure 3.2 depicts the resulting entanglement statistics generated by the three

circular ensembles for quantum circuits of fixed size L = 8, as a function of the projective

measurement rate p. Panel (a) shows the steady-state entanglement entropy SA(∞).

In the limit of purely random unitary evolution (i.e., in the absence of measurement,

p = 0), SA(∞) consistently recovers the Page result [152] given by Eq. (2.44). As the
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projective measurement rate p increases, the quasistationary entanglement entropy is

suppressed, which is a consequence of the measurement backaction. When comparing

the results for the different ensembles within panel (a) for p ̸= 0, we find that

SA(∞) is systematically the largest in the CUE and the smallest in the CSE. This

is consistent with the differences in the entangling power of individual gates obtained

in our analytical considerations and hence retains the unconventional ordering by

the symmetry index β. Figure 3.2 (b) verifies these trends by the sample-to-sample

fluctuations var SA(∞). Compared to the CUE, these fluctuations are suppressed in

the other two ensembles, most noticeably so in the CSE. Figure 3.2 (c) substantiates

this further in terms of the tripartite mutual information I3 (2.46), defined for the

three adjacent subsystems A, B, and C, each of size L/4 as schematically illustrated

in Figure 2.4 (b). We again find a systematic shift between the different ensembles,

consistent with the quantitative differences in the entanglement generation process.

At any fixed p, the dependence of the entanglement statistics on L further

distinguishes an extensive volume-law scaling from an area-law scaling. In Figures 3.3

to 3.5, we analyse this for the different ensembles. Figure 3.3 plots the steady-state

entanglement entropy SA(∞) as a function of the projective measurement rate p, where

we now compare results for different system sizes L. In the absence of measurement

(p = 0), we continue to consistently recover the Page result (2.44). As long as the

projective measurement rate p remains small, the quasistationary entanglement entropy

remains large and continues to increase linearly with system size L. Increasing the

measurement rate further suppresses SA(∞) monotonically, until its behaviour becomes

indicative of being independent of system size at sufficiently large measurement rates.

For the system sizes that we study, this translates to an entanglement transition

occurring at a characteristic critical measurement rate pc for each of the ensembles.

As we show next, when compared to the CUE, the value of pc is slightly reduced in

the COE and noticeably reduced in the CSE. For this, we first turn in Figure 3.4

to the sample-to-sample fluctuations varSA(∞), which become large in the vicinity

of the entanglement transition [147]. Compared to the CUE, these fluctuations are

suppressed in the other two ensembles, whose locations of maximal fluctuations are

shifted to smaller measurement rates, most noticeably so in the CSE.

Figure 3.5 quantifies this shift in terms of the ensemble-averaged tripartite mutual
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Figure 3.3: Quasistationary entanglement statistics of the bipartite entanglement
entropy SA(∞) as in Figure 3.2 (a) but now comparing systems of size 8 ≤ L ≤ 16 in
each ensemble, (a) CUE, (b) COE, and (c) CSE. Each data point is obtained from 104

realisations (103 for L = 16).

information I3 of three adjacent subsystems, each of size L/4. In this quantity, the

transition is indicated by the crossing point between curves produced by different system

sizes, which must necessarily have length L divisible by 4. Indeed, I3 can be interpreted

akin to an order parameter; in the limit of no measurement (p = 0), I3 diverges to

infinitely negative values for increasing system size, while it is expected to be a negative

number close to zero in magnitude once the area-law phase has been established by

frequent projective measurement. In the original hybrid unitary-projective circuits that
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Figure 3.4: Quasistationary entanglement statistics of the fluctuations varSA(∞) as
in Figure 3.2 (b) but now comparing systems of size 8 ≤ L ≤ 16 in each ensemble, (a)
CUE, (b) COE, and (c) CSE. Each data point is obtained from 104 realisations (103 for
L = 16).

serve as our reference, the crossing points between curves I3 of different system sizes

are found to have minimal finite-size drifts, which enables the reliable determination

of the critical measurement rate with minimal scaling assumptions. (Conversely, for

continuous-time models, crossings are found to drift with increasing system size [147,

184, 188, 244, 245].)

These features are indeed born out by the data in Figure 3.5. In each ensemble,

the curves for different system sizes cross at a characteristic location, which then allow
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Figure 3.5: Quasistationary entanglement statistics of the tripartite mutual
information I3 as in Figure 3.2 (c) but now comparing systems of size 8 ≤ L ≤ 16
in each ensemble, (a) CUE, (b) COE, and (c) CSE. The insets focus on the region
where I3 crosses for different system sizes, from which we extract an estimate for pc
characterising the measurement-induced entanglement transition. Each data point is
obtained from 104 realisations (103 for L = 16).

for crude estimates of the respective critical measurement rate by best fitting quadratic

curves to the data. For the studied system sizes, these estimates are given by pc ≈ 0.27

in the CUE, consistent with the literature [88], as well as pc ≈ 0.25 in the COE and

pc ≈ 0.18 in the CSE. The ordering of these values therefore conforms once more to our

general picture that, statistically, gates from the CUE generate the largest amount of

entanglement and those from the CSE generate the smallest amount.
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3.4 Summary

In this chapter, we applied RMT to analytically characterise the entanglement

generated by unitary matrices taken from Dyson’s three circular ensembles, representing

gates with different behaviour under time-reversal symmetry, and then supplemented

this by numerical investigations of the ensuing entanglement dynamics in hybrid

unitary-projective quantum circuits built from these gates. Utilising a characteristic

entanglement matrix, we found that gates from the CUE, which are conventionally

invoked in these circuits, generate more local entanglement than gates from the COE

or CSE, resulting in an unusual ordering of this characteristic in terms of the RMT

symmetry index β. This results in a transition from an extensive volume-law scaling to

a subextensive area-law scaling, which we found to persist for dynamics generated by

the COE and CSE but to occur at a reduced critical rate of projective measurements

for the system sizes that we numerically study. These results imply that ensuring

local time-reversal symmetry on the level of individual gates can help to inhibit

thermalisation in noisy settings, which is desirable in the storage and manipulation

of quantum information. Besides shifting the critical rate of the transition, it remains

to be seen if the dynamics generated by the COE and CSE can also modify the critical

exponents of the entanglement transition. A reliable numerical analysis of the finite-size

critical exponent, which might shed light on the symmetry classes of the transition,

would, however, require system sizes beyond those accessible in numerical simulations.

By introducing the notion of locality and structure to RMT, random quantum

circuits have materialised as a highly modifiable platform to investigate thermalisation

and chaotic dynamics, and the underlying universal phenomena of quantum information

and entanglement spreading. The simpler setting of zero-dimensional models

(generically with all-to-all interactions, not restricted to be pairwise on a chain) is more

tractable, and therefore promising for detailed insights into the scrambling mechanism

and approach to ergodicity.
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Chapter 4

Spectral chaos bounds from scaling

theory of maximally efficient

quantum-dynamical scrambling

4.1 Overview

Across a diverse range of settings in physics, a universal endpoint of ergodic

dynamics can be defined in terms of random-matrix theory. The dynamical process

that describes the evolution of complex quantum systems towards this ergodic

endpoint—scrambling—is typically system-specific [69] but conjectured to acquire

universal features when it is most efficient, as is the case for maximally chaotic systems

[65, 72]. These emergent universal characteristics can be mathematically formulated as

chaos bounds that govern, for instance, the behaviour of out-of-time-ordered correlators

[48, 72] (Section 2.3.4.2). The latter are generally associated with operator scrambling,

which, albeit typically conflated with, has recently been shown to be necessary but

insufficient for quantum chaos [246]. Furthermore, studying the OTOC in isolation

is not enough to fully discriminate between unitary evolution inducing scrambling

and external noise responsible for decoherence in experiments [247, 248], motivating

the study of other quantities. From a spectral perspective, strictly unitary evolution

connects dynamics at different times [249–254], indicative that maximally ergodic

long-time behaviour is (universally) linked to short-time scrambling dynamics.
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4.1. Overview

In this chapter, we utilise this spectral perspective to develop a predictive

single-parameter scaling theory for the efficient scrambling dynamics of maximally

chaotic systems and apply this theory to obtain analytical benchmarks for their

behaviour over all time scales, formalised as spectral chaos bounds. This uncovers

universality in the language of a general framework that relates all statistical details

to a single intrinsic parameter [255]. The scaling assumption is simple—we equate the

only two invariants of the dynamics under the assumption that the Hilbert space has no

further structure, i.e., that the dynamics are invariant under unitary basis changes. This

ansatz integrates into a single-parameter version of a specific random-matrix ensemble,

the Poisson kernel, which has been widely studied in static settings [13, 207, 256, 257]

but here acquires a dynamical interpretation. The scaling predictions are matched

by a privileged stochastic process, Dyson’s Brownian motion, and serve as bounds for

other dynamical scrambling scenarios, allowing one to quantify inefficient or incomplete

scrambling on all time scales. As the scaling theory manifestly preserves all unitarity

constraints, it emphasises the role of functional relations linking the short- and long-time

dynamics, both in the universal regime as well as deviations away from it, from which

we can draw broader conclusions about the approach to ergodicity in complex quantum

matter.

This chapter is organised as follows. We begin by reviewing the connection between

scrambling and chaos bounds in Section 4.2, and contrast the out-of-time-ordered

correlators (Section 2.3.4.2), typically used to formulate these bounds, with the spectral

form factor (Section 2.2.4.3), which is the focal quantity in our formulation in terms of

spectral statistics. In Section 4.3, we develop the scaling theory and derive analytical

forms of the spectral form factor for optimally efficient scrambling. In Section 4.4, we

utilise the scaling framework to characterise specific processes and demonstrate that

scaling expressions serve as sensitive chaos bounds. Finally, we draw our conclusions

in Section 4.5. The technical details are given in Appendices B, C, and D.
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Chapter 4. Spectral chaos bounds from scaling theory of maximally efficient
quantum-dynamical scrambling

4.2 Background and objective

4.2.1 Characterising scrambling

While complex quantum many-body dynamics vary greatly for different quantum

systems, it is conjectured that there exists an upper bound on how quickly such systems

can disperse, or scramble, local information into non-local degrees of freedom [48, 65,

71, 72]. As detailed in Section 2.3.4.2, a principal diagnostic tool to quantify these

scrambling dynamics is the OTOC [48, 72]. The Maldacena-Shenker-Stanford bound

conjectures that this correlator develops at most exponentially in time [72], and never

faster than a universal Lyapunov exponent, setting a bound that is independent of

the details of the system. This chaos bound is saturated by fast scramblers, thought

to encompass systems such as black holes and the SYK model at low temperature

[68, 73–76]. After the scrambling time, this initial exponential growth of the OTOC

for chaotic systems [258–260] settles into saturation oscillations, whose amplitude is

suppressed in the chaotic limit [175, 261–263], and generally displays non-universal

behaviour [174, 264–267]. Slow scramblers fail to saturate this bound on all time scales,

only attaining, e.g., logarithmical growth as in many-body localised systems [268–270],

linear short-time growth as in weakly chaotic systems [173], or quadratic growth as in

Luttinger liquids [174].

This interplay between universal and non-universal features replicates a common

theme known from the study of spectral statistics. In this spectral setting, the key

quantity to capture both the universal and system-specific aspects of the dynamics over

all time scales is the SFF (2.36) discussed in Section 2.2.4.3, which can also be defined

in the stroboscopic setting (2.37) and furthermore generalised to scenarios without

periodic dynamics (2.39). In the CUE, one obtains the paradigmatic dip-ramp-plateau

form (2.38). However, this result does not capture the details of the short-time

scrambling dynamics itself. For complex quantum systems, K(t) generally displays

a dip over the scrambling regime, taking the value of unity at the minimum, followed

by a ramp up to K(t) ∼ N until the Heisenberg time at which the discreteness of the

level spectrum becomes resolved, which is then followed by a plateau. System-specific

signatures can persist well into the ramp, while fast scramblers are expected to display

universality already during the dip [50, 54, 65, 271].
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4.2. Background and objective

In this chapter, our general objective is to combine these themes and establish

universal benchmarks of efficient complex quantum dynamics in terms of the spectral

information. This is paired with the conjecture that for efficient systems, this spectral

information again recovers a strong degree of universality.

4.2.2 The SFF and unitarily invariant processes

Our main setting will be stochastic processes (2.10) in which the unitary matrix U(t)

generating the dynamics is updated incrementally by unitary matrices u(t; dt) ≃ 1 over

a small time step dt, where the sole constraint imposed is that u(t; dt) be invariant under

unitary basis changes. These processes describe a large class of dynamics, among which

we want to identify and characterise those that facilitate maximally efficient chaotic

dynamics.

We prepare this discussion by adapting the spectral form factor to this setting. At

any point of time t, this dynamical evolution can be equipped with a definite Heisenberg

time by considering the instantaneous SFF (2.39) that analyses the moments of U(t),

thus probing the dynamics over all energy and time scales [3, 125, 126]. In the context

of this chapter, it facilitates detailed analysis by giving us two time scales—the time t

for the evolution along the scrambling dynamics, and the time nt resolving the spectral

statistics established up to this point.

Our approach will allow us to relate these spectral correlators through the flow of a

single scaling parameter that we introduce in the next section. To establish some early

intuition for what we are aiming at, let us apply the definition (2.39) to any dynamical

evolution (2.10) induced by ensembles of generators that are invariant under rotations

u(t; dt) → W †u(t; dt)W . Evaluating the average over W in the CUE, the first-order

SFF incrementally updates as

K1(t+ dt) = K1(t) +
N2 − | tru(t; dt)|2

N2 − 1
(1−K1(t)) , (4.1)

where the overline here denotes averaging over the specific ensemble generating

stochastic dynamics, resulting in an exponential decay to unity with the decay constant

γ1 = lim
dt→0

dt−1(N2 − | tru(t; dt)|2)/(N2 − 1). (4.2)
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Within this class of unitarily invariant dynamics, distinct processes (each characterised

by some | tru(t; dt)|2) are therefore characterised by different rates γ1, which

discriminate how efficiently they approach ergodic random-matrix behaviour. Moreover,

it follows directly from the statistical definitions that the corresponding decay rates of

the higher-order SFFs are constrained as γn ≤ nγ1.

Our specific objective is to turn such relations into spectral chaos bounds for the

maximally efficient scrambling scenario, which abstracts away the arbitrary overall time

scale of the dynamics. For this, we set out to formulate such bounds in a stricter fashion

in terms of a single scaling parameter.

4.3 Scaling theory of the spectral form factor

4.3.1 Scaling ansatz

For maximally chaotic scrambling, we expect the dynamics to have minimal constraints.

On the level of the incremental time evolution (2.10), this would include representative

processes for which the generators u(t; dt) are invariant under unitary basis changes. We

now observe that on the level of the resulting dynamics U(t) at finite times, there are two

fundamental anti-Hermitian invariants, U † dU
dt

and U −U †, that are also invariant under

unitary basis changes. Of these, the former extracts the generator of the time evolution,

while the latter characterises the departure from the initial conditions. Constraining

the description of these processes in terms of such invariants is in the spirit of the

seminal scaling theory of localisation that relates the fluctuations in the conductance

to the value of the conductance itself [255]. For maximally chaotic scrambling, where

we expect the dynamics to have no further constraints, we therefore propose the scaling

assumption

U − U † = g(t)U †dU

dt
≡ U †dU

da
, (4.3)

which equates these invariants in the ensemble sense up to a time-dependent factor

g(t). This scaling ansatz can be integrated by introducing the parameter

a(t) = tanh

[
atanh (a0)−

∫ t

t0

(1/g(t′))dt′
]
, (4.4)
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4.3. Scaling theory of the spectral form factor

which follows from setting g(t)d/dt = (a2 − 1)d/da. The scaling ansatz (4.3) is then

solved by the parameterised ensemble

U = (a1 + V )(1 + aV )−1. (4.5)

The originally assumed basis invariance is respected when V is uniformly distributed

in the unitary group of degree N , hence taken from the CUE.

This ensemble is a single-parameter incarnation of the Poisson kernel, a matrix

ensemble that previously appeared in stationary scattering settings subject to some

constraint [13, 207, 256, 257], where its functional form is tied to a multiple-scattering

expansion [215]. Here, we encounter it instead in the context of dynamics generated by

a multiplicative composition law, where the dynamical flow of the scaling parameter

a(t) will be of central importance.

4.3.2 Interpretation of the scaling parameter

Our scaling assumption reduces the matrix-generated scrambling dynamics to a single

dynamical scaling parameter a. In terms of this parameter, the ensemble (4.5)

interpolates between action by the identity (U = 1) at a = 1 and the random unitary

matrix U = V at a = 0, i.e., the static ergodic endpoint defined by the CUE. For

intermediate time, we can equate a = N−1trU to characterise the motion of the centre

of mass of the eigenvalues λn ≡ exp(iϕn), capturing their expansion on the unit circle

as ergodicity is established. This centre-of-mass motion is illustrated in an individual

realisation U(t) in Figure 4.1. The cloud of eigenvalues, initially centred at unity, begins

to disperse around the unit circle so that N−1trU performs a stochastic trajectory

towards the origin—the RMT result—where the centre of mass of the eigenvalues is

zero.

This motion is tied to a specific scaling of the density of states, which we will have to

take into account in the application of the theory. The mean density of eigenvalues λl ≡
exp(iϕl) of the unitary time-evolution operator U can be obtained by first expressing
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(a)

Figure 4.1: Interpretation of the spectral scaling parameter a as the centre of mass (red)
of the eigenvalue distribution (blue), illustrated for a single time evolution generated by
the multiplication of random unitary matrices of the form (2.13) (N = 16, dt = 0.01).
Panels (a)-(c) show snapshots after 10, 100, and 1000 time steps, while panel (d) shows
the complete centre-of-mass trajectory over 1000 time steps.

it in terms of the moments An = N−1trUn, whereby

ρ(ϕ) =
1

2π

(
1 + 2

∞∑
n=1

An cos (nϕ)

)
. (4.6)

In the scaling theory, An = an follows directly by expanding Eq. (4.5) into a geometric

series and using the CUE average V m = δ0m1. The first term

A1 = a = N−1trU (4.7)
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recovers the interpretation of the scaling parameter as the centre of mass of the

eigenvalue cloud. Summation of the series (4.6) then delivers the scaling mean density

of states

ρ(ϕ) =
1

2π

1− a2

1 + a2 − 2a cosϕ
, (4.8)

whose flow corresponds to the expansion of the eigenvalues.

The scaling ensemble (4.5) endows this expanding eigenvalue cloud with intrinsically

universal spectral statistics, induced via the matrix-valued Möbius transformation

U ′ =

(
a′ − a

1− aa′
1 + U

)(
1 +

a′ − a

1− aa′
U

)−1

(4.9)

between the ensembles with parameters a to a′. At the same time, the scaling parameter

defines a specific unfolding procedure of the eigenvalues. For any pair of unitary

matrices U and V related by (4.5), the eigenvalues µl = exp(iψl) of V determine

the eigenvalues

λl = (a+ µl)/(1 + aµl) = exp(iϕl) (4.10)

of U . When V is sampled from the CUE, λl are eigenvalues distributed as in the

Poisson kernel with the scaling mean density of states (4.8). This transformation can

be inverted to translate the eigenvalues λl into uniformly distributed eigenvalues

µl = (a− λl)/(aλl − 1), (4.11)

constituting an unfolding procedure in which eigenvalues are unfolded to a uniform

(CUE) distribution at any instant of time t ̸= 0 in the evolution.

4.3.3 Derivation of the spectral form factor scaling predictions

Within the scaling ensemble (4.5), we can analytically analyse the SFF by expressing

it in terms of the eigenvalues λl of U ,

Kn = | trUn|2 =
∑
lm

λnl λ
∗n
m . (4.12)
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To this end, we use the transformation (4.10) to recast the SFF in each realisation U

explicitly in terms of the eigenvalues µl = eiψl of the corresponding CUE matrix V ,

|trUn|2 =
∑
lm

(
a+ eiψl

1 + aeiψl

a+ e−iψm

1 + ae−iψm

)n
. (4.13)

The joint distribution

PCUE({ψ}) ∝
∏
l<m

∣∣eiψl − eiψm
∣∣2 = det

(∑
l

µp−ql

)
(4.14)

of these eigenvalues can be written as a product of two Vandermonde determinants,

where the indices q, p = 1, 2, ..., N label the rows and columns of the resulting

determinant. While this does not factorise in terms of the eigenvalues µl, Ref. [123]

establishes that the average of any completely symmetric function f({ψl}) simplifies to

f({ψl}) =
(∏

r

∫ 2π

0

dψr
2π

)
f({ψl})det

(
µp−qp

)
. (4.15)

Applied to the SFF, we then obtain

Kn =

(∏
r

∫ 2π

0

dψr
2π

)
det(ei(p−q)ψq)×

∑
lm

(
a+ eiψl

1 + aeiψl

)n(
a+ e−iψm

1 + ae−iψm

)n
. (4.16)

In this expression, the integrals over ψq can be performed independently of one another

and pulled into the qth rows of the matrix in the determinant. Each of the diagonal

terms l = m in the sum gives a contribution of 1, while the off-diagonal terms l ̸= m

give contributions

det

(
an cm−l,n

cm−l,n an

)
= a2n − c2m−l,n, (4.17)

where the integrals

cq,n =

∫ 2π

0

dψ

2π

(
a+ e−iψ

1 + ae−iψ

)n
eiψq (4.18)

correspond to the coefficient ∝ vq in the expansion of (a + v)n/(1 + av)n in powers of

v and hence are finite only for m > l.
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4.3. Scaling theory of the spectral form factor

Altogether, we arrive at

Kn = N +N(N − 1)a2n −
N∑
q=1

(N − q)c2q,n,

cq,n =
1

q!

dq

dvq
(a+ v)n

(1 + av)n

∣∣∣∣
v=0

. (4.19)

The first term is due to each diagonal l = m term contributing 1, summing to N

overall. The second term is due to (N2 − N) distinct off-diagonal terms with l ̸= m,

each contributing a2n from Eq. (4.17). The third then collects the contributions −c2q,n
from this equation over all possible combinations of m and l with fixed q = m− l ≥ 1

permitted by the matrix of dimension N . Equation (4.19) recovers the standard CUE

result for a = 0, where cq,n = δqn, such that Kn takes the form given in Eq. (2.38).

Equation (4.19) is our main result within the scaling theory. It expresses all orders

of the SFF in terms of a single parameter, which has its independent interpretation as

characterising the expansion of the eigenvalue cloud. Next, we will describe how this

result can be utilised as a benchmark to analyse specific dynamical processes.
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4.4 Applications

To establish how the scaling forms (4.19) of the SFF provide benchmarks for maximally

ergodic dynamics, we describe how they can be used to distinguish the effects of efficient

but incomplete scrambling, and inherently inefficient scrambling. We develop these

features both within the scaling framework itself, as well as in the context of two

specific stochastic processes.

4.4.1 Efficient but incomplete scrambling

First, we describe how the effects of incomplete scrambling up to a given time t are

captured within the scaling approach. As mentioned above, the scaling forms (4.19) of

the instantaneous SFF reduce to the CUE result (2.38) for a = 0, which defines the

endpoint of the scrambling flow. The SFF then falls from K0 = N2 to K1 = 1 before

ramping up linearly to KN = N at the stroboscopic Heisenberg time N , after which

it plateaus. Figure 4.2 (a) contrasts this behaviour of the instantaneous SFF (4.19)

with the scenarios for finite values of a. Tuning the scaling parameter a away from

0—stopping the dynamics at time t short of maximally ergodic behaviour—results

in curves that initially continue to dip, and then take a longer time to recover the

plateau. Therefore, incomplete scrambling dynamics at short times are translated into

a long-time signal in the form of a modified ramp, demonstrating the consequences of

not having established fully ergodic dynamics for the remainder of the time evolution.

The time over which the curves continue to dip defines an effective ergodic time, while

the time it takes them to ramp up to the plateau defines an effective Heisenberg time.

Crucially, within the scaling theory, these two time scales are directly linked via the

scaling parameter a.

This link is emphasised by the scaling relation between these results. The

transformation (4.9) directly transfers into self-similar correlations of the eigenvalues

λl along the flow. Unfolding the spectrum to a uniform density with Heisenberg time

N according to (4.11) collapses the SFF identically onto the RMT result, as illustrated

in Figure 4.2 (b). Within the scaling ensemble, this collapse is exact, underlining both

its scale invariance and single-parameter nature.
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(b)

Figure 4.2: (a) Scaling predictions of the instantaneous form factor Kn for maximally
efficient scrambling, Eq. (4.19), for N = 16, where a describes different points along
the scrambling flow. All curves display the paradigmatic dip-ramp-plateau shape. For
a = 0, scrambling is complete, and the curves follow the RMT predictions of an ergodic
system. Finite values of a describe earlier times along scrambling dynamics, resulting
in effective ergodic and Heisenberg times that are linked by the scaling parameter a. (b)
Numerical sampling of the ensemble (104 realisations) confirms that the points along
the scrambling flow are linked by the transformation (4.9), which implies self-similar
statistics and the exact collapse onto the RMT result after unfolding the spectrum
(denoted by the tilde) according to (4.11), corresponding to setting a′ = 0 in Eq. (4.9).
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4.4.2 Dyson’s Brownian motion: a manifestation of efficient

scrambling

We next turn to question whether this single-parameter behaviour within the ensemble

can be replicated in a suitable unitary time evolution. Which dynamical process, if

any, recovers the statistics of the scaling ensemble (4.5), parameterised by a single

suitable time-dependent scaling parameter a? We argue that the answer lies in another

paradigm of RMT, Dyson’s Brownian motion (DBM).

DBM emerges as a natural candidate for fast scrambling in the context of quantum

circuit models. These come in two main variants: random Haar circuits (e.g., [88,

89, 91, 151]) built out of fully ergodic gates from RMT (Section 2.4.1), and Brownian

circuits [50, 67, 82, 210–213], built from gates with randomly chosen Hamiltonians H(t)

over small time steps dt (Section 2.4.2). Our scaling approach interpolates between

both types of models for one of these gates, and so does the Brownian process applied

for a finite time. This coincides with the DBM process defined in Section 2.4.2.1, in

which the incremental updating unitary matrices (2.13) are generated by instantaneous

Hamiltonians sampled from the GUE whose matrix elements satisfy Eq. (2.52) and are

scaled according to Eq. (2.53) with κ = 1. The unitary time-evolution operator U(t)

then performs a random walk in the unitary group, sampling it uniformly according to

the Haar measure.

Within this process, we find that the scaling parameter a decays exponentially from

unity to zero, a(t) = e−t/2, corresponding to a dimensionless decay rate γ0 = 1/2. This

is accompanied by an exponential decay K1(t) = (N2−1)e−t+1 of the first-order SFF,

describing the dip to unity with a decay rate γ1 = 2γ0, which agrees with the scaling

prediction (4.19) up to corrections O(N−2). The key question is whether the process

recovers the complete spectral statistics encoded in the scaling forms (4.19) of Kn, and

displays self-similar spectral correlations up to standard unfolding, as in the scaling

theory itself.

This is analysed in Figure 4.3. The top panel shows the SFF after unfolding the

DBM spectrum to the scaling mean density of states (4.8) (see Appendix C). We observe

that this agrees with the scaling prediction (4.19) up to statistical fluctuations, over the

whole range of the scaling parameter, hence over the complete scrambling dynamics.

Furthermore, upon fully unfolding the spectrum to a uniform mean density in the
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Figure 4.3: Scaling analysis of scrambling in the DBM process, generated by Eq. (2.13)
(N = 16, dt = 0.01, 104 realisations). (a) Spectral form factors Kn after unfolding
the spectrum to the scaling mean density of states (4.8) at a(t) = e−t/2, as a function
of a. There is agreement within statistical uncertainty with the analytical scaling
predictions (4.19) (black curves). (b) Further unfolding the spectrum to uniform density
(denoted by the tilde) collapses it onto the RMT predictionKn = n, verifying that DBM
generates self-similar spectral statistics along the complete scrambling dynamics.

bottom panel, we find perfect collapse of all data onto straight lines Kn = n, which

establishes agreement with the scaling theory down to the level of self-similarity under

the flow, again on all scales of a.

As we show next, this tight agreement —including the higher orders of the SFF—is

a non-trivial statement about the DBM process, marking it out as a privileged model

of fast scrambling among a wider class of dynamical models.
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4.4.3 Deviations from efficient scrambling: formulation via

chaos bounds

Our scaling ansatz (4.3) equates two unitarily invariant generators. This unitary

invariance is also obeyed in DBM, and is the sole constraint in the derivation of

the exponential decay of the first-order SFF (4.1) to unity with decay rate (4.2).

Studying this decay of the SFF in isolation, one could be led to believe that all systems

within this more general class of unitarily invariant processes exhibit maximally chaotic

scrambling. A first hint that this may not be the case is given by the decay of the scaling

parameter itself, where we again observe an exponential decay, but with a decay rate

(see Appendix D)

γ0 = lim
dt→0

(dtN)−1(N − tru(t; dt)) (4.20)

that is not universally linked to γ1 given by Eq. (4.2). Instead, the mathematical

definitions of these quantities enforce the relation γ1 ≤ 2γ0, again up to corrections

O(N−2). The scaling forms (4.19) satisfy this constraint tightly and its extension to

the decay rates of the higher-order SFFs, γn ≤ 2nγ0. We can therefore view these scaling

forms as lower bounds that are approached only for maximally scrambling dynamics,

as represented, e.g., by DBM. Within the class of unitarily invariant processes, we can

view these bounds for the decay of the nth-order SFF as the analogue of the chaos

bounds on OTOCs, here obtained directly from the spectral statistics. Moreover, by

further adapting our scaling analysis of the DBM process, we can take one further step

and directly utilise the scaling forms (4.19) of the SFF as bounds that are expressed in

terms of the scaling parameter a.

We exemplify this by modifying DBM, which mathematically corresponds to a

Wiener process, into a Cauchy process that is obtained from generators

u(t; dt) =
(√

1− dt1 + V
)(√

1− dtV + 1
)−1

(4.21)

with V uniform in the unitary group of degree N . This composes generators from the

scaling ensemble multiplicatively into a time-evolution operator, which differs from the

self-similarity mapping (4.9) governing the maximally efficient scaling flow. For this

process, we find again γ0 = 1/2, while γ1 = 1 − N−1 + O(N−2) just falls short of the

chaos bound stated above at any finite value of N .
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Figure 4.4: Scaling analysis of scrambling in the Cauchy process generated by Eq. (4.21)
(N = 16, dt = 0.01, 104 realisations), in analogy to Figure 4.3. The SFF departs from
the analytical scaling predictions (black curves), which now serve as lower bounds (a),
and no longer display self-similar statistics along the flow, as verified by unfolding the
spectrum to uniform density (b), again denoted by the tilde.
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Figure 4.4 reports the full scaling analysis of the higher-order SSFs, where we exploit

the fact that the Cauchy process shares the same mean level density as the scaling

theory so that no unfolding is needed (see Appendix B). As shown in panel (a), this

now shows clear deviations from our expectations for a maximally efficient process,

with the results rising significantly above the bounds (4.19) set by the scaling theory

plotted as a function of the scaling parameter a. Panel (b) shows that these deviations

persist when the spectrum is unfolded to a uniform density, which reveals that the

spectral correlations are not self-similar along the scrambling dynamics. The framework

established in this chapter therefore allows us to distinguish the effects of efficient but

yet incomplete scrambling to a time t, captured by a finite value of a—already present in

Figures 4.2 and 4.3—and intrinsically inefficient scrambling, captured by the departure

from the scaling bounds.

4.5 Summary

In summary, we developed a quantitatively predictive single-parameter scaling theory of

maximally chaotic scrambling dynamics, which embodies self-similarity of the spectral

correlations along the whole process. The theory is amenable to a complete analytical

treatment, delivering bounds for the decay of the spectral correlations on all scales.

These bounds are tightly met by Dyson’s Brownian motion, which illuminates the

physical content of the scaling theory and underlines the privileged nature of this

process. Signatures of inefficient or incomplete scrambling in other scenarios are

captured sensitively, revealing, for instance, that the purely exponential decay of

spectral correlations observed by a wide class of scrambling models is in itself not a

sufficient signature of maximally chaotic scrambling. The scaling theory also emphasises

deeper conceptual features of general scrambling dynamics, such as the intimate link

of short-time scrambling and long-time ergodicity enforced by the unitarity of this

process. As chaotic scrambling is a fundamental tenet of complex quantum-matter

phenomenology, this approach transfers to a wide range of physical domains. In the

following chapter, we ask what happens when we constrain dynamics, for instance, by

placing systems into different symmetry classes.
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Chapter 5

Analytical approach to spectral

correlations in Brownian Quantum

Chaos

5.1 Overview

Chaotic quantum systems exhibit a strong degree of universality in their spectral

statistics and dynamical correlation functions [16, 17, 35]. Strong arguments for this

universality have been formulated in the context of single-particle systems that are

disordered or chaotic in the classical limit [13, 15–17, 103, 272]. In the analogous

picture for many-body systems [50, 53, 121, 273], the SYK model [73–79] has emerged

as a paradigmatic setting since it adheres to the RMT predictions of the symmetry

class determined by the number of Majorana fermions therein.

As detailed in Section 2.4.2.2, the BSYK model describes dynamics configured

to have a stochastic time dependence, whose interactions drive the system into a

featureless infinite-temperature state. Within RMT, the paradigm of these models

is DBM (Section 2.4.2.1). For DBM generated by Hamiltonians from the GUE, exact

results for the instantaneous spectral statistics have been established in the framework

of orthogonal polynomials [126, 274, 275]. Stochastic models of this kind are generally

known as Brownian models of quantum chaos, and a key question is again to which

extent their spectral statistics are universal.
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In this chapter, we develop an analytical approach to study the spectral statistics

in Brownian models at instantaneous times and establish their universality when they

are resolved on a single well-defined dynamical time scale that characterises the gradual

evolution towards full RMT ergodicity within a given symmetry class. Our approach

follows the spirit of the moment method of DBM [116] but significantly relaxes its

assumptions to only require stochastically emergent basis invariance, which we argue

to hold generically in zero-dimensional stochastic models. By explicitly evaluating

ensemble averages in an incremental stochastic time step, we derive, for each symmetry

class, a closed hierarchy of differential equations for the instantaneous SFF [2, 126], in

which the time derivative of the nth order can be expressed in terms of instantaneous

spectral correlators of order m ≤ n. From this, we obtain exact analytical expressions

of the time evolution of the instantaneous SFF and other spectral correlators, including

those relevant for the ensemble-averaged OTOC, valid for all times and system sizes N .

We establish these results in detail as follows. In Section 5.2, we formulate the

precise programme of our approach. We start by deriving the spectral hierarchy

of the unitary DBM model in Section 5.3. This recovers the exact results for this

symmetry class from the framework of orthogonal polynomials [126], extends them

to a wider class of correlators, and allows us to determine their uniform asymptotics

for large system sizes N at all times and orders. In Section 5.4, we extend these

considerations to the orthogonal and symplectic symmetry classes, and establish exact

and asymptotic results. In the next two sections, we turn to the question of universality

in more general Brownian models. In Section 5.5, we rederive the same hierarchies

under the significantly relaxed assumption of basis invariance, which we argue to

hold generically in zero-dimensional Brownian models. In Section 5.6, we verify this

universality for BSYK dynamics numerically, where we find precise agreement with

the analytical predictions in all three symmetry classes. In Section 5.7, we show

that the ensemble-averaged OTOC can be expressed analytically in terms of quantities

derived at most from the second level of the spectral hierarchy. The discussion of the

observed universality, Section 5.8, emphasises the significance of the U(1) invariance of

the studied correlators. Our general conclusions are formulated in Section 5.9, while

further details of the derivations are presented in Appendices E, F, and G. Appendix H

includes a calculation of the OTOC in the scaling theory developed in Chapter 4.
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5.2 Programme of this chapter

Section 2.2.4.3 describes how the SFF is a sensitive probe of dynamically induced

correlations between energy levels and introduces its instantaneous version (2.39) in

the setting of stochastic processes. In this chapter, we will employ this variant as a

diagnostic of emergent ergodicity. Our main objective is to develop an approach that

facilitates the direct analytic study of the instantaneous SFF (2.39) in the described

Brownian models of quantum chaos and allows for their comparison in a unified

framework that furthermore identifies the extent of universality in these and a whole

range of related spectral correlators, as well as the role of symmetries both at finite and

infinite times.

The key technical observation is that the incremental update

Kn(t+ dt) ≡ | tr [U(t+ dt)]n|2 = | tr [u(t; dt)U(t)]n|2. (5.1)

of the instantaneous SFF (2.39) under the stochastic evolution (2.10) can be evaluated

in the limit that dt → 0 and, when averaged over the ensemble, depends only on

spectral correlators up to the given order n. This culminates in a spectral hierarchy:

a closed set of linear first-order differential equations in which expressions for the nth

order contain only terms up to and including the nth level. Even though the number

of different correlators proliferates with n, these equations can be solved algebraically,

which then enables us to derive exact and asymptotic expressions in all three standard

Wigner-Dyson symmetry classes.

Notably, we will arrive at the same hierarchies in two different settings. The first

setting is DBM, which is covered in Section 5.3 for the GUE and in Section 5.4 for

the GOE and GSE. The second setting are models with stochastically emerging basis

invariance, which we treat analytically in Section 5.5. The applicability of this concept

to the BSYK model is discussed in Section 5.6.

As we show in Section 5.7, the lowest orders of the hierarchy also determine the

ensemble-averaged OTOC, which we again determine and validate in all three symmetry

classes. After developing these technical details, we will then be able to establish more

general implications, in particular, about the extent of the observed universality, in

Section 5.8.
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Throughout these sections, we aim to give analytical results for the lowest orders

of the hierarchy and illustrate these along with the higher orders in figures, as well

as through comparison with data from the direct numerical implementation of the

underlying Brownian models.

5.3 Spectral hierarchy for DBM with unitary

symmetry

In this section, we first carry out the programme in detail for DBM in the GUE, in

which the stepwise unitary updates (2.12) are generated by instantaneous Hamiltonians

H(t) that obey Eq. (2.52). These details will also serve as a starting point for the

generalisations to the other symmetry classes in addition to basis-invariant models.

5.3.1 The first-order instantaneous SFF and averaging rules

We start our considerations with the first-order instantaneous SFF K1(t), hence for the

index n = 1, which we will soon see to signify the level of this quantity in the spectral

hierarchy. This subsection reproduces a key result from Chapter 4, whose derivation is

given in Appendix D, but from the hierarchical perspective. We will see that because

dynamics are equipped with an effective time scale, this approach is extendable to other

symmetry classes.

With the dynamics generated by Eqs. (2.10) and (2.12), the ensemble average (5.1)

over a single step of the stochastic evolution, expanded up to order dt, takes the form

K1(t+ dt) =K1(t) + dt tr [H(t)U(t)] tr [H(t)U †(t)]

− dt

2

(
tr [H2(t)U(t)] trU †(t) + trU(t) tr [H2(t)U †(t)]

)
, (5.2)

where we can perform the average over the instantaneous Hamiltonians by applying

Eqs. (2.52) and (2.53).

Evaluating these averages joins the two arguments of the traces in the second term
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according to the rule

CAB ≡ tr [H(t)A] tr [H(t)B] =
κ

N
tr [AB], (5.3)

which applies to any given matrices A and B that are independent of the instantaneous

Hamiltonian. The counterpart of this rule performs the average over instantaneous

Hamiltonians within the same trace operation and splits the argument into two,

DAB ≡ tr [H(t)AH(t)B] =
κ

N
tr [A] tr [B], (5.4)

which we will need later when evaluating other quantities. Applying the averaging rule

(5.3) to Eq. (5.2) gives

K1(t+ dt) = K1(t) +N−1κ dt tr [U(t)U †(t)]− κ dtK1(t)

= K1(t) + κ dt (1−K1(t)) . (5.5)

Consequently, in the limit dt→ 0, we find the first-order linear differential equation

d

dt
K1(t) = K̇1(t) = κ (1−K1(t)) , (5.6)

which for the initial condition K1(0) = | tr 1|2 = N2 is solved by an exponential decay,

K1(t) = (N2 − 1)e−κt + 1. (5.7)

We observe that K1(t) → 1 for large times, in agreement with the RMT prediction

(2.38) for a fully ergodic system. The inverse rate 1/κ ∼ terg defines the effective time

scale for the dynamics on which this ergodic limit is approached. We will develop a

general interpretation of this time scale in Section 5.5.
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5.3.2 The second-order instantaneous SFF and emergence of

the hierarchy

We now turn to the second-order of the instantaneous SFF (2.39), whose incremental

update (5.1) is given by

K2(t+ dt) ≡ |tr [u(t; dt)U(t)]2|2. (5.8)

Expanding this expression again up to order dt and averaging over the instantaneous

Hamiltonians according to the rules (5.3) and (5.4) gives

K2(t+ dt) =K2(t) + κ dt
[
4− 2K2(t)

−N−1
(
tr [U(t)]2 trU †(t) trU †(t) + trU(t) trU(t) tr [U †(t)]2

)]
. (5.9)

Here, we encounter two new quantities that signal the start of an emerging hierarchical

structure, which furthermore encompasses a more comprehensive set of correlators. To

account for these quantities, we introduce the notation

K{.},{.}(t) = Kpq...,rs...(t) = (tr [U(t)]p tr [U(t)]q · · · tr [U †(t)]r tr [U †(t)]s · · · ), (5.10)

where the sequences of integers specify the number of terms of the form tr [U(t)]p or

tr [U †(t)]r. By construction, the respective sums over the tallies {·} before and after the

comma are equal to the same integer n, which enumerates the orders of the hierarchy.

What was previously expressed as Kn(t) therefore becomes Kn,n(t), while the new

quantities appearing in Eq. (5.9) can now be written as

K11,2(t) = trU(t) trU(t) tr [U †(t)]2, (5.11)

K2,11(t) = tr [U(t)]2 trU †(t) trU †(t), (5.12)

so that Eq. (5.9) becomes

K2,2(t+ dt) = K2,2(t) + κ dt
[
4− 2K2,2(t)−N−1 (K2,11(t) +K11,2(t))

]
. (5.13)
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The incremental updates of these new quantities K11,2(t) and K2,11(t) can again be

evaluated using the averaging rules (5.3) and (5.4), where we also encounter the quantity

K11,11(t). Evaluating its derivative in the same manner then yields a closed set of

first-order linear differential equations,

K̇1,1(t) = κ [1−K1,1(t)] ,

K̇2,2(t) = κ
[
4− 2K2,2(t)−N−1 (K2,11(t) +K11,2(t))

]
,

K̇2,11(t) = κ
[
−2K2,11(t)−N−1 (K11,11(t) +K2,2(t)− 4K1,1(t))

]
,

K̇11,2(t) = κ
[
−2K11,2(t)−N−1 (K11,11(t) +K2,2(t)− 4K1,1(t))

]
,

K̇11,11(t) = κ
[
−2K11,11(t) + 4K1,1(t)−N−1 (K2,11(t) +K11,2(t))

]
. (5.14)

In contrast to the single differential equation (5.6) for n = 1, this system of differential

equations includes quantities of the first and second order and is thus hierarchical.

Since realisations in which U(t) is replaced by U †(t) are statistically equivalent, we

observe the symmetry Kpq...,rs... = Krs...,pq... of all quantities under the exchange of the

left and right indices. Accordingly, K2,11(t) = K11,2(t) so that the dynamics of these two

quantities are effectively described by the same equation. This reduces the cumulative

number of equations for n = 1 and 2 from 5 to 4. These equations have to be solved

according to the dynamical initial condition U(0) = 1, which translates to

K1,1(0) = N2, K2,2(0) = N2, K11,2(0) = K2,11(0) = N3, K11,11(0) = N4. (5.15)

Here, the power of N corresponds to the number of traces in Eq. (5.10) and hence

equals the total number of indices. As the equations are furthermore linear, they can

be solved exactly, from which we obtain

K2(t) = 2 +
1

4

[
(N + 1)(N − 3)N2e

2
N
κt

+ (N − 1)(N + 3)N2e−
2
N
κt − 2(N2 − 1)(N2 − 4)

]
e−2κt. (5.16)

While this expression is lengthy, it agrees precisely with the result from the theory of

orthogonal polynomials [126, 274, 275] (see Appendix F).
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5.3.3 Higher orders of the instantaneous SFF

It transpires that the principles developed above are all that is required to calculate

the instantaneous SFF at all orders and determine a comprehensive set of additional

correlators along with this. Using the general averaging rules (5.3) and (5.4) in

conjunction with the notation (5.10), the incremental updates of these spectral

correlators can be expressed conceptually as

K̇pq...,rs...(t) = −κnKpq...,rs...(t) −
κ

N

(
+pqK(p+q)..,rs...(t)− prK(p−r)q..,s...(t) + ...

)
︸ ︷︷ ︸

from combining traces as in Eq. (5.3)

− κ

N

(
p−1∑
n=1

p

2
Kn(p−n)q..,rs...(t) + ...+

r−1∑
n=1

r

2
Kpq..,n(r−n)s...(t) + ...

)
︸ ︷︷ ︸

from splitting traces as in Eq. (5.4)

. (5.17)

The factors +pq and −pr that appear in the process of combining traces reveal that it

is convenient to think of the indices on either side of the comma to be of opposite sign,

such that combining indices from the same side yields a positive sign, while combining

indices from both sides yields a negative sign. Moving all indices to one side of the

comma so that Kpq...,rs...(t) = Kpq...(−r)(−s)...(t) ≡ K(ci)mi=1
(t), where m is the length of

the combined index sequence, we can then compactly write the spectral hierarchy as

K̇(ci)mi=1
(t) = − κnK(ci)mi=1

(t) − κ

N

∑
j<k

cjckK(ci)i̸=j,k(cj+ck)(t)︸ ︷︷ ︸
from combining traces as in Eq. (5.3)

− κ

N

∑
j

|cj|
2

|cj |−1∑
k=1

K(ci)i̸=j(k sgn cj)(cj−k sgn cj)(t)︸ ︷︷ ︸
from splitting traces as in Eq. (5.4)

. (5.18)

We see that the terms on the right-hand side never increase the order n of the correlator,

while the order reduces whenever two indices cj + ck = 0 annihilate, which results in a

constant factor tr 1 = N . Furthermore, we only encounter correlators in which the sum

of signed indices
m∑
i=1

ci = 0 (5.19)
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5.3. Spectral hierarchy for DBM with unitary symmetry

vanishes, which means that all encountered correlators are U(1)-invariant (we return

to the general significance of this feature at the end of this chapter, see Section 5.8).

The description of this closed hierarchy of differential equations is then completed by

the initial conditions

K(ci)mi=1
(0) = Nm, (5.20)

where m is again the combined number of indices.

Applied directly to n = 3, we find that we must add the relations

K̇3,3(t) = κ
[
9− 3K3,3(t)− 6N−1K3,12(t)

]
,

K̇3,12(t) = κ
[
−3K3,12(t)

−N−1 (3K12,12(t) +K3,111(t) + 2K3,3(t)− 6K1,1 − 3K2,2(t))
]
,

K̇3,111(t) = κ
[
−3K3,111(t)−N−1 (3K3,12(t) + 3K12,111(t)− 9K2,11(t))

]
,

K̇12,12(t) = κ
[
−3K12,12(t) + 4K1,1(t) +K2,2(t)

−2N−1 (K12,111(t) + 2K3,12(t)− 2K2,11(t))
]
,

K̇12,111(t) = κ
[
−3K12,111(t) + 3K2,11(t)

−N−1 (K111,111(t) + 3K12,12(t)− 6K11,11 + 2K3,111(t))
]
,

K̇111,111(t) = κ
[
−3K111,111(t) + 9K1,1(t)− 6N−1K12,111(t)

]
(5.21)

to the system of equations (5.14) obtained for level n = 2.

The symmetry in the left and right indices reduces what would have been the

addition of 10 equations to the 6 given independent equations.1 In order to solve

the equations at the nth level, these equations are then combined cumulatively

with all equations at lower levels m < n. The total number of independent

differential equations at the nth level of this hierarchy proliferates with increasing n,

as 1, 4, 10, 25, 53, 119, 239, and so on. However, since the system of equations closes

at every level, these equations can be solved exactly for any system size N , where

the instantaneous SFF again agrees precisely with those from the theory of orthogonal

polynomials (see Appendix F). The other correlators contain dynamical information

1More generally, the number of equations generated at the nth level is x(x + 1)/2, where x is the
number of integer partitions of n, and thus yields an integer sequence s(n) describing the number
of partitions of 2n that are sum-symmetric (Sequence A086737, OEIS Foundation Inc. (2025), The
On-Line Encyclopedia of Integer Sequences, Published electronically at https://oeis.org).
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and complete the description consistently, as we revisit later on in Sections 5.7 and 5.8.
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Figure 5.1: Comparison of the analytical solutions for the instantaneous SFF
Kn(t) for unitary DBM, obtained from the spectral hierarchy up to level n = 6,
where N = 16 (solid coloured curves), with numerical sampling of the corresponding
dynamics generated by DBM with Hamiltonians drawn from the GUE (data points,
obtained from 104 realisations with dt = 0.01). The inset highlights the detailed
agreement on intermediate time scales, as well the expected long-time behaviour, where
limt→∞Kn(t) = n agrees with the CUE prediction, Eq. (2.38) with 1 ≤ n ≤ N .

Figure 5.1 compares the resulting analytical expressions for the instantaneous SFF

Kn(t) = Kn,n(t) from the spectral hierarchy up to level n = 6 with numerical data

generated by DBM with instantaneous Hamiltonians drawn from the GUE, where

the system size is set to N = 16. The analytic expressions precisely reproduce the

non-monotonic structure observed in the numerical sampling of the DBM dynamics over

all times and also reproduce the expected long-time behaviour that is consistent with

the CUE result (2.38) for a completely ergodic system. As described in Appendix G,

this long-time consistency with the CUE also applies to the other correlators appearing

in the spectral hierarchy.

5.3.4 Uniform asymptotics for large system sizes

An immediate application of the spectral hierarchy is to determine the asymptotic form

of the instantaneous SFF in the limit of large system sizes, N → ∞. In each order,

the SFF dips over short times from N2 to O(N0) and the large-time limit plateaus
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5.3. Spectral hierarchy for DBM with unitary symmetry

at values O(N1), so that this requires a systematic uniform expansion in t and N .

This is a more difficult task than obtaining the same asymptotics for the connected

part of the correlator [126], which is by construction only of order O(N0) but in more

general settings involves non-universal contributions from the density of states — see

Section 5.8 for further discussion of these points.

Using the spectral hierarchy, we achieve this uniform expansion by power counting

the terms generated by the averaging rules (5.3) and (5.4), which then simplify in

analogy to the RMT non-crossing approximation (see, e.g., [43]). Specifically, all terms

that do not maximise the number of traces generated in the averaging rules reduce

the power in N by at least two orders, hence a factor of O(N−2), unless they are

compensated by a trace of the identity matrix.

In leading order, this asymptotic constraint eliminates all averages from the

averaging rule (5.3) unless A = B†. This leads, in the notation of Eq. (5.18), to

the closed expression

K(∞)
(ci)mi=1

(t) =
m∏
i=1

a|ci|(κt) (5.22)

of all encountered correlators in their leading order, where

ap(s) = Ne−sp/2
p−1∑
k=0

(p− 1)!

(p− k − 1)!k!(k + 1)!
(−sp)k. (5.23)

For the instantaneous SFF, this captures the O(N2) leading-order behaviour asKn(t) ∼
a2n(κt), where explicitly

K
(∞)
1 = N2e−κt, (5.24)

K
(∞)
2 = N2(1− κt)2e−2κt, (5.25)

K
(∞)
3 = N2

(
1− 3κt+

3(κt)2

2

)2

e−3κt. (5.26)

This provides a good description of the dip but not of the ramp and plateau.

The desired uniform approximation down to order O(N0) is obtained by using these

leading-order expressions whenever the hierarchy branches according to the averaging
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rule (5.3). This automatically guarantees that such branching occurs at most once,

which makes the description correct to order O(N0). With this simple replacement,

the system of differential equations becomes inhomogeneous but closes on each level.

From this, we obtain uniform approximations of the form

K
(u)
1 (t) = K

(0)
1 , (5.27)

K
(u)
2 (t) = K

(0)
2 +

s4 − 4s3 − 9s2

3
e−2s, (5.28)

K
(u)
3 (t) = K

(0)
3 +

3s2

8

(
9s4 − 54s3 + 48s2 − 56

)
e−3s, (5.29)

where s = κt and

K(0)
n = K(∞)

n + n(1− e−nκt) (5.30)

accounts for the dip and plateau, while the remaining terms provide the detailed

oscillations in the ramp.

These different levels of approximations are illustrated in Figure 5.2, where they are

compared with the exact analytical results for N = 16. We see that while K
(0)
n already

captures most of the dynamical behaviour, a much more precise agreement is obtained

from the uniform approximations K
(u)
n . 1
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Figure 5.2: Comparison of the exact instantaneous SFF Kn (solid orange curves)

with K
(0)
n , Eq. (5.30) (dashed black curves), and the more accurate uniform asymptotic

approximations K
(u)
n , Eqs. (5.27)-(5.29) (solid coloured curves) for N = 16.
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5.4. DBM with orthogonal and symplectic symmetry

5.4 DBM with orthogonal and symplectic

symmetry

We now extend the analytical treatment of the instantaneous SFF and related

correlators to DBM in the other two standard symmetry classes, where the

instantaneous Hamiltonians in Eq. (2.12) are drawn from the GOE or GSE, respectively.

We will maintain the composition rule (2.10) in which time-reversal symmetry is broken

dynamically by the stochastic variation of the Hamiltonian, even though it obeys

time-reversal symmetry over each instantaneous time step. A template for this setting

would be a system of electrons driven by stochastic electric field variations in the absence

of magnetic fields. As we will expand upon further below, the CUE still determines the

long-time limit of this dynamics. Alternatively, we could consider the Brownian motion

in one of the corresponding circular ensembles (COE and CSE) itself, where the COE

case would be obtained from the unitary dynamics with time-evolution operator denoted

as V (t) by setting U(t) = V T (t)V (t). The corresponding correlators are automatically

included in the hierarchies in our settings, while, physically, the alternative settings

correspond to the experimentally more challenging situation in which the stochastic

signal is itself symmetric in time.

While the resulting hierarchies are much more involved, they remain closed and

constitute a complete analytical description for all times t, orders n, and system sizes

N . We first develop this for dynamics generated by the GOE and then show that the

results for the GSE follow from a simple substitution rule, where one formally replaces

the matrix dimension N by −N . Furthermore, we will confirm that all hierarchies obey

the same long-time limit for finite N .

5.4.1 Orthogonal symmetry

In the orthogonal symmetric class, the instantaneous SFF updates in a similar fashion

to that of the unitary class reported in the previous section but with additional

terms and quantities that arise from the symmetric structure of the instantaneous

GOE Hamiltonian, whose matrix elements satisfy Eq. (2.54). This modifies the GUE
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averaging rules (5.3) and (5.4) to read

CAB =
κ

N + 1

(
tr [AB] + tr [ABT ]

)
(5.31)

and

DAB =
κ

N + 1

(
tr [A] tr [B] + tr [ABT ]

)
. (5.32)

Starting from the expansion (5.2), the first-order instantaneous SFF then updates

according to

K1,1(t+ dt) = (1− κ dt)K1,1(t) +
κ dt

N + 1
(N + L(t)) , (5.33)

where

L(t) = tr [U(t)U∗(t)] (5.34)

constitutes an additional spectral correlator for level n = 1 of the hierarchy, and the

asterisk denotes complex conjugation. This new quantity incrementally updates—again

using the rules (5.31) and (5.32) to evaluate the averages—according to

L(t+ dt) = tr [U(t+ dt)U∗(t+ dt)]

= (1− κ dt)L(t) +
κ dt

N + 1
(N +K1,1(t)) . (5.35)

Altogether, we find the closed system of coupled first-order linear differential equations

K̇1,1(t) = κ
(
(N + 1)−1 (N + L(t))−K1,1(t)

)
, (5.36)

L̇(t) = κ
(
(N + 1)−1 (N +K1,1(t))− L(t)

)
, (5.37)

which for the initial conditions K1,1(0) = | tr 1|2 = N2 and L(0) = tr 1 = N are solved

by

K1,1(t) = 1 +
N − 1

2

(
N + 2 +Ne−

2
N+1

κ t
)
e−

N
N+1

κ t, (5.38)

L(t) = 1 +
N − 1

2

(
N + 2−Ne−

2
N+1

κ t
)
e−

N
N+1

κ t. (5.39)
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When compared to the GUE result, additional spectral correlators therefore arise

due to the symmetric structure of the GOE Hamiltonians. Propagating these through

the calculations of the higher-order instantaneous SFF means that the number of

quantities on each level of the hierarchy proliferates at a much faster rate than in

the GUE derivation. Nonetheless, the hierarchy closes at each level and can be solved

analytically, as we expand in more detail for the level n = 2 in Appendix E, with

K2(t) given in Eq. (E.34). The analytical results for the instantaneous SFF to levels

n = 1 and 2 are plotted in Figure 5.3, where we set the system size N = 8. There

is excellent agreement between the analytical predictions and the numerical data for

DBM-generated dynamics with instantaneous Hamiltonians drawn from the GOE, while

there exist clear differences when compared to the predictions for GUE dynamics.
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Figure 5.3: Numerical data for the instantaneous spectral form factor Kn(t) with n =
1, 2 and N = 8 for DBM dynamics generated by instantaneous Hamiltonians from
the GOE (data points) matches the analytical functions derived for the GOE (dashed
curves), and differ clearly from the analytic expressions for the GUE (solid black curves,
shown for reference). The DBM data is obtained from 104 realisations, with dt = 0.01.

5.4.2 Symplectic symmetry

As mentioned above, the results in the symplectic class can be obtained from the results

in the orthogonal class by formally replacing the matrix dimension N by −N . Here, N

refers to the full, even matrix dimension, not the size of the matrix expressed in terms

of quaternions. From a general perspective, this relation between the two symmetry
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classes is inherited from a similar relation between averages in the orthogonal O(N) and

the compact symplectic group Sp(N/2) [276], whose significance we will demonstrate in

our second setting (see Section 5.5). In the DBM setting, we can derive this substitution

rule concretely by comparing the GOE averaging rules (5.31) and (5.32) with their GSE

counterparts, which read

CAB =
κ

N − 1

(
tr [AB] + tr [ABR]

)
, (5.40)

DAB =
κ

N − 1

(
tr [A] tr [B]− tr [ABR]

)
. (5.41)

Here, R denotes the quaternion conjugation given by Eq. (2.55), while the traces are

the conventional matrix traces, not their quaternion modification. We now see that the

averaging rules for the two ensembles are related by the formal replacements N → −N ,

T → R, and tr → −tr. The same substitution rules then apply to the hierarchy

equations and the initial conditions and, therefore, also to the instantaneous SFF itself.

In this way, we obtain, for instance, from Eq. (5.38), that the first-order

instantaneous SFF in the symplectic DBM is given by

K1(t) = 1 +
N + 1

2

(
N − 2 +Ne

2
N−1

κ t
)
e−

N
N−1

κ t, (5.42)

while the analogous result for n = 2 is obtained by applying the same substitution to

Eq. (E.34). As shown in Figure 5.4, these results again agree perfectly with numerical

sampling of the DBM in this symmetry class.

5.4.3 Asymptotic relation between the three symmetry classes

While the analytical expressions of the instantaneous SFF display characteristic

signatures in the three ensembles, they also share some common features. These

are related to the fact that while the unitary increments du(t; dt) generating the

dynamics (2.10) obey specific symmetry constraints in the different ensembles, the

resulting unitary evolution operator U(t) at finite times is not constrained by these

symmetries. This arises because the unitary increments du(t; dt) in the orthogonal and

symplectic symmetry class are confined to cosets, not groups. In the orthogonal class,

the coset is formed by transposition-symmetric unitary matrices du(t; dt) = duT (t; dt),
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Figure 5.4: Analogous to Figure 5.3 but for DBM dynamics generated by instantaneous
Hamiltonians from the GSE.

while in the symplectic symmetry class, the coset is that of self-dual unitary matrices

du(t; dt) = duR(t; dt). However, both properties do not hold for products of elements

from these cosets.

This results in the convergence of all three ensembles in the limit of long times t→
∞, where all three dynamical versions of DBM converge to the CUE and hence cover

all unitary matrices by the Haar measure. This is manifest in the analytical solutions,

for instance, where K1(t) → 1 and K2(t) → 2 for the given analytical expressions in

all three ensembles, and more generally can be verified from the stationary solutions of

the spectral hierarchy in all symmetry classes.

It is instructive to compare this convergence for infinite times t with the limit of

infinite system sizes N → ∞ at finite times t. As in the unitary class (see Section 5.3.4)

we can obtain both a simple leading behaviour and more precise uniform asymptotics

by applying power counting to the averaging rules.

We start with the leading behaviour in the orthogonal class. Power counting then

eliminates branching into the term tr [AB] from the averaging rule (5.31) unless A = B†

and branching into the term tr [ABT ] both in Eq. (5.31) and Eq. (5.32) unless A =

B∗. The latter combinations can only occur from prior branching of the same form,

which disconnects them asymptotically from the leading order of the instantaneous SFF.

Therefore, this leading order coincides with that in the unitary class, see Eq. (5.22). By

application of the stated formal substitution rules, the same argument then also holds
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for the symplectic symmetry class.

Differences between the ensembles then appear when we consider the uniform

approximation to order O(N0). The principles of the derivation remain the same as in

the unitary class but have to be amended to include the leading orders of the newly

generated terms. In the GOE, we obtain

K
(u)
1 (t) = K

(0)
1 (t) + s

(
1 +

s

2

)
e−s, (5.43)

K
(u)
2 (t) = K

(0)
2 (t)− 2N(1− s)2e−2s +

[
1

3
(1 + s)(3 + 3s− 9s2 + 5s3)

]
e−2s

+ 2(N − 1)(1− s)e−3s + e−4s, (5.44)

where K
(0)
n (t) is given in Eq. (5.30) and s = κt. The results for dynamics generated

by the GSE then follow again by formally inverting the sign of N . The asymptotic

expression for the first-order spectral form factor agrees between both ensembles, while

for larger n the differences are of order O(N1).

5.5 Basis-invariant models

We now show that the same spectral hierarchies can be obtained under a significantly

relaxed assumption, which makes them applicable to a much wider class of models

with more complex statistical correlations of the Hamiltonian than in the Gaussian

ensembles. For this, we consider Brownian models in which the unitary time-evolution

operator U(t) at any time is statistically invariant under a random unitary basis change

V (t), such that the transformed operator

U ′(t) = V (t)U(t)V †(t) (5.45)

occurs with the same probability in the ensemble.

This assumption is exact in DBM in all three symmetry classes, where V (t) is chosen

from the corresponding circular ensemble. More importantly, the same invariance

should be well observed in a wide range of Brownian models since the matrices

diagonalising the unitary generator du(t; dt) are generally far from the identity, even

when the generators themselves are arbitrarily close to the identity. Therefore, the

108



5.5. Basis-invariant models

eigensystem is expected to become that of an ergodic system on a much shorter time

scale than the ergodic time terg ∼ 1/κ that governs the evolution of the spectral

statistics. Intuitively, this can be understood by noting that some finite time slice

of the dynamics is produced by the multiplication of many incremental time steps dt

(in a similar spirit to the CLT discussed in Section 2.2.3). We will verify this assertion

in the next section for the BSYK model.

New forms of the DBM averaging rules in the different ensembles can then be

obtained by considering the additional average over V (t). We first work this out for the

unitary symmetry class, where the DBM averaging rules are given by Eqs. (5.3) and

(5.4), and then describe how the same process transfers to the other symmetry classes.

5.5.1 Unitary basis invariance

We note that the basis change (5.45) also applies in the same form to any power of

U(t) and U †(t). Denoting any such combinations transforming in this way again as A

and B, momentarily fixing H, the average over V from the CUE then gives

CAB ≡ tr [HV AV †] tr [HV BV †]

=
1

N2 − 1

[(
tr [H2]− 1

N
(trH)2

)
tr [AB] +

(
(trH)2 − 1

N
tr [H2]

)
tr [A] tr [B]

]
(5.46)

and

DAB ≡ tr [HV AV †HV BV †]

=
1

N2 − 1

[(
tr [H2]− 1

N
(trH)2

)
tr [A] tr [B] +

(
(trH)2 − 1

N
tr [H2]

)
tr [AB]

]
.

(5.47)

Averaging in the next step also over the Hamiltonian (without any further assumption

of its specific ensemble and denoting this additional average again by an overline), we

obtain

CAB =
1

N

N2µ− λ

N2 − 1
tr [AB] +

λ− µ

N2 − 1
tr [A] tr [B] (5.48)
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and

DAB =
1

N

N2µ− λ

N2 − 1
tr [A] tr [B] +

λ− µ

N2 − 1
tr [AB], (5.49)

where all ensemble-specific information is captured by the quantities

λ = (trH)2 and µ =
1

N
tr [H2]. (5.50)

In the GUE, λ = µ = κ so that we recover the original DBM averaging rules (5.3) and

(5.4).

We see that in comparison to these original rules, the revised rules contain a first

part that only differs by a factor from the original rules and a second part that replicates

the trace structure in the initial expression on the left-hand side. When we revisit the

construction of the hierarchy with these revised rules, we see that this results in a

minimal modification that amounts to a consistent redefinition of the ergodicity rate κ

in terms of λ and µ.

This modification can be read off directly by comparing the original hierarchy

structure (5.18) with the modified structure, which is given by

K̇(ci)mi=1
(t) = −µnK(ci)mi=1

(t)︸ ︷︷ ︸
κ replaced by µ

− λ− µ

N2 − 1

∑
j<k

cjckK(ci)mi=1
(t)︸ ︷︷ ︸

retained trace structure in Eq. (5.48)

− λ− µ

N2 − 1

∑
j

|cj|
2

|cj |−1∑
k=1

K(ci)mi=1
(t)︸ ︷︷ ︸

retained trace structure in Eq. (5.49)

− κ

N

∑
j<k

cjckK(ci)i ̸=j,k(cj+ck)(t)︸ ︷︷ ︸
from combining traces in Eq. (5.48)

− κ

N

∑
j

|cj|
2

|cj |−1∑
k=1

K(ci)i ̸=j(k sgn cj)(cj−k sgn cj)(t)︸ ︷︷ ︸
from splitting traces in Eq. (5.49)

.

(5.51)

The two sums in the second line arise from the first part of the modified rules, where

the coefficient κ now takes the specific form

κ =
N2µ− λ

N2 − 1
. (5.52)

With this identification, these two sums then already agree with the original hierarchy.
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5.5. Basis-invariant models

The first line contains two additional sums, which arise from the new second parts

of the two modified averaging rules. These are all proportional to the same correlator

whose time derivative we are determining, which also appears in the very first term now

with the coefficient µ. In these sums, the correlator occurs n2 times multiplied with

a positive sign [whenever two oppositely signed indices are combined, which amounts

to taking one of n instances of H from a generator u(t; dt) and pairing it with one of

n instances of H from a generator u†(t; dt)] and 2 × n(n − 1)/2 times with a negative

sign [these are the pairings of H from two generators u(t; dt) or from two generators

u(t; dt)]. Together with the contribution from the very first term, this combines into a

factor

−nµ+ n
λ− µ

N2 − 1
= n

λ− µ+ (1−N2)µ

N2 − 1
= −nκ, (5.53)

where κ is the exact same combination of terms as in Eq. (5.52).

Altogether, we see that the entire hierarchy remains intact with this simple

redefinition of κ, which holds irrespective of any further details of the ensemble of

instantaneous Hamiltonians H(t). We will return to the discussion of this renormalised

ergodic rate after establishing its analogous form in the other two symmetry classes.

5.5.2 Orthogonal and symplectic invariance

Analogous considerations can be carried out in the orthogonal symmetry class, where we

impose invariance under orthogonal transformations equipped with the Haar measure

on O(N), and in the symplectic ensemble, where we impose invariance under symplectic

transformations equipped with the Haar measure on Sp(N/2) (where N therefore still

refers to the matrix size and hence has to be even; we also keep the conventional notion

of a trace for this symmetry class).

The derivation can again be carried out on the level of the averaging rules. Carrying

out the averages defined in Eqs. (5.46) and (5.47) with V from the COE, we find that

CAB =
N tr [H2]− (trH)2

N(N + 2)(N − 1)
(tr [AB] + tr [ABT ]) +

(N + 1)(trH)2 − 2 tr [H2]

N(N + 2)(N − 1)
tr [A] tr [B]

(5.54)
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and

DAB =
N tr [H2]− (trH)2

N(N + 2)(N − 1)
(tr [A] tr [B] + tr [ABT ]) +

(N + 1)(trH)2 − 2 tr [H2]

N(N + 2)(N − 1)
tr [AB]

(5.55)

are instead relevant. Averaging next also over the instantaneous Hamiltonian, the rules

(5.31) and (5.32) for orthogonal DBM therefore become replaced by

CAB =
N2µ− λ

N(N + 2)(N − 1)
(tr [AB] + tr [ABT ]) +

(N + 1)λ− 2Nµ

N(N + 2)(N − 1)
tr [A] tr [B] (5.56)

DAB =
N2µ− λ

N(N + 2)(N − 1)
(tr [A] tr [B] + tr [ABT ]) +

(N + 1)λ− 2Nµ

N(N + 2)(N − 1)
tr [AB],

(5.57)

where λ and µ remain defined as in Eq. (5.50).

As in the unitary case, these modified rules contain a part that replicates the original

rules (5.31) and (5.32) with a modified coefficient κ, which now takes the form

κ =
N + 1

N(N + 2)(N − 1)
(N2µ− λ), (5.58)

Furthermore, the modified rules contain again an additional part that replicates the

trace structure of the terms that have been averaged, which gives rise to the same

modification of κ when fed into the hierarchy. This follows in analogy to Eq. (5.53),

where terms now combine according to

−nµ+ n
(N + 1)λ− 2Nµ

N(N + 2)(N − 1)
= −nκ. (5.59)

By an analogous calculation, we have verified that for invariance under symplectic basis

changes, the averaging rules again carry over by the replacements N → −N , tr → −tr,

and T → R.
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5.5. Basis-invariant models

5.5.3 Brief summary of the main result

Summarising all three cases, we find that basis invariance results in the same spectral

hierarchy as that from DBM, where the generalised ergodicity rate can be written as

κ = γ(N2µ− λ). (5.60)

Here, λ and µ (5.50) are determined by the statistics of the instantaneous Hamiltonian,

while

γ =
1

(N + 1)(N − 1)
(unitary class),

γ =
N + 1

N(N + 2)(N − 1)
(orthogonal class),

γ =
N − 1

N(N + 1)(N − 2)
(symplectic class). (5.61)

We note that in all cases, this coefficient corresponds to a Weingarten function [276,

277].

γ = |Vlm|2|Vl′m′ |2 = Wg([1][1]) (5.62)

in the corresponding group, which involves two different matrix elements that are not

related by any symmetry.

5.5.4 Consistency with DBM

The assumption of basis invariance holds manifestly in DBM. To establish consistency

between both versions of the hierarchy, we make use of the detailed definitions of the

Gaussian ensembles in Section (2.4.2.1). We then have, from the definitions (5.50) and

the property (2.53), the identity µ = κ, where κ is at this stage to be interpreted as the

coefficient defining the Gaussian ensembles. Furthermore, from the detailed definitions
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of these ensembles we also have

λ = µ (GUE),

λ =
2N

N + 1
µ (GOE),

λ =
2N

N − 1
µ (GSE). (5.63)

Inserting these expressions along with Eq. (5.61) into Eq. (5.60), we recover in all

cases that generalised rate the coincides with the original coefficient κ appearing in the

definitions of the Gaussian ensembles.

5.6 BSYK dynamics

We now investigate the applicability of the spectral hierarchy to the Brownian SYK

model. For this, we first establish the analytical expression of the generalised ergodicity

rate and then compare the ensuing predictions for the instantaneous SFF with the

numerical implementation of the model, where we cover all three symmetry classes by

varying the number of fermions M , as described in Section 2.4.2.2.

5.6.1 Ergodicity rate κ

To obtain the generalised ergodicity rate (5.60) in the BSYK model, we need to

determine the coefficients λ and µ defined in Eq. (5.50). The structure of the BSYK

Hamiltonian (2.58) entails that each realisation of it is traceless, trH = 0, so that

λ = 0 vanishes identically. The coefficient µ then follows from the variance (2.59)

of the instantaneous coupling tensor, where we have to account for the number of its

independent elements (defined by the number of ways one can choose q from M). This

gives

µ =
1

q2

(
M

q

)
(q − 1)!

M q−1
, (5.64)

which ties this coefficient to the degree of sparseness in the model. The effective

ergodicity rate is then given by

κ = N2γµ, (5.65)
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5.6. BSYK dynamics

where N = 2(M/2)−1 is the size of a statistically independent block of the Hamiltonian,

and γ is taken from Eq. (5.61) with the symmetry class determined by the number of

fermions M .

5.6.2 Comparison of numerical and analytical results

As mentioned earlier, we will set q = 4. In keeping with our desire to test these

analytical predictions in the non-trivial regime, we will furthermore focus on models

with only moderately large numbers of fermions, which allows us to resolve statistically

significant differences between the ensembles.

Figure 5.5 shows the numerically obtained time dependence of the instantaneous

SFF Kn(t) in analogy to Figure 5.1 but for numerical dynamics obtained from the

BSYK model with M = 10 Majorana fermions. This value of M places the system

into the unitary symmetry class, for which the Hamiltonian of dimension 2N = 25 can

be brought into block-diagonal form where each block is of dimension N = 16. As in

Figure 5.1, we observe excellent agreement with the analytical predictions, with a small

deviation only visible in K2.
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Figure 5.5: Comparison of the analytical predictions (solid coloured curves) for the
instantaneous SFF Kn(t) with data for BSYK-generated dynamics with M = 10
Majorana fermions, where the instantaneous Hamiltonians belong to unitary symmetry
class. Data is generated from 103 realisations, with dt = 0.01.

Figure 5.6 displays numerical data for the BSYK model with M = 8 Majorana
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fermions, for which the system is in the orthogonal symmetry class. Instead with the

analytical predictions for this case, already shown and contrasted to the unitary case

in Figure 5.3, we now compare this data with GOE DBM numerical data generated for

the corresponding matrix dimension N = 8. We obtain excellent agreement between

both Brownian models, which establishes the universality of their spectral correlations

now also on the level of the models. Note that we would observe the same agreement

if we had plotted the analytical curves instead.

Figure 5.7 is analogous to Figure 5.6 but for the symplectic class, which here is

realised for M = 12 Majorana fermions (N = 32). Again, we observe excellent

agreement between the BSYK and DBM data, which perfectly coincide with the

analytical predictions of the spectral hierarchy for this class, see Figure 5.4.

Importantly, in all these cases we would have observed noticeable discrepancies if

we had equated the ergodicity rate in the BSYK model naively as κ = µ.
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Figure 5.6: Comparison of numerical data for the instantaneous SFF Kn(t) for
BSYK-generated dynamics of M = 8 Majorana fermions, where the instantaneous
Hamiltonians belong to the orthogonal symmetry class, and DBM-generated dynamics
by GOE Hamiltonians of dimension N = 8. Data is generated for dt = 0.01, over 104

realisations.
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Figure 5.7: Analogous to Figure 5.6 but for the symplectic class, as realised in
BSYK-generated dynamics with M = 12 Majorana fermions and GSE DBM with
N = 32. Data is generated for dt = 0.01, over 104 realisations for DBM and 103

realisations for BSYK.

5.7 The out-of-time-ordered correlator (OTOC)

We now consider the relevance of the correlators appearing in the spectral hierarchy

for dynamical correlations. Specifically, we address this in terms of out-of-time-ordered

correlators (OTOCs), which serve as a common dynamical diagnostic of many-body

quantum chaos as detailed in Section 2.3.4.2. In the particular setting of

quantum-chaotic dynamics, the ballistic behaviour of the OTOC at early times allows

for the extraction of a Lyapunov exponent, which facilitates the formulation of chaos

bounds that have been found to be saturated both in black holes and in the SYK model

[72–75]. We will see that in the Brownian models, ensemble-averaged versions of these

correlators can be expressed directly in terms of quantities from the first two levels of

the spectral hierarchy.

In the stochastic setting (2.10), we consider the OTOC (2.47) for two generic

observables V (0) = v andW (t) = U †(t)wU(t), where the expectation value is evaluated

in the infinite-temperature state. Taking the ensemble average, we then build up the
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OTOC from the quantities

F (t) = tr [vU †(t)wU(t)vU †(t)wU(t)],

G(t) = tr [v2U †(t)w2U(t)],

O(t) = 2 (G(t)− F (t)) . (5.66)

The OTOC O(t) then probes the correlation of the time-evolved operator w(t) =

U †(t)wU(t) with the operator v for dynamics starting in an infinite-temperature state.

5.7.1 Stationary reference point

As a reference point, we first consider the case that v and w are two independent

random observables, which for concreteness we model by taking them from the GUE

with normalisation v2 = w2 = 1. The statistical properties of w then transfer unchanged

to the time-evolved observable W (t) so that the OTOC is independent of time. This

can be made manifest by carrying out the averages explicitly, from which we find

F = tr [vwvw] =
1

N

G = tr [v2w2] = N

O = 2

(
N − 1

N

)
. (5.67)

This sets our expectations for the general behaviour of the OTOC in the long-time

limit, in analogy to the status of the CUE result (2.38) for the SFF.

5.7.2 OTOC dynamics

Non-trivial dynamics are observed for the OTOC of a time-evolved operator with itself,

which we obtain by equating v = w. Proceeding identically to the construction of the

spectral hierarchy in the previous sections, one can consider the incremental updates

of the quantities (5.66) under the stochastic evolution (2.10) and derive a system of

first-order linear differential equations, which closes under the assumption of basis

invariance. This evaluation is simplified by utilising this basis invariance from the

outset, where one finds again convergence with the Gaussian ensembles. Implementing
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5.7. The out-of-time-ordered correlator (OTOC)

this programme again for v from the GUE with v2 = 1, the ensemble-averaged functions

then take the form

F (t) =
1

N2

(
tr [U(t)]2(trU †(t))2 + tr [U †(t)]2(trU(t))2

)
+

1

N
=

1

N2
(2K11,2(t) +N) ,

G(t) = N +
1

N

(
1 + trU(t) trU †(t)

)
= N +

1

N
(1 +K1,1(t)) ,

O(t) = 2N +
2

N
K1,1(t)−

4

N2
K11,2(t) = 2N

(
1 +

K1,1(t)

N2
− 2K11,2(t)

N3

)
. (5.68)

We see that indeed, as advertised above, the OTOC O becomes expressed in terms of

quantities from the first two levels of the spectral hierarchy (n = 1, 2). Notably, this

also includes the correlator K11,2(t).

Further evaluation depends on the symmetry class of the unitary evolution. In the

unitary class, where the hierarchy is determined by the differential equations (5.14)

with initial conditions (5.15), we find

K11,2(t) =
N2

4

(
(N − 1)(N + 3)e−

2
N
κt − (N + 1)(N − 3)e

2
N
κt
)
e−2κt, (5.69)

which delivers the analytical prediction for the OTOC in this symmetry class when

combined with Eq. (5.7) for K1,1(t) = K1(t). The corresponding result for the

orthogonal symmetry class is given by Eq. (E.35), while the result for the symplectic

symmetry class follows by applying the previously stated substitution rules.

In the limit of large N , the OTOC turns out to be of order O(N1) for all times. This

simplifies its asymptotic analysis, for which we only need the leading orders K(∞)(t)

specified in Eqs. (5.22) and (5.23). From this, we obtain the asymptotic prediction

O(∞)(t) = 2N
(
1 + e−κt + 2(κt− 1)e−2κt

)
, (5.70)

which then applies in the same form to all three symmetry classes.

Figure 5.8 depicts the time behaviour of the ensemble-averaged OTOC O in (a)

DBM- and (b) BSYK-generated dynamics for varying system dimensions, covering again

the three different symmetry classes. With time scaled according to the analytically

determined ergodicity rate κ, the numerical data agree perfectly well both between the

two models and with the analytical predictions from (5.68). In all cases, the OTOC
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(a)

Figure 5.8: The OTOC O calculated numerically for (a) DBM dynamics generated by
Hamiltonians sampled from the GOE with dimension N = 8, the GUE with dimension
N = 16, and the GSE with dimension N = 32, as well as (b) BSYK dynamics generated
byM = 8, 10, and 12 Majorana fermions, whose Hamiltonians can be decomposed into
2 blocks each of dimension N = 8, 16, and 32 (blue circles, orange squares, and green
diamonds, respectively), plotted as a function of rescaled time, where κ is given by
Eq. (5.64). This is contrasted with the analytic solutions (5.68) derived in the setting
of DBM (solid black curves). The inset demonstrates data collapse when O is rescaled
by 2N , which corresponds to its asymptotic value for large N and t. Data is generated
over 104 and 103 realisations, respectively (102 for BSYK with M = 10 and 12).

tends over time to the stationary value O given in Eq. (5.67), which is indicated by the

dashed lines. The respective insets show this numerical data normalised by 2N . The

resulting data collapse demonstrates that even though the chosen matrix dimensions

are relatively small, the results for the different symmetry classes closely follow the

asymptotic prediction (5.70), where all differences between the ensembles fall within

statistical bounds.
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5.8 The broader picture

The previous section highlights the significance of all spectral correlators encountered

in this chapter, beyond those that define the instantaneous SFF itself. To conclude

these considerations, we adopt an even broader perspective and set out to delineate the

boundaries of the encountered universality in these spectral correlations. We will argue

that these boundaries themselves align closely with all spectral correlators that form

the spectral hierarchy. Our argument rests on the role of time-local U(1) invariance in

the Brownian models. As emphasised earlier, all correlators within the hierarchy obey

this invariance. In the unitary case, this invariance is manifest in the index sum rule

(5.19), while more generally it follows from the averaging rules in all classes.

This invariance is also manifest in the universal form (5.60) of the ergodicity rate

κ. In this expression, we can recast the ensemble-specific data as

N2µ− λ = N tr [H2
0 ] ≡ N2µ0, (5.71)

where H0 = H − trH
N

1 is the traceless part of the Hamiltonian. Therefore, all

ensembles in which the Hamiltonians are amended by arbitrarily time-dependent

additional contributions φ(t)1 are equivalent, and this holds even when these additions

are correlated in time. In the dynamics, these additional contributions then again

integrate into an arbitrarily correlated U(1) phase, which however drops out of all of

the correlators within the hierarchy.

We illustrate the relevance of this observation by identifying two closely related

non-universal properties. The first property is the density of states of the instantaneous

eigenvalues on the unit circle, which can be analysed in terms of its moments

An = trUn(t). (5.72)

We see that these moments formally correspond to unbalanced correlators Kn,·(t), in

which only one of the two sets of indices appears. These moments are manifestly not

invariant under arbitrary U(1) transformations. Indeed, they can all be made to vanish

by averaging over the global phase, which results in a flat density of states on the unit

circle. In a Brownian model, this can be achieved on a freely chosen time scale by
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amending the Hamiltonians as mentioned above, while leaving all correlators within

the hierarchy unchanged.

The second closely related property is the connected part of the SFF, given by

Sn(t) = Kn(t)− A2
n(t). (5.73)

This connected part has been the focus of previous studies of unitary DBM, where it is

more directly amendable to an analytical treatment as it removes the contributions of

order N2. However, utilising this connected part only, we would not be able to establish

the observed universality of spectral correlations beyond DBM as it then mixes in the

non-universal information from the density of states. Indeed, we see immediately from

its definition (5.73) that the connected part does not obey U(1) invariance in the context

of these more general models.

A concrete manifestation can be established directly by inspecting A1, which in our

models obeys the differential equation

Ȧ1 = −µ
2
A1(t) (5.74)

with initial condition A1(t) = N . This is solved by A1(t) = Ne−µt/2, which introduces

µ as an additional rate to describe statistical quantities outside the spectral hierarchy.

On the other hand, the leading order asymptotics of these moments in DBM also

appear in our analysis, see Eq. (5.22). This suggests that a larger degree of universality

also encompassing these quantities could possibly be reinstated by a suitable unfolding

of the spectrum (which we expressly did not require for the quantities captured in our

framework). Furthermore, one may consider U(1)-invariant versions of these moments,

which could be based on the traceless parts of the instantaneous Hamiltonians.2

Finally, we recall that the universality of properties within the hierarchy still rests

on an assumption, namely that of rapidly established basis invariance. We argued

this to be observed for a wide class of models based on the fact that the matrices

diagonalising the instantaneous unitary operators du(t; dt) are generally far away from

the identity. It furthermore follows that under the composition of two time steps, the

new set of eigenstates is generally a non-perturbative combination of the eigenstates

2Such moments should be connected with the analysis of DBM on SU(N), see [278].
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from each step. This stochastically emergent basis invariance is manifest in DBM and

numerically well observed in the BSYK model. However, it is of course easy to come up

with structured Brownian models that develop basis invariance on scales that compete

with the ergodic time, with (non-zero-dimensional) Brownian circuits being a prime

example of such models in the literature [50]. An open question following on from our

results, therefore, is to identify the exact range of Brownian models that develop basis

invariance on quasi-instantaneous time scales.

5.9 Summary

In this chapter, we described an analytical approach to obtain exact expressions

for correlators that describe the instantaneous spectral statistics in zero-dimensional

Brownian models of quantum chaos. These correlators are organised into a hierarchy,

which includes the instantaneous SFF as well as other correlators that feature, e.g.,

in ensemble-averaged OTOCs. We established the universality of these spectral

correlations encompassing all systems that rapidly develop statistical basis invariance

and carried this out in each of the three standard Wigner-Dyson symmetry classes.

This property applies exactly to DBM and agrees excellently with numerical data in

the BSYK model.

To develop this picture, we presented a specific derivation for DBM and a general

derivation that exploits stochastically emergent basis invariance according to the

symmetry class in more generic Brownian models. The latter scenario results in the

same hierarchy with a suitably renormalised ergodic time, whose general form we

established in terms of the ensemble of instantaneous Hamiltonians, while its specific

form can be determined analytically in the BSYK model.

We also explored the broader significance of these findings. By examining the

assumptions of our derivations we clarify that the observed universality is confined to

correlators that obey U(1) invariance. This is manifest in the OTOC and instantaneous

SFF, but not, for instance, when one investigates only its connected part. While this

makes determining the statistics for large system sizes N in principle more challenging,

our approach allows us to establish these asymptotics uniformly in time and N .
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Chapter 6

Summary and outlook

This thesis provides a statistical description for a broad range of stochastic time

evolutions that effectively model complex many-body quantum scrambling dynamics.

Specifically, we studied stochastic models for complex many-body quantum systems and

the emergence of universal features in spectral correlations in their dynamical approach

to ergodicity, addressing how symmetry and additional structure may constrain

scrambling dynamics and how this is reflected in spectral properties.

Our central objective stems from the emergence of random-matrix theory as a

natural description that captures universal features of a diverse range of complex

quantum systems, enabling one to focus on overarching features of the system like

dimensionality and symmetry. On the other hand, there are many open questions

pertaining to complex many-body quantum dynamics, where understanding the

scrambling mechanism has broad importance and implications. In addition to providing

insight into the thermalisation of a quantum state under unitary time evolution, further

understanding the approach towards ergodicity could clarify the connection between

chaos and fast computation [279] and set new bounds on transport coefficients [161,

280, 281]. More direct applications in the quantum computing setting include the

development of robust systems and mitigation against decoherence.

In Chapter 3, we studied the imposition of time-reversal symmetry on entanglement

dynamics in random quantum circuits built from gates taken from the circular ensembles

of Dyson’s Threefold Way. Given the analytic intractability of the full hybrid

unitary-projective circuit dynamics, we employed a statistical measure of entangling
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power, formulated via a characteristic entanglement matrix that inherits its statistical

behaviour from the circular ensembles, in order to analytically quantify the difference

between these circuits on the local level. By introducing this measure, we gained

an intuitive understanding of the full circuit entanglement dynamics, where we found

time-reversal-symmetric gates to have a reduced entangling power when compared

to non-time-reversal-symmetric gates, which subsequently shifted the MIET towards

lower critical measurement rates for the system sizes studied. The role of symmetry

classes could be extended to circuits composed of randomly drawn Clifford gates (not

endowed with Haar measure), which have been studied extensively [89, 184–190]. While

the Clifford group can be generated by time-reversal symmetric gates, it includes

non-time-reversal-symmetric gates. Hence, a random uniform sampling of the Clifford

group would be akin to the unitary ensemble, while the COE equivalent could be

identified by the subset of the group consisting of time-reversal symmetric elements.

Furthermore, the symmetries could also be imposed globally for finite iterations of

the circuit, implying relations between gates in different layers. Zooming out, the

study of quantum circuit dynamics is also relevant to quantum information science, in

addition to the experimental drive to develop quantum simulators and qubit systems

that realise and exploit entanglement and many-body phases to solve hard scientific

problems (see Ref. [282] for a topical review). Remarkably, this has already been

realised as a technological advantage, where an IBM experiment on the MIET utilised

gates constrained to the CSE [182]. From a more general perspective, this motivates the

understanding of how quantum information spreads across a system and the efficiency

of this scrambling process. In the later chapters, we studied the evolution of complex

many-body systems towards a chaotic, ergodic phase via their spectral statistics. For

this, our central diagnostic tool is the SFF, which combines universal signatures of the

symmetry class with a high sensitivity to system-specific spectral features [17, 42, 123].

In Chapter 4, we developed a single-parameter scaling theory for the spectral

statistics in maximally efficient scrambling, which embodies the exact self-similarity of

the spectral correlations along the complete scrambling dynamics towards the ergodic

RMT endpoint. We showed that our scaling theory is exactly matched by DBM, further

motivating the study of zero-dimensional Brownian models of quantum chaos. For other

scrambling scenarios, the scaling theory’s predictions serve as bounds, allowing one to
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Chapter 6. Summary and outlook

quantify inefficient or incomplete scrambling on all time scales.

In Chapter 5, we extended this framework in the setting of zero-dimensional

Brownian models whose spectral statistics are amenable to an exact analytical

treatment. We demonstrated that these spectral correlations appear as part of a closed

hierarchy of differential equations that can be formulated for all system sizes and in each

of the three standard symmetry classes defined with respect to time-reversal symmetry.

This hierarchy of equations allows us to further express the ensemble-averaged OTOC

in terms of spectral information. To appreciate the generality of these results, it is

instructive to emphasise that the spirit of our approach has been to consider stochastic

processes where the sole constraint is that the incremental updates are invariant under

unitary transformations (basis rotations), which therefore describes a large class of

dynamics. Subsequently, our key finding was that the spectral hierarchy applies exactly

and in the same form to DBM and all systems with stochastically emerging basis

invariance, where the model-dependent information is subsumed in a single dynamical

time scale. We further verified this universality numerically for the BSYK model, for

which we find perfect agreement with the analytical predictions of the symmetry class

determined by the number of Majorana fermions. This results in a complete analytical

description of the spectral correlations, enabling us to identify which correlations

are universal in a large class of models, and leaves open investigation into other

zero-dimensional Brownian models of quantum chaos.

Altogether, these results give a statistical description of complex many-body

quantum scrambling dynamics in different scenarios within the broad stochastic setting.

Specifically, our results delineate the boundaries of universal spectral statistics over a

large range of stochastic models of quantum chaos and make them amenable to a

systematic analytical treatment in all three standard Wigner-Dyson symmetry classes.

These results can therefore serve as a useful benchmark to observe deviations from

universality in more structured or constrained models. A further natural, yet detailed,

extension of our results would be the extension to the Tenfold Way [31, 33], which also

includes charge conjugation symmetry (as observed in superconductors [31]) and chiral

symmetry (as observed, e.g., by the Dirac operator [283]) aspects. This would then

also allow for the examination of the scope of topological protection, which is both of

fundamental interest and of technological importance.
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Appendix A

Joint eigenvalue distribution in the

ensemble A2

To obtain the eigenvalue statistics of the characteristic entanglement matrix V ,

Eq. (3.6), for U in the CSE in Chapter 3, we reformulate the ensemble as in Eq. (3.20)

and then apply the Brownian motion approach to the matrix A = iW TJW . Consider

the stochastic process generated by

W →
(

1 − i(δt)1/2G− δt

2
G2

)
W

(
1 − i(δt)1/2H − δt

2
H2

)
(A.1)

≡W + δW, (A.2)

where δt is an infinitesimal parameter and we only keep terms up to O(δt). Here

H and G are independent random Hermitian matrices from the Gaussian Unitary

Ensemble (GUE), characterised by Gkl = Hkl = GklHmn = 0 and GklGmn = HklHmn =

N−1δknδlm. Some key averages that we need are

HMH = N−1trM, HMH∗ = N−1MT , (A.3)

for any fixed matrix M . These expressions imply G2 = H2 = 1, while cross-terms

GMH = 0, and allow us to set

δW = −i(δt)1/2(GW +WH)− δtW, (A.4)
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Appendix A. Joint eigenvalue distribution in the ensemble A2

as this captures all the finite contributions to averages calculated later on. This process

samples the unitary group with the Haar measure. Furthermore, if W is itself from the

Haar measure the process is stationary.

Our reference point is the well-known Brownian motion for the eigenvalues λn of

W itself [7], which results in the standard CUE joint probability distribution. In

perturbation theory (second order in (δt)1/2 so that we stay accurate in O(δt)), the

eigenvalues change as

δλn = ⟨n|δW |n⟩+
∑
m̸=n

⟨n|δW |m⟩⟨m|δW |n⟩
λn − λm

. (A.5)

On average, with the help of the formulas above we then have

δλn = −δt
(
λn +

2

N

∑
m̸=n

λnλm
λn − λm

)
. (A.6)

Furthermore, we obtain the correlator

δλnδλm = −δt 2
N
λ2nδnm. (A.7)

We now introduce these averages as drift and diffusion terms into a Fokker-Planck

equation, which tells us how the eigenvalue distribution changes,

∂

∂t
P = −

∑
n

∂

∂λn

(
δλn
δt

− 1

2

∂

∂λn

(δλn)2

δt

)
P. (A.8)

In the stationary situation, where W is from the CUE Haar measure, the probability

distribution must be stationary, too, meaning that the right-hand side must vanish.

This is indeed fulfilled, term by term, for the CUE probability distribution

P ({λn}) ∝
∏
n<m

|λn − λm|2
∑
k

λ−1
k . (A.9)

(Note that λ−1
k dλk ∝ dφk so that this transforms to the standard eigenphase distribution

P ({φn}) ∝
∏

n<m |eiφn − eiφm|2.)

128



Now we compare this to the eigenvalue distribution of the matrix A2 related to the

CSE, as defined in Eq. (3.20). We will denote the eigenvalues of A = iW TJW itself as

µn, and those of A2 as λn = µ2
n. A key point is that for any eigenstate |n⟩,

A|n⟩ = µn|n⟩, (A.10)

there is a partner state |n̄⟩, obtained by taking the complex conjugate of all components,

which has the opposite eigenvalue,

A|n̄⟩ = −µn|n̄⟩. (A.11)

For A2, this implies that λn = λn̄, and so all these eigenvalues are doubly degenerate.

We also have to take this degeneracy into account in the Brownian motion, which we

first formulate for the eigenvalues µn. For instance, in the second-order term, we find

contributions such as ⟨n|AH|m⟩⟨m|AH|n⟩ = µnµm/N and ⟨n|AH|m⟩⟨m|H∗A|n⟩ =

µ2
nδmn̄/N , where the latter cancels the former for m = n̄. Furthermore, we can combine

the contributions of the remaining pairs m, m̄ ̸= n, and hence only sum over one

representative in each pair [we write this as a sum over the pairs (m, m̄)]. Carrying this

out in detail gives

δµn = − δt

2(1− 1/N)µn +
8

N

∑
(m,m̄)
̸=(n,n̄)

µnµ
2
m

µ2
n − µ2

m

 , (A.12)

δµnδµm = − δt
4

N
µnµm(δnm + δn̄m). (A.13)

Next, we transform this to the corresponding expression of the squared eigenvalues
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Appendix A. Joint eigenvalue distribution in the ensemble A2

(carefully expanding into second order using Ito calculus),

δλn = 2δµnµn + (δµn)2 (A.14)

= − 4δt

(
λn +

2

N/2

∑
m ̸=n

λnλm
λn − λm

)
, (A.15)

δλnδλm = 4µnµmδµnδµm (A.16)

= − 4δt
2

N/2
λ2nδnm, (A.17)

with indices confined to run over distinct eigenvalues only. We interpret this as the

drift and diffusion coefficients in a Brownian motion of N/2 numbers, each standing

for a pair of eigenvalues, whose joint distribution is again found from the stationarity

condition of the corresponding Fokker-Planck equation. But up to an overall factor of

4, the drift and diffusion terms are just the same as in the CUE with N → N/2, and

this overall factor drops out of the stationarity condition. Therefore, for U in the CSE,

the joint probability distribution of the distinct eigenvalues λn of V coincides with that

of CUE matrices with dimension N/2. In the main text, we apply this result to the

case where V is a 4× 4 matrix.
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Appendix B

Mean density of states

In Chapter 4, we give the derivation of the scaling mean density of states. In order

to obtain the mean density of eigenvalues λl ≡ exp(iϕl) of the unitary time-evolution

operator U in the other processes, we follow a similar argument: first expressing it in

terms of the moments An = N−1trUn, and then applying Eq. (4.6). Recall that in the

scaling theory, An = an follows directly by expanding Eq. (4.5) into a geometric series,

and using the CUE average V m = δ0m1. Summation of the series (4.6) then delivers

the scaling mean density of states (4.8).

We now treat the other scenarios. In the Cauchy process, we can apply the same

expansion to the generator (4.21) so that the moments update as An → (1− dt)n/2An

over each time step. In the continuum limit dt→ 0, we then obtain An = exp(−nt/2) ≡
an(t), where the scaling parameter a(t) = exp(−t/2) now explicitly depends on time.

In terms of this parameter, the mean density of states then takes the same analytical

form (4.8) as in the scaling theory itself, while as a function of time, it can be written

as

ρ(ϕ) =
1

2π

sinh t/2

(cosh t/2− cosϕ)
. (B.1)

This matches numerical sampling at various times in the evolution, as shown in Fig. B.1.

In Dyson’s Brownian motion (DBM), we perform the Gaussian averages in the

generator (2.13) in the large-N limit to obtain the recursive differential equations

dAn/dt = −(n/2)An − ∑n−1
l=1 (n/2)AlAn−l, which are initialised by A1(t) ≡ a(t) =

exp(−t/2) and An(0) = 1. The explicit time dependence of the moments then follows
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Appendix B. Mean density of states
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Figure B.1: Comparison of the analytical density of states (B.1) for the Cauchy process
(curves) and data from numerical sampling the process (histograms) at (a) t = 1, and
(b) t = 5. Data generated over 104 realisations for matrix dimension N = 32.

as

An = exp(−nt/2)
n−1∑
m=0

(n− 1)!

m!(m+ 1)!(n− 1−m)!
(−tn)m

= exp(−nt/2)1F1(1− n, 2, nt), (B.2)

with a hypergeometric function 1F1. As illustrated in Fig. B.2, for intermediate times

the series (4.6) converges numerically to a shape that resembles the Wigner semicircle,

while for later times it describes the flattening out to a uniform distribution. The figure

also illustrates that in all cases, the derived mean density of states conforms well to the

empirical distribution obtained by random sampling of the ensembles.
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Figure B.2: Analogous to Fig. B.1, but for the Dyson Brownian motion process, where
the analytical density of states is obtained by substituting the coefficients Eq. (B.2)
into Eq. (4.6).
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Appendix C

Unfolding procedures

Our unfolding procedures in Chapter 4 are based on the direct algebraic relation of

the Poisson kernel (4.5) to the CUE [284], in which the eigenvalues are distributed

uniformly on the unit circle.

1. For any pair of unitary matrices U , V related by U = (a1 + V )/(1 + aV ), the

eigenvalues µl = exp(iψl) of V determine the eigenvalues

λl = (a+ µl)/(1 + aµl) = exp(iϕl) (C.1)

of U . This is given as Eq. (4.10) in the main text.

2. If the eigenvalues µl are obtained from matrices V of the CUE, then λl are

eigenvalues distributed as in the Poisson kernel, with the scaling mean density

of states (4.8).

3. This transformation can be inverted to translate eigenvalues λl distributed with

the scaling mean density of states (4.8) into uniformly distributed eigenvalues

µl = (a− λl)/(aλl − 1), (C.2)

which is given in the main text as Eq. (4.11).

We can utilise these relations directly to unfold the eigenvalues in the Poisson kernel

into a uniform density of states, by applying the transformation (C.2) individually to all
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eigenvalues. Furthermore, as the density of states (B.1) in the Cauchy process coincides

with the scaling density of states (4.8) of the Poisson kernel with a(t) = exp(−t/2),
we can unfold the spectra from this process by the same transformation (C.2). Finally,

no unfolding is required to compare the original spectral statistics in these two cases

for a given value of a. As shown in the main text, despite this agreement of the mean

density of states, the spectral fluctuations captured by the instantaneous spectral form

factor (SFF) Kn differ between these ensembles, both before and after unfolding.

In the DBM process, we utilise the integrated density of states

ψl =

∫ ϕl

min{ϕ}
ρ(ϕ) dϕ (C.3)

to unfold the eigenphases at each incremental step in the generated dynamics to

a uniform distribution. We then apply the transformation (C.1) to unfold these

eigenvalues to the scaling density of states (4.8). As shown in the main text for this

process, the spectral fluctuations captured by the SFF then agree with the scaling

predictions (4.19).
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Appendix D

Unitarily invariant processes

In this final appendix for Chapter 4, we derive the exponential decay laws

a(t) = exp(−γ0t), (D.1)

K1(t) = (N2 − 1) exp(−γ1t) + 1, (D.2)

of the scaling parameter and first-order SFF in unitarily invariant processes, along with

their respective decay rates (4.20) and (4.2). These expressions hold for any process in

which the ensemble of stochastic generators u(t; dt) are invariant under the replacement

u(t; dt) → W †u(t; dt)W with an arbitrary fixed matrix W . The decay laws can then be

derived by performing an auxiliary average over a suitable matrix ensemble of W , for

which we choose the CUE.

We start by considering the evolution of the scaling parameter over one incremental

time step,

a(t+ dt) = N−1trU(t+ dt) = N−1tru(t; dt)U(t) (D.3)

= N−1trW †u(t; dt)WU(t), (D.4)

where the last line invokes the stated invariance condition. We next introduce the

diagonalised forms U(t) = XDX†, u(t; dt) = xdx†, where D and d contain the

eigenvalues of these matrices, while X and x are unitary matrices formed by the
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corresponding eigenvectors. This gives

a(t+ dt) = N−1trw†dwD = N−1
∑
lm

|wlm|2dlDm (D.5)

with the combined unitary matrix w = x†WX, which inherits the CUE distribution

from W . The auxiliary average over this matrix then follows from a well-known

geometric argument, which we recapitulate here for completeness. As w is a unitary

matrix of dimension N , its columns (or rows) form an orthonormal basis in CN so that

by normalisation and permutation symmetry of the basis indices∑
l

|wlm|2 = 1 →
∑
l

|wlm|2 = 1 → |wlm|2 = 1/N. (D.6)

As a result,

a(t+ dt) = N−2
∑
lm

dlDm = N−1tru(t; dt) a(t) (D.7)

factorises, corresponding to an incremental change

da(t) =
tru(t; dt) −N

N
a(t). (D.8)

For dt → 0, this yields the universal exponential decay law (D.1), where the decay

constant

γ0 = lim
dt→0

(dtN)−1(N − tru(t; dt)), (D.9)

recovers Eq. (4.20).

Analogously, we can write the increment of the form factor as

K1(t+ dt) =| tru(t; dt)U(t)|2 = | trw† dwD|2

=
∑
l,m,s,p

dlDmD∗
pd

∗
s|wlm|2 |wsp|2. (D.10)
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Appendix D. Unitarily invariant processes

In the auxiliary average over w, we then split terms according to the index combinations

|wlm|4 =
2

N(N + 1)
,

|wlm|2|wlp|2 = |wml|2|wpl|2 =
1

N(N + 1)
(m ̸= p),

|wlm|2|wsp|2 =
1

N2 − 1
(l ̸= s,m ̸= p). (D.11)

This sums up to

K1(t+ dt) =
| tru|2 trU †U + tru†u |trU |2

N(N + 1)
+

( tru†u− | tru|2)( trU †U − | trU |2)
N2 − 1

= K1(t) +
N2 − | tru(t; dt)|2

N2 − 1
(1−K1(t)), (D.12)

where we momentarily suppressed the time arguments of u(t; dt) and U(t), and then

used the unitarity of these matrices. This recovers Eq. (4.1) in the main text, and in the

continuum limit dt→ 0 results in the exponential decay law (D.2), where the constant

γ1 = lim
dt→0

dt−1(N2 − | tru(t; dt)|2)/(N2 − 1) (D.13)

is in agreement with Eq. (4.2).

D.0.1 Application to Dyson’s Brownian motion

In the DBM process, the generators (2.13) are expressed in terms of Hamiltonians H

from the Gaussian Unitary Ensemble (GUE), satisfying

Hlm = 0, HklHmn = N−1δknδlm, (D.14)

implying H2 = 1. For the determination of the rates γ0 and γ1 in the continuum limit,

we can expand the generator as

u(t; dt) = 1 − i
√
dtH − dtH2/2, (D.15)
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upon which

tru(t; dt) = N(1− dt/2), (D.16)

| tru(t; dt)|2 = N2 − (N2 − 1)dt. (D.17)

Equations (4.20) and (4.2) in the main text (replicated above as Eqs. (D.9) and (D.13))

then deliver the decay rates

γ0 = 1/2, γ1 = 1. (D.18)

For completeness, we verify these decays by explicitly averaging in the ensemble,

without using the unitary invariance. For the scaling parameter, we obtain

a(t+ dt) = a(t)− i
√
dtN−1trHU(t)− dt

2
a(t)

= (1− dt/2)a(t), (D.19)

such that incrementally,
da

dt
= −1

2
a(t). (D.20)

From the initial condition a(0) = 1, we then recover the exponential decay a(t) = e−t/2

with decay constant γ0 = 1/2.

For the first-order SFF, we arrive at

K1(t+ dt) = K1(t) + dt trHU †(t) trHU(t)− dt

2
( trH2U †(t) trU(t) + trU †(t) trU(t)H2)

= K1(t) +N−1dt trU(t)U †(t)− dtK1(t)

= K1(t) + (1−K1(t))dt. (D.21)

Therefore, incrementally,
d

dt
K1(t) = 1−K1(t), (D.22)

which for the initial condition K1(0) = | tr 1|2 = N2 is indeed solved by an exponential

decay

K1(t) = (N2 − 1)e−t + 1, (D.23)

with decay constant γ1 = 1.
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D.0.2 Application to the Cauchy process

In the Cauchy process, we can exploit the correspondence between the generators (4.21)

and the Poisson kernel (4.5) when a =
√
1− dt, now taken with dt → 0 to obtain

matrices close to the identity that then are composed multiplicatively. Transferring

Eq. (4.7) to the setting of these generators, we find

u(t; dt) =
√
1− dt1. (D.24)

Equation (4.20) then determines the decay constant γ0 = 1/2, which matches with the

decay rate in the DBM.

The determination of the decay rate γ1 for the first-order SFF K1(t) is considerably

more involved. We start by expanding

u(t; dt) =
β1 + V

βV + 1
= (β1 + V )

∞∑
n=0

(−βV )n (D.25)

with β =
√
1− dt so that

| tru(t; dt)|2 = tr

(
β1

∞∑
n=0

(−βV )n

)
tr

(
β1

∞∑
m=0

(−βV †)m

)
︸ ︷︷ ︸

A

+ tr

(
β1

∞∑
n=0

(−βV )n

)
tr

(
V †

∞∑
m=0

(−βV †)m

)
︸ ︷︷ ︸

B

+ tr

(
V

∞∑
n=0

(−βV )n

)
tr

(
β1

∞∑
m=0

(−βV †)m

)
︸ ︷︷ ︸

C

+ tr

(
V

∞∑
n=0

(−βV )n

)
tr

(
V †

∞∑
m=0

(−βV †)m

)
︸ ︷︷ ︸

D

(D.26)

breaks up into four structurally similar terms. In each of these terms, only combinations

of V and V † raised to the same power make finite contributions to the average, where,
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for instance,

A = β2

∞∑
n=0

(−β)2n | trV n|2 ≡
∞∑
n=0

β2n+2 kn. (D.27)

Here,

kn = | trV n|2 =

N2δn,0 + n for 0 ≤ n ≤ N

N for n > N
(D.28)

is the form factor in the CUE. Analogously, we find

B = C = −
∞∑
n=0

β2n+2 kn+1, (D.29)

D =
∞∑
n=0

β2n kn+1. (D.30)

Combining these results, we have

| tru(t; dt)|2 =
∞∑
n=0

β2n
(
β2 kn − 2β2 kn+1 + kn+1

)
. (D.31)

With the CUE form factors (D.28), we then obtain

| tru(t; dt)|2 = 1− β2N +N2β2

= 1 +N2(1− dt)− (1− dt)N , (D.32)

where we reinstated the definition β =
√
1− dt in the final line. The decay rate

γ1 = N/(N + 1) follows from Eq. (4.2) by expanding this result for small dt.

In the Cauchy process, the first-order SFF therefore decays more slowly than in

maximally efficient scrambling dynamics. In Fig. 4.4 of the main text, we extend this

analysis to the higher-order SFFs and quantify this in terms of deviations from the

scaling bounds.
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Appendix E

Second-order instantaneous SFF in

GOE and GSE DBM

In DBM generated by the GOE or GSE, the number of correlators at each level of the

hierarchy proliferates rapidly due to the additional terms in the averaging rules (5.31)

and (5.32). To illustrate the complexity, but eventual feasibility, of the calculations, we

here work through the construction of the second level of the hierarchy in the GOE, in

a similar fashion to the first level in Section 5.4.1 of the main text.

For reference, let us summarise the first level of the hierarchy in the GOE concisely

as

a ≡ K1(t) = K1,1(t) = trU(t) trU †(t), (E.1)

b ≡ L(t) = tr [U(t)U∗(t)], (E.2)

such that Eqs. (5.36) reduce to

ȧ = κ (ν (N + b)− a) ,

ḃ = κ (ν (a+N)− b) . (E.3)

Here the time dependency of a and b is implied, and we have introduced ν = (N +1)−1
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for brevity. The initial conditions a(0) = N2, b(0) = N , then determine the solutions

a = 1 +
N − 1

2

(
N + 2 +Ne−2νκ t

)
e−Nνκ t, (E.4)

b = 1 +
N − 1

2

(
N + 2−Ne−2νκ t

)
e−Nνκ t. (E.5)

For the second level, we anchor the hierarchy again at the instantaneous SFF, now

denoted by

c ≡ K2(t) = K2,2(t). (E.6)

Using the GOE averaging rules, this quantity evolves as

K̇2 = κ

− 2K2(t)︸ ︷︷ ︸
=c

−2(N + 1)−1

K11,2(t)︸ ︷︷ ︸
=d

+tr [U(t)UT (t)] tr [U †(t)]2︸ ︷︷ ︸
=e


+4(N + 1)−1

N + tr [U(t)U(t)U∗(t)U∗(t)]︸ ︷︷ ︸
=f

 , (E.7)

or more compactly

ċ = κ (−2 c− 2ν (d+ e) + 4 ν (N + f)) , (E.8)

where we also encounter

d ≡ K11,2(t) = trU(t) trU(t) tr [U †(t)]2 = tr [U(t)]2 trU †(t) trU †(t) = K2,11(t) (E.9)

e ≡ tr [U(t)]2 tr [U †(t)U∗(t)] = tr [U(t)UT (t)] tr [U †(t)]2 (E.10)

f ≡ tr [U(t)]2[U∗(t)]2. (E.11)

In these equations, we used the invariance of U → U † or U∗ to equate equivalent terms.

Treating the above quantities in a similar fashion to a, b, and c, we find that we
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Appendix E. Second-order instantaneous SFF in GOE and GSE DBM

also have to include the correlators

g = trU(t) trU(t) trU †(t) trU †(t), (E.12)

h = trU(t) trU(t) tr [U †(t)U∗(t)], (E.13)

i = trU(t) tr [U(t)U∗(t)U∗(t)], (E.14)

j = tr [U(t)UT (t)] tr [U †(t)U∗(t)], (E.15)

l = tr [U(t)U∗(t)] tr [U(t)U∗(t)], (E.16)

m = trU(t) trU †(t) tr [U(t)U∗(t)], (E.17)

n = tr [U(t)U∗(t)U(t)U∗(t)], (E.18)

o = tr [U(t)UT (t)U †(t)U∗(t)]. (E.19)

Working through the construction for all these quantities, we arrive at the system

of linear differential equations

ȧ = κ (ν (N + b)− a) , (E.20)

ḃ = κ (ν (a+N)− b) , (E.21)

ċ = κ (ν (−2(d+ e) + 4(N + f))− 2c) , (E.22)

ḋ = κ (ν (−c− e− g − h+ 4(a+ i))− 2d) , (E.23)

ė = κ (ν (8b− h− j)− 3e) , (E.24)

ḟ = κ (ν (c+ l + 2N)− 2f) , (E.25)

ġ = κ (ν (−2(d+ h) + 4(Na+m))− 2g) , (E.26)

ḣ = κ (ν (8a− e− j)− 3h) , (E.27)

i̇ = κ (ν (a+ b+ d+ n)− 2i) , (E.28)

j̇ = κ (8Nν − 4j) (closes), (E.29)

l̇ = κ (ν(2f + 2m− 2n− 2o+ 2N(b+ 1))− 2l) , (E.30)

ṁ = κ (ν(g + l +N(a+ b))− 2m) , (E.31)

ṅ = κ (ν(−2l − 2o+ 4(i+ b))− 2n) , (E.32)

ȯ = κ (ν(−j − o+ 4(a+ b))− 3o) (closes indirectly). (E.33)

These are then solved with their initial values corresponding to the initial condition
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U(t = 0) = 1. This gives, from the expressions for c and d, the second-order

instantaneous form factor

K2(t) = 2 +
1

6
(N − 3)N(N + 1)(N + 2) cosh (4νκt) e−2κt

+ (N − 1)
(
(N + 2)e−νκt −Neνκt

)
e−3κt + e−4κt

− 1

12
(N − 1)

[(
N3 + 7N2 − 12N − 24

)
e2νκt

+
(
N3 − 5N2 − 12N + 12

)
e−2νκt

]
e−2κt, (E.34)

and the correlator

K11,2(t) =− 1

6
(N − 3)N(N + 1)(N + 2) sinh(4νκt)e−2κt

+ (N − 1)(N + 2)e−(3+ν)κt + e−4κt

+
1

12
(N − 1)

[
(N − 2)

(
N2 + 9N + 6

)
e−2νκt −N

(
N2 − 5N − 12

)
e2νκt

]
e−2κt

(E.35)

that appears in the expression (5.68) for the ensemble-averaged OTOC.

We note that the long-time asymptotics of these expressions still agree with the

CUE. Furthermore, results for the GSE follow from the replacement rules given in

Section 5.4.
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Appendix F

Results from the theory of

orthogonal polynomials

We report here the exact results for the instantaneous spectral statistics and the

truncated two-point correlation for Brownian motion over the U(N) group as defined

by Eqs. (2.10) and (2.12). The most recent results have been obtained from the theory

of orthogonal polynomials, in Ref. [126]. It is worth noting that the earliest results

on Brownian motion over the unitary group focused on the distributions of the group

elements [218–220], while the seminal work from Dyson [7] addresses the Brownian

motion of the eigenvalues, which is of interest here.

Consider the Brownian motion defined by Eqs. (2.10) and (2.12) in anN -dimensional

Hilbert space. For a unitary matrix U(t) at generic time t, with eigenvalues {eixm(t)}Nj=1,

−π < xm(t) ≤ π, let us define the eigenvalue density ρ(1),N(x; t), the two-point

correlation function ρ2,(N)(x, y; t) and the truncated two-point correlation function
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ρT2,(N)(x, y; t) as

ρ(1),N(x; t) ≡
N∑
m=1

δ(x− xm(t)),

ρ2,(N)(x, y; t) ≡
N∑

m̸=n=1

δ(x− xm(t))δ(y − xn(t)),

ρT2,(N)(x, y; t) ≡ ρ2,(N)(x, y; t)− ρ(1),N(x; t)ρ(1),N(t; t).

(F.1)

The averages of the unitary evolution are related to the Fourier components of the

spectral density and the spectral two-point function. Specifically, introducing the

moments of the eigenvalues as [126]

m
(N)
k (t) ≡ 1

N

∫ π

−π
ρ(1),N(x; t)e

−ikxdx, (F.2)

one has

tr [U(t)]k = Nm
(N)
k (t). (F.3)

Analogously, the instantaneous spectral form factor Kn(t) introduced in Eq. (2.39) is

related to the Fourier transform of the two-point spectral function via

Kk(t) = SN(k; t) +N2|m(N)
k (t)|2, (F.4)

where

SN(k; t) ≡ N +

∫ π

−π
dx

∫ π

−π
dyeik(x−y)ρT(2),N(x, y; t). (F.5)

Therefore, the SFF Kn(t) is determined by the connected part SN(k; t) of the SFF

and the spectral density moments m
(N)
k (t); see also Eq. (5.73).

Exact results for the spectral density moments have been obtained in [274, 275],

and recently reproduced using the cyclic Pòlya ensemble structure [126]. They can be

expressed as

m
(N)
k (t) = qk(N+k−1)

2F1(1−N, 1− k; 2; 1− q−2k), (F.6)

where q = e−t/2N and 2F1(a, b; c; z) is the Gaussian hypergeometric function. The exact
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Appendix F. Results from the theory of orthogonal polynomials

result for the truncated SFF obtained in Ref. [126] reads

SN(k; t) = min(N, k)− q2k
2+2k(N−1)

k−1∑
j=0

k−1∑
l=0

q−2k(j+l)(−1)j+l×

Γ(N + k − j)Γ(N + k − l)

Γ(N − j)Γ(N + j)Γ(l + 1)Γ(N − l)Γ(k − j)Γ(k − l)Γ(j + l −N − k + 1)2
,

(F.7)

which also admits the equivalent integral form

SN(k; t) = min(k,N)− q2k
2+2k(N−1)(kN)2×∫ ∞

0

s e−s(N+k−1)
(
2F1(1−N, 1− k;−(k − 1 +N); q−2kes)

)2
ds. (F.8)

The latter expression can be used to obtain the large-N asymptotic expansion for the

connected part of the SFF at fixed k, which gives

lim
N→∞

SN(k; t) = k − e−tk
∫ ∞

0

se−s
(
L
(1)
k−1(kt+ s)

)2
ds, (F.9)

where L
(a)
s (z) are the Laguerre polynomials. Analogously, one can establish the large-N

expansion of the moments m
(N)
k = An/N , whose leading order follows from Eq. (5.23).

Carried out to order O(N0), these expansions combine to agree with the asymptotics

for the SFF obtained from the hierarchy equations, as given in Eq. (5.27). Note that

the hierarchy equations also yield exact and asymptotic expansions for the additional

correlations Kpq...,rs...(t) defined in Eq. (5.47).
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Appendix G

Stationary solutions in the unitary

hierarchy

As discussed in Chapter 5, the instantaneous SFF converges in the long-time limit, in

all three symmetry classes, to the RMT prediction (2.38) for an ergodic system with

unitary invariance, where the unitary time-evolution operators U(t) are taken from the

CUE.

This agreement in the ergodic limit also extends to the long-time behaviour of the

other quantities K{·},{·}(t) appearing in the hierarchy, for which the CUE results have

been established as well [123, 285, 286]. These results can be expressed compactly as

k∏
j=1

(
tr [U ]j

)aj (
tr [U †]j

)bj
= δab

k∏
j=1

jajaj!, (G.1)

where a = (a1, ...ak) and b = (b1, ...bk) are two integer sequences, while the overline

denotes the averaging of U in the CUE. These expressions are consistent with the

stationary solutions of the spectral hierarchy, which is determined by setting all time

derivatives to zero. In particular, we recover that only balanced quantities (5.10) of

the form {·}LHS = {·}RHS tend to non-zero stationary values. These values furthermore

correspond to Eq. (G.1) when we identify aj with the number of times an integer j

appears in the index sequence {·}LHS.

This behaviour is further illustrated in Figure G.1, which depicts the analytical
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Appendix G. Stationary solutions in the unitary hierarchy

solutions of all quantities in the unitary spectral hierarchy to level n = 2. These

solutions are obtained Eqs. (5.14) paired with the initial conditions (5.15), and evaluated

for N = 16. All balanced terms tend to integer values: the first- and second-order SFF

K1,1(t) and K2,2(t), tend to 1 and 2, as already discussed above, while K11,11(t) tends to

2, as dictated by Eq. (G.1). Both K11,2(t) and K2,11(t) are unbalanced in their indices,

thus tend to zero, and coincide by way of symmetry, thus overlaid.
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Figure G.1: Analytical solutions of all correlators appearing in unitary spectral
hierarchy up to level n = 2, for system size N = 16. The SFF Kn,n(t) (light and
dark greens) tends to n at longer times, as indicated by the grey dashed lines. The
correlator K11,11(t) (red) is the only other quantity at this level that tends to a non-zero
stationary value, given by 2. The correlator K2,11(t) (orange), and equivalently K11,2(t),
decays to 0. All these long-time asymptotics agree with the general CUE result (G.1).
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Appendix H

Scaling theory of the OTOC

This appendix combines results from Chapters 4 and 5. Specifically, we evaluate

the ensemble-averaged OTOC given by Eq. (5.68) in the spectral hierarchy presented

in Chapter 5 for DBM generated by instantaneous Hamiltonians sampled from the

GUE, here, in the scaling theory for maximally efficient quantum-dynamical scrambling

developed in Chapter 4.

Chapter 4 derives the result (4.19) for the instantaneous SFF Kn(t) in the scaling

theory. At second-order, the DBM GUE spectral hierarchy includes one other unique

correlator due to symmetry in the indices, namely Eq. (5.11) that we here reproduce

K11,2(t) = trU(t) trU(t) [trU †(t)]2. (H.1)

As in the calculation of the SFF in the scaling theory presented in Section 4.3.3, we

use the transformation (4.10) to express K11,2 within the scaling ensemble (4.5) as

K11,2 =

(∏
r

∫ 2π

0

dψr
2π

)
det(ei(p−q)ψq)×

∑
lmn

(
a+ eiψl

1 + aeiψl

)(
a+ eiψm

1 + aeiψm

)(
a+ e−iψn

1 + ae−iψn

)2

,

(H.2)

where the indices q, p = 1, 2, ..., N label the rows and columns of the resulting

determinant. Pulling the integrals over ψq into the qth rows of the matrix in the

determinant, we can split the sum over the indices l,m, and n and treat the different

scenarios. Each of the ‘diagonal’ cases l = m = n contribute 1 to the sum, contributing
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N overall. When l = m ̸= n, Eq. (5.11) reduces to the form K2,2−N , that is, Eq. (4.16)

when n = 2, where we must subtractN to account for the scenario l = m = n. Similarly,

the cases l ̸= m = n and l = n ̸= m both reduce Eq. (5.11) to the form K1,1 − N ,

that is, Eq. (4.16) when n = 1, again remembering to avoid double counting the case

l = m = n. Finally, we must consider the case l ̸= n ̸= m, where in analogy to the

SFF calculation, we must now consider a 3 × 3 matrix determinant. Thus, Eq. (H.2)

reduces to the form

K11,2 =
∑

l=m=n

1︸ ︷︷ ︸
=N

+
∑

l=m̸=n

·︸ ︷︷ ︸
=K2,2−N

+
∑

l=n̸=m or l ̸=m=n

·︸ ︷︷ ︸
=2(K1,1−N)

+
∑

l ̸=m̸=n

· , (H.3)

where the last scenario corresponding to l ̸= m ̸= n is the sum over matrix determinants

of the form

det



. . .

1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

· · α · · β · · γ ·
0 0 0 1 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

· · δ · · ϵ · · ζ ·
0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1 0 0

· · η · · ι · · κ ·
0 0 0 0 0 0 0 0 0 1

. . .



row l
row m
row n

column l
column m
column n

⇒ det

α β γ

δ ϵ ζ

η ι κ

 ,
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where · denotes some finite element that is in general non-zero. Explicitly, each

‘off-diagonal’ term in the sum l ̸= m ̸= n has the form

det



a (1− a2) (−a)−l+m−1 (1− a2) (−a)−l+n−1

(1− a2) (−a)l−m−1 a (1− a2) (−a)−m+n−1

{(a2 − 1) (−a)−l+n−2 {(a2 − 1) (−a)−m+n−2 a2

× [a2(−l + n+ 1) × [a2(−m+ n+ 1)

+l − n+ 1]} +m− n+ 1]}


(H.4)

In order to determine the specific contributions, we must treat all possible orderings

of the indices l,m, n. For l < m < n,

det

a · ·
0 a ·
· · a2

 , (H.5)

which upon summing over all permitted indices, delivers the same contribution as the

case m < l < n,

det

a 0 ·
· a ·
· · a2

 . (H.6)

Likewise, the contributions from the cases l < n < m

det

a · ·
0 a 0

· 0 a2

 (H.7)
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and m < n < l,

det

a 0 0

· a ·
0 · a2

 , (H.8)

respectively, are the same.

Similarly, contributions from n < l < m,

det

a · 0

0 a 0

0 0 a2

 = a4, (H.9)

and n < m < l,

det

a 0 0

· a 0

0 0 a2

 = a4 (H.10)

reduce to the same form.

Evaluating the index summations subject to the constraints in each case, we find

that Eq. (H.3) reduces to

K11,2 = N2a4
(
N + a2N−6(1− a4)

)
, (H.11)

where we have used the result (4.19) to evaluate

K1,1 = 1 + a2N2 − a2N

K2,2 = 2 + a4N2 − a−2+2N(2a2 + (−1 + a2)2N2). (H.12)

Altogether, we arrive at the OTOC in the scaling theory

O(t) = 2N

(
1 +

a2N2 − a2N + 1

N2
− 2

(
a2N − a2N+4 + a6N

)
a2N

)
. (H.13)

As depicted in Figure H.1, when applied to the OTOC (5.68), we find good agreement

between the analytical result for the scaling theory and numerical data for the Poisson

kernel, valid for a = e−t/2.
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Figure H.1: Comparison of the analytical prediction for the OTOC in the scaling theory
obtained from inserting Eqs. (H.11) and (H.12) into Eq. (5.68), and numerical data for
the Poisson kernel, in analogy to Figure 5.8. Data is generated over 104 realisations for
various system sizes N .
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[119] L. Erdős, S. Péché, J. A. Ramı́rez, B. Schlein, and H.-T. Yau, “Bulk universality
for Wigner matrices”, Communications on Pure and Applied Mathematics 63,
895–925 (2010).

[120] T. Tao and V. Vu, “Random Matrices: Universality of Local Eigenvalue Statistics
up to the Edge”, Communications in Mathematical Physics 298, 549–572 (2010).

[121] O. Bouverot-Dupuis, S. Pappalardi, J. Kurchan, A. Polkovnikov, and L. Foini,
“Random matrix universality in dynamical correlation functions at late times”,
arXiv:2407.12103 [cond-mat.stat-mech] (2024).

[122] A. K. Das, C. Cianci, D. G. A. Cabral, D. A. Zarate-Herrada, P. Pinney,
S. Pilatowsky-Cameo, A. S. Matsoukas-Roubeas, V. S. Batista, A. del Campo,
E. J. Torres-Herrera, and L. F. Santos, “Proposal for many-body quantum chaos
detection”, arXiv:2401.01401 [cond-mat.stat-mech] (2024).

[123] F. Haake, M. Kus, H.-J. Sommers, H. Schomerus, and K. Zyczkowski, “Secular
determinants of random unitary matrices”, Journal of Physics A: Mathematical
and General 29, 3641–3658 (1996).

[124] H. Singh, B. A. Ware, R. Vasseur, and A. J. Friedman, “Subdiffusion and
Many-Body Quantum Chaos with Kinetic Constraints”, Physical Review Letters
127, 230602 (2021).

[125] P. Kos, B. Bertini, and T. Prosen, “Chaos and Ergodicity in Extended Quantum
Systems with Noisy Driving”, Physical Review Letters 126, 1–190601 (2021).

[126] P. J. Forrester, M. Kieburg, S.-H. Li, and J. Zhang, “Dip-ramp-plateau for Dyson
Brownian motion from the identity on U(N)”, Probability and Mathematical
Physics 5, 321–355 (2024).

[127] M. V. Berry, “Quantizing a classically ergodic system: Sinai’s billiard and the
KKR method”, Annals of Physics 131, 163–216 (1981).

[128] S. W. McDonald and A. N. Kaufman, “Spectrum and Eigenfunctions for
a Hamiltonian with Stochastic Trajectories”, Physical Review Letters 42,
1189–1191 (1979).

[129] G. Casati, F. Valz-Gris, and I. Guarnieri, “On the connection between
quantization of nonintegrable systems and statistical theory of spectra”, Lettere
al Nuovo Cimento 28, 279–282 (1980).

164

https://doi.org/10.1007/BF02180200
https://doi.org/10.1007/BF02180200
https://doi.org/10.1155/S1073792897000500
https://doi.org/10.1002/cpa.20317
https://doi.org/10.1002/cpa.20317
https://doi.org/10.1007/s00220-010-1044-5
https://arxiv.org/abs/2407.12103
https://arxiv.org/abs/2401.01401
https://doi.org/10.1088/0305-4470/29/13/029
https://doi.org/10.1088/0305-4470/29/13/029
https://doi.org/10.1103/PhysRevLett.127.230602
https://doi.org/10.1103/PhysRevLett.127.230602
https://doi.org/10.1103/PhysRevLett.126.190601
https://doi.org/10.2140/pmp.2024.5.321
https://doi.org/10.2140/pmp.2024.5.321
https://doi.org/https://doi.org/10.1016/0003-4916(81)90189-5
https://doi.org/10.1103/PhysRevLett.42.1189
https://doi.org/10.1103/PhysRevLett.42.1189
https://doi.org/10.1007/BF02798790
https://doi.org/10.1007/BF02798790


References

[130] M. V. Berry and M. Robnik, “Statistics of energy levels without
time-reversal symmetry: Aharonov-Bohm chaotic billiards”, Journal of Physics
A: Mathematical and General 19, 649–668 (1986).

[131] M. Robnik and M. V. Berry, “False time-reversal violation and energy
level statistics: the role of anti-unitary symmetry”, Journal of Physics A:
Mathematical and General 19, 669–682 (1986).

[132] H. Friedrich and H. Wintgen, “The hydrogen atom in a uniform magnetic field
— An example of chaos”, Physics Reports 183, 37–79 (1989).

[133] D. Poilblanc, T. Ziman, J. Bellissard, F. Mila, and G. Montambaux, “Poisson
vs. GOE Statistics in Integrable and Non-Integrable Quantum Hamiltonians”,
Europhysics Letters 22, 537–542 (1993).

[134] K. Richter, Semiclassical Theory of Mesoscopic Quantum Systems, Springer
Tracts in Modern Physics; v.161 (Springer, Berlin, 2000).

[135] K. Richter and M. Sieber, “Semiclassical Theory of Chaotic Quantum
Transport”, Physical Review Letters 89, 206801 (2002).

[136] M. Rigol, V. Dunjko, and M. Olshanii, “Thermalization and its mechanism for
generic isolated quantum systems”, Nature 452, 854–858 (2008).

[137] D. J. Luitz, N. Laflorencie, and F. Alet, “Many-body localization edge in the
random-field Heisenberg chain”, Physical Review B 91, 081103 (2015).

[138] H. Kim and D. A. Huse, “Ballistic Spreading of Entanglement in a Diffusive
Nonintegrable System”, Physical Review Letters 111, 127205 (2013).

[139] I. Bloch, J. Dalibard, and W. Zwerger, “Many-body physics with ultracold
gases”, Reviews of Modern Physics 80, 885–964 (2008).

[140] M. Lewenstein, A. Sanpera, and V. Ahufinger, Ultracold Atoms in Optical
Lattices: Simulating Quantum Many-Body Systems (Oxford University Press,
Oxford, 2012).

[141] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli, R. Schittko, P. M. Preiss,
and M. Greiner, “Quantum thermalization through entanglement in an isolated
many-body system”, Science 353, 794–800 (2016).

[142] J. von Neumann, Mathematical Foundation of Quantum Theory (Princeton
University Press, Princeton, NJ, 1938).
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[276] B. Collins and P. Śniady, “Integration with Respect to the Haar Measure on
Unitary, Orthogonal and Symplectic Group”, Communications in Mathematical
Physics 264, 773–795 (2006).

[277] D. Weingarten, “Asymptotic behavior of group integrals in the limit of infinite
rank”, Journal of Mathematical Physics 19, 999–1001 (1978).
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