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ABSTRACT
Generative AI technologies demand new practical and critical com-
petencies, which call on design to respond to and foster these. We
present an exploratory study guided by Research-through-Design,
in which we partnered with a primary school to develop a con-
structionist curriculum centered on students interacting with a
generative AI technology. We provide a detailed account of the
design of and outputs from the curriculum and learning materials,
finding centrally that the reflexive and prolonged ‘hands-on’ ap-
proach led to a co-development of students’ practical and critical
competencies. From the study, we contribute guidance for designing
constructionist approaches to generative AI technology education;
further arguing to do so with ‘critical responsivity.’ We then discuss
how HCI researchers may leverage constructionist strategies in
designing interactions with generative AI technologies; and sug-
gest that Research-through-Design can play an important role as a
‘rapid response methodology’ capable of reacting to fast-evolving,
disruptive technologies such as generative AI.

CCS CONCEPTS
• Human-centered computing → HCI design and evaluation
methods; Empirical studies in HCI; • Computing methodolo-
gies → Artificial intelligence.
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1 INTRODUCTION
Generative AI technologies have rapidly entered public discourse,
awareness and usage since late 2022. ChatGPT was the fastest com-
puter system in history to reach 100 million monthly users [40], and
the release of Stable Diffusion was the first time such a model was
‘openly’ published [91]. Notable examples of these technologies
now residing firmly in the public sphere include widely-shared
‘fake’ images such as the “Balenciaga Pope,”1 the Writers’ Guild
of America strikes [1], and governmental reports such as the UK
House of Commons committee report stressing the balance between
creators’ rights and innovation [18]. For the HCI community, and
design in particular, generative AI technologies have engendered
a flood of publications in contexts of use ranging from their inte-
gration into design tools or end-user facing components, variously
prompting enthusiasm (see e.g. [43]) as well as critique (see e.g.
[64]). In both the academic and public sphere, uncertainties around
the impact of these technologies abound.

In this paper, we adopt Research-through-Design (RtD) as an
overarchingmethodology as oneway to respond to these challenges,
testing the approach through an exploratory study in a specific
context. In contrast to many canonical examples of RtD that are
focused on specific artefacts or devices (e.g., [33]), we embraced
RtD’s methodological attributes and qualities including valuing
emergence [31] and the aspiration to produce “intermediate-level
knowledge” [41] as a primary consideration. In epistemological

1https://www.forbes.com/sites/danidiplacido/2023/03/27/why-did-balenciaga-pope-
go-viral/, accessed 10/11/2023.
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terms, this necessarily required that we accept our findings would
be contingent, and most likely of use for other researchers in a
generative rather than prescriptive sense (see [30]). The practical
consequence of these epistemological commitments for our contri-
butions is that they should be seen not as proposals for generalizable
theory, but rather as one of many examples which will contribute
to an emerging “research program” [73] of research relating to the
role and use of design in the ongoing adoption of generative AI
technologies.

The particular context for testing our approach in an exploratory
study is education, as here the adoption of generative AI technolo-
gies has caused and is causing significant debates and uncertainties.
Text synthesis models have raised fears that students would sim-
ply employ such models to ‘cheat’ (e.g., [48]), while technologies
intended to detect such usage have been proven to be unable to do
so accurately.2 Other avenues include the integration of AI tech-
nologies for prediction of educational ‘performance,’ which has
garnered extensive criticism (e.g., [70]). Further, for many young
people growing up today generative AI technologies will be some-
thing they interact with throughout their lives. Hence, there is
an emerging consensus (see [21, 34]) that considered education
strategies are needed to help current and future generations of
young people be able to acquire practical and critical competen-
cies for them—in other words, AI literacy (see [60]). In this regard,
there is a rich tradition in HCI research in educational contexts
that seeks to develop literacies for new technologies; for instance
regarding “critical data literacies” [38], and there is nuanced work
on AI technologies coming to the fore (e.g., [44, 53, 89]). However,
we observe that opportunities for engaging directly with actual AI
technologies in a prolonged manner have been limited. In turn, we
argue that RtD, with its emphasis on novel materials and extended
experiences thereof, can provide opportunities for exploration how
young people encounter and form competencies with generative
AI technologies.

Building methodologically on RtD, we present an exploratory
study that designed and delivered an introductory, constructionist
curriculum to generative AI technology. Constructionist learning
posits that models of the world are built through the direct engage-
ment with materials (see [45, 69]), and that this is an intrinsic part
of how we gain knowledge. In the case of our study this meant
that the students were actually using the generative AI technology
they were learning about, i.e., it was a prolonged, reflective and
‘hands on’ approach to learning. Regarding our overall approach,
this means that while we did design several artefacts as part of the
project’s delivery (e.g., image generation tool, learning materials
and printed outputs), the ‘design’ that is at the center of our use
of RtD is the design of the curriculum as a whole. In turn, we ar-
gue that this offers intermediate-level knowledge both within the
context of the study, i.e. generative AI technology education, as
well as methodological impetus on the use of RtD to engage with
generative AI technologies reflectively.

The paper is structured as follows. Initially we provide a brief
background section discussing related HCI research, focusing on

2https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text, accessed
11/08/2023.

education and AI technologies to outline our motivation for em-
ploying RtD. Next, we discuss the RtD approach in more detail,
explaining the rationale for and implications of RtD as the overar-
ching methodological framing for this work. For the exploratory
study itself, we subsequently describe the reflexive design, devel-
opment and delivery of a six week curriculum and the production
of several post-hoc artefacts and activities, presenting the work
in terms of three key phases. In the study specific findings, we
document centrally how practical and critical competencies of stu-
dents appeared to co-evolve and report on the teachers’ views of
the curriculum; and gather propositions for HCI research to engage
generative AI education in the form of (1) guidance for designing
constructionist curricula on generative AI technologies and (2) re-
flection on the need for ‘critical responsivity’ due to the potential
impact of generative AI technologies in educational contexts.3 In
our discussion, we then center on the implications stemming from
our use of RtD to engage generative AI technologies. Here, we (3)
discuss how the design of interactions with generative AI systems
may leverage constructionist strategies, and (4) reflect on RtD as
a ‘rapid response methodology’ for producing insights pertaining
to rapidly evolving disruptive technologies such as generative AI.
With these contributions, we aim for HCI researchers to find practi-
cal, strategical and methodological support for employing design in
the uncertainties characterizing the ongoing adoption of generative
AI technologies.

2 RELATEDWORK
A full overview of HCI education discourse is beyond the scope
of this paper, hence it is important to clarify that we do not refer
to education on HCI, but rather HCI for education [72]. There are
many AI-based resources for education (for example see this col-
lection [66]), however, education-focused HCI research has much
to offer in terms of developing accessible tools for teachers and
students. While there are many perspectives one could explore this
potential from, in this section we initially focus on the construc-
tionist learning theory which is at the heart of this research before
summarizing popular approaches to AI literacy in schools.

Among many paradigms, HCI education research has long built
on the learning theory of constructionism as proposed by Papert
[69]. Closely related to constructivism, which tends to focus on
learner experience, constructionism posits that learning can arise
from active creation, the development of socially meaningful arti-
facts, and the combination of self-reflection and interaction with
others [19]. The constructionist paradigm explicitly casts students
as active learners taking part in interactions with materials which
are crucial to learning and knowledge-acquisition (see [4, 46, 56]).
The value of constructionism is evidenced in a plethora of toolkits
that HCI researchers have developed for researchers, practition-
ers, students and other stakeholders (see e.g., [14]), and has also
served as the guiding philosophy for such hugely successful edu-
cational software as Scratch [62]. Further, HCI sub-fields such as
child-computer interaction have drawn extensively on construc-
tionist principles to combine practical skills and ethics (see [87]),
3To further make our work actionable for the field, we provide an OSF repository
with all project materials (documentation images, learning materials, design artefacts,
anonymized interview transcripts, project outputs) at https://osf.io/9afnr/?view_only=
93c8d0e2159847dba2c454519682b85d, accessed 24/04/2024.
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leading to teaching approaches that reflect a critical stance on tech-
nology (e.g., “critical data literacies” [38]).

There is a high likelihood that generative AI will have a trans-
formative effect on a whole range of social, cultural, and economic
issues (see [34]). HCI scholarship can offer a valuable perspective
by exploring how to bolster AI literacy with younger stakeholders.
The UNESCO K-12 AI education framework defines AI literacy as
“some level of competency with regard to AI, including knowledge,
understanding, skills, and value orientation” [86]. The consequence
of this framing is that AI literacy transcends declarative or explicit
technical knowledge alone and must involve a broader awareness
of the technology’s societal implications and an ability to critically
reflect on these. This aligns with HCI perspectives such as Long
and Magerko’s assertion that AI literacy is “a set of competencies
that enables individuals to critically evaluate AI technologies; com-
municate and collaborate effectively with AI; and use AI as a tool
online, at home, and in the workplace” [60].

There is a wide range of HCI research related to education and AI,
as shown by Su and Zhong in an extensive review [85]. AI literacy
work for middle and high school students includes project-based
[44], art-based [89] and ethical impact-focused work [78, 82] as well
as more quantitatively oriented work [54]. Druga and colleague’s
work employs co-design and prototyping methods to embody an
AI agent or prototype potential systems with primary school chil-
dren [23]. Williams and colleagues note the importance of younger
(pre-school) learners gaining AI literacy, citing safety as a moti-
vation as they encounter AI technologies in aspects of everyday
life [92], while Han and Cai explore the benefits and challenges of
generative AI through interviews with experts (parents, teachers,
technologists) discussing an AI-infused storytelling app [37].

There have also already been fruitful examples of HCI design re-
search being used to interrogate AI technologies. An exemplary ap-
proach is Dove and Fayard’s work on using a metaphorical, playful
comparison of Machine Learning (ML) to monsters such as Franken-
stein [22], unfolding concerns, worries, and potential mitigation
of adverse effects of ML deployments concerning student mental
health. Bilstrup and colleagues used RtD to develop an educational
tool for creating ML models[10], and Lindley and colleagues’ em-
ployed RtD to interrogate “the emerging reality of living with AI”
[58] by designing speculative digital signage. Tamashiro’s use of
“design futuring” to explore contemporary AI technologies [3], and
Rubegni and colleagues’ investigation into the hopes and fears chil-
dren have relating to AI using scenarios [75], further demonstrate
the value of design-led approaches in this context.

This is clearly a growing and diverse area of research. There
are, however, only limited approaches that both involve education
practitioners in the process and also center on actual use of the tech-
nology as opposed to hypothetical use [94]. Further, exploratory
work such as Lee and colleagues’ “Prompt aloud!” [54] has yet to
conduct a prolonged engagement of learners on a more qualita-
tive footing. A constructionist approach to learning how to use AI
technologies may help address the latter limitation by leveraging
a direct and sustained engagement with the technology. It is here
that we see a promising opening for testing RtD in the genera-
tive AI education space: design-led inquiries of actual technologies
have the potential to find radical new applications, concepts and

frameworks, which the disruptive and practically as well as ethi-
cally challenging development of generative AI technology calls for.
In the next section, we outline our methodological choices before
presenting the Ryelands AI Lab project.

3 METHODOLOGY
In this section, we detail the methodological approach behind the
Ryelands AI Lab, a constructionist curriculum intervention span-
ning six weekly lessons with students aged 7 to 9 and a subsequent
exhibition of outputs at Ryelands Primary and Nursery School in
Northwest England. We also provide contextual detail and provide
a consideration of our positionality.

3.1 Research-through-Design as Guiding
Methodology

Within our exploratory study, our primary objective was to explore
the process of delivering a constructionist approach to teaching
practical and critical competencies for generative AI technologies in
a primary education context. Such competencies form, according to
Long and Magerko, the core of AI literacy: understood not as purely
declarative knowledge (i.e., ‘AI is X’) that one receives but rather
the kind of knowledge that promotes reflection as well as practical
use [60]. To support this kind of AI literacy required the design and
development of brand-new learning materials and resources. This
is one reason for deciding to employ Research-through-Design. RtD
is a methodology that, in general, helps “researchers to investigate
the speculative future, probing on what the world could and should
be” [84] through the design-led exploration of materials, scenarios
and concepts. This is achieved via the process of designing objects,
services and other artefacts and leveraging both reflective practice
during the process as well as the resultant outcomes to discuss and
explore potential impact and implications (see [5, 30, 59, 84, 98, 99]).
As highlighted by Williamson, this is an important matter in the
generative AI education space insofar as that methods are needed
with which to create “alternative social laboratories” [93] that can
counter the industry dominance of how these technologies enter
society. Coupled with our observation that studies of prolonged en-
gagement of young people with actual generative AI technologies
are lacking, this forms the basis for our rationale to engage this
context with RtD: The reflective and responsive design and simul-
taneous study of a curriculum intervention as a ‘lab’ for hands-on
engagement with adapting materials is made methodologically pos-
sible through RtD, offering insights that are not driven by industry
headlines or public fears but rather center on how young people
engage this disruptive technology directly.

RtD can be a predominantly “artefact-centric” [30]method, where
it is a “thing-making practice whose objects can offer a critique of
the present and reveal alternative futures” [5]. Our work, however,
adopted RtD as a guiding methodology. This allowed us to lean on
one of RtD’s main epistemological strengths; its reflexivity [81],
meaning the capacity to engage with a domain or material while
continuously “reframing the underlying situation and goal during
the design process” [97]. An alternative acknowledgement of the re-
quirement to be flexible about the RtD process is framed as “drifting
by intention” [50]. As a result, in RtD knowledge is not expected to
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Figure 1: Overview of the exploratory study phases as they manifested through the RtD methodology in hindsight.

emerge as a “bounded thing” [84] related to one artefact or hypoth-
esis, but rather as taking shape alongside the various activities of
doing RtD. In other words, RtD here did not mean that we planned
to design one specific artefact and study how its use and contextual
embedding would prompt certain propositions or questions. Rather,
and similar to epistemological considerations in participatory de-
sign (see [36, 79]), we sought to use design to develop a holistic
epistemological position on the entirety of a particular context: the
design and delivery of a constructionist curriculum on generative
AI technologies.

It would have been feasible to imagine adopting a different re-
search methodology that involved creating a curriculum and learn-
ing materials, and then studying the efficacy of those externally, for
example by establishing a control group and a study group and com-
paring the impact of the curriculum. Such an approach certainly
would have some virtues, however, to facilitate a rapid response
to the newly-released technology (in our case we were working
with Stable Diffusion which was released only months prior), RtD
allowed us to combine the process of designing the curriculum
while also assessing its value. An implication of this approach is
that the insights we would create would be be a type of “intermedi-
ate knowledge” [41]. This imports some limitations, for example
our findings are based on sample of one (i.e., only one instance
of the constructionist curriculum was evaluated). Balancing this
limitation is the acceptance that the findings are intended mainly
to inform future work, contributing to an ongoing program of re-
search, as opposed to positing that a hypothesis has been evidenced
beyond reasonable doubt. Lastly, we were also driven by wanting
to better understand how RtD can methodologically respond to
a disruptive technology in a specific context—here, generative AI
technology in education.

The diagram we present in Figure 1 is a post-hoc representation
of how the exploratory study was structured. Elements of this were
planned, although some of the structure emerged across the process.
The deployment phase depicted was a particularly intense period
for the project and involved weekly adaptations to our learning
materials and artefacts, ensuring that our learning that developed
on a week-by-week basis was incorporated into the subsequent
weeks. In the context of this project, this reflexive quality was a clear

benefit of the RtDmethodology. Our starting point was undoubtedly
provisional, but this allowed us to adapt and shape our findings to
provide as holistic a point of view as possible, while accepting the
limits of intermediate knowledge (we reflect on further nuances of
this process in section 6.2).

3.2 Contextual Overview
Here, we document the specific demands and aspects of engaging in
the chosen context of primary school education, and how specific
aspects such as recruitment and analysis were shaped by our RtD
methodology.

3.2.1 Recruitment and Approach to Context. Prior to the exploratory
study, the Head Teacher of the school we were working with sug-
gested working with their year 4 students (aged 7-9). This sug-
gestion was based partly on the considerations that the research
intervention would not interfere with any national exams. Addi-
tionally, in contrast to younger students this group generally have
the skills to use their computers without assistance. After a briefing
on the goals and technology involved, we began regular meetings
with two year 4 teachers. Each of the teachers has a year 4 class of
25 students, and the teacher deals with all aspects of the curriculum
and delivers all lessons for the class they are responsible for.

3.2.2 Demographics. Our participants were preselected as those
who were in the two year 4 classes at the school we were working
with. The school is situated in an economically and socially disad-
vantaged area (see section 3.2.4). This is also reflected in the high
share of students’ school meals supported by UK government pupil
premium grants,4 at 63% of the student population.5 This makes
it roughly representative of the North-West England county it is
situated in as a whole, whose GDP sits at 67.7% of the UK national
average, and which is also ethnically predominantlyWhite-British.6

3.2.3 Research Ethics. In terms of ethical research conduct, we
collected informed consent through the year 4 teachers from the
4https://www.gov.uk/government/publications/pupil-premium/pupil-premium, ac-
cessed 08/08/2023.
5https://ryelands.lancs.sch.uk/pupil-premium/, accessed 24/04/2024.
6https://ryelands.lancs.sch.uk/wp-content/uploads/2022/11/Single-Equalities-
Policy-May-2022.pdf, accessed 24/04/2024.
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students’ parents or people with parental duties, which we ac-
companied with an extensive information sheet. We also included
various options for withdrawing students from the research aspect
of the study without missing the lessons (which formed part of
the obligatory curriculum). All participants were free to withdraw
from the study at any point on their own accord as well as by de-
cision of their parents, guardians or people with parental duties.
We received ethics approval for this study from Lancaster Univer-
sity’s ethics committee (reference FASSLUMS-2023-2184-RECR-4).
The researchers who delivered the curriculum further obtained a
Disclosure and Barring Service (UK) criminal background check.

3.2.4 Teacher Interviews. To ensure we could more conclusively
reflect on the pedagogic and didactic elements of our delivery, we
also chose to conduct semi-structured interviews with the two year
4 teachers subsequent to the delivery of the Ryelands AI Lab. The
prepared questions ranged from general questions on AI and edu-
cation as well as the experiences during the preparation, delivery
and subsequent period of Ryelands AI Lab. The interviews were
conducted by the first author and carried out first with each teacher
individually for approximately 30 minutes, followed by a 15-minute
group discussion so that questions emerging during the individual
sessions could be addressed.7

3.2.5 Analysis. As mentioned above, we expected the exploratory
study to produce “intermediate-level knowledge,” which could in
turn be synthesized into “strong concepts” [41] that would inform
the study’s field; as well as more general implications from using
RtD as a research methodology. In this, RtD’s reflective capacity
extended towards our patterns of analysis as well. As a general
and oft-noted strength of design research—going back to Schön’s
“reflection-in-action” [80]—this meant that the weekly interplay
between the initial curriculum, the occurrences of the preceding
week, and the development for the upcoming week also shaped
on-the-go analyses as well as a schema for findings. This can be
further described, therefore, as a “reflection-on-action” [28] beyond
the immediacy of designing a particular thing. For instance, while
we always assumed that the student’s gain of particular practical
skills would be an important measure of success for our approach,
it only became clear through practice that a crucial qualifier for this
measure would be the intentional application of skills. We extended
this activity-led analysis to the teacher interviews as well, which we
considered from an ethnomethodologically informed perspective;
meaning that their analysis was primarily directed by the first
author’s interpretation in relation to other considerations emerging
from the delivery and design activities in this project.

3.3 Positionality
In addition to the internal research ethics, we were mindful of fur-
ther ethical dimensions of generative AI technologies, particularly
with regards to the young age of students. While their capacities
and the excitement they elicit are tempting, it is now widely un-
derstood that AI technologies can discriminate against particular
protected categories (e.g., gender, ethnicity, nationality, sexual ori-
entation), while also infringing on intellectual property by scraping

7Question sheet and anonymized transcripts can be found at https://osf.io/9afnr/?view_
only=93c8d0e2159847dba2c454519682b85d, accessed 24/04/2024.

Figure 2: Image from early stage of co-design process, show-
ing second author (middle) and the year 4 teachers.

content (e.g., data, images, texts), creating poorly paid and harmful
jobs (e.g., content moderation, labelling), and contributing to the
environmental impact of data centers and rare earth mineral extrac-
tion. As people without professional primary education expertise,
this prompted the first two authors to reflect: is generative AI in
schools a good idea in the first place, and are we—two white male
Europeans—the people to introduce it to these students? Ultimately,
we decided that for this set of students, the practical and critical
competencies would aid them dealing with the increasing prolifera-
tion of their everyday lives by generative AI technologies. Further,
we assumed that the intermediate knowledge we gathered would
inform a more substantial critical position that we could add to the
generative AI education space (see our proposition on the matter
in section 5.2.2) while foregrounding the benefits of constructionist
approaches that combine practical and critical competencies.

4 EXPLORATORY STUDY: THE RYELANDS AI
LAB

This section details the actual instantiation of the Ryelands AI Lab,
heuristically separated into its three significant phases. Again, it is
important to note that these phases were only clearly identified in
hindsight, and that elements within them overlapped substantially
in practice.

4.1 Pre-Deployment: Research and (Co-)Design
First, we conducted initial research and co-design activities with
the year 4 teachers which produced the first lesson scripts and
curriculum shape. This was followed by the design of learning arte-
facts (i.e., image generation tool, slides, worksheets and secondary
learning materials) both took shape from and in turn shaped the les-
son scripts during actual delivery. Furthermore, all finalized design
artefacts can be seen contextualized on a Miro board.8

4.1.1 Initial Co-Design. From the start, we were mindful of supple-
menting the student’s ongoing curriculum. To this end, we referred
to the UK Department of Education’s curriculum guidance; where
we found that Keystage 2 Year 4 students’ design and technology
8https://miro.com/app/board/uXjVMw38td8=/?share_link_id=503687145119, accessed
24/04/2024.

https://osf.io/9afnr/?view_only=93c8d0e2159847dba2c454519682b85d
https://osf.io/9afnr/?view_only=93c8d0e2159847dba2c454519682b85d
https://miro.com/app/board/uXjVMw38td8=/?share_link_id=503687145119
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learning goals especially referred to the study of “past and present
design and technology [through which] they develop a critical un-
derstanding of its impact on daily life and the wider world” [29]. On
this basis, we conducted four in-person and remote co-design ses-
sions with the two year 4 teachers we contacted (see section 3.2.1)
over a period of three months. These sessions initially centered on
demonstrations of what various generative AI technologies could
do, before moving to mapping out important concepts and potential
topics that would fit with the above learning goal (see Figure 2).
Given our overarching objective that students were to engage with
an actual generative AI technology in order to develop practical
and critical competencies, we identified multiple possible candi-
dates for the latter—text-to-image (e.g., Dall-E), text-to-text (e.g.,
GPT3), image-to-text (e.g., CLIP) were all considered, as well as con-
versational interfaces (e.g., ChatGPT). We eventually settled on a
text-to-image generation model as this seemed the most direct and
literally generative way to engage students. The specific choice was
Stable Diffusion [74], an image diffusion model that was and con-
tinues to be highly prominent. Like other text-to-image generation
models, Stable Diffusion is capable to use natural text (along with
other parameters, see 4.1.2) as an input for a training data guided
process of diffusing noise into an image reflecting the text input.
Based on the image creation process taking center stage, topics to
introduce in the lesson plan were mostly concerned with creativity
and ownership, but towards the end also touched upon more com-
plex issues such as generative AI technologies’ transformation of
reality (see 4.2.2).

4.1.2 Image Generation Tool. We were aware that in class each
student could make use of a Google Chromebook. This meant that
we could design custom websites which afforded a less technical in-
terface for accessing a generative AI technology than most current
solutions, and allowed for direct interaction with the parameters
of the generation process. The students used various versions of
the image generation tool (HTML/CSS/JavaScript frontend, Jupyter
Notebook backend) for interfacing with our chosen image gen-
eration model, Stable Diffusion via the platform replicate.ai.9 In
response to the lessons, there were four different interface design
versions used over the six lessons (see Figure 3 for two examples).
In the first week, students used a simple version with textual input
only, before moving on to a more advanced version that also in-
cluded technical settings. In the latter, the seed (i.e., the initial noise
image for diffusion), the negative prompt (i.e., textual input that
discourages generation of particular things) and the context-free
guidance (i.e., numerical value that steers the model away from
or towards more randomness in relation to the prompt) could also
be set. Starting from week 2, this advanced version was used by
the students. In week 5, the website confronted students with an
ethical question to be interactively explored: whether it was OK
to use actual artists’ ‘styles’ for image generation. To this end, we
adapted the website to randomly select 5 previous generations and
let students choose an artists’ ‘style’ (e.g., van Gogh or Winifred
Knights) for a direct comparison between original and ‘adapted.’ To
support interaction during delivery, we furthermore implemented
a simple querying interface which allowed us to quickly display the
image generations featuring a particular term and/or generation
9https://replicate.com, accessed 11/08/2023.

Figure 3: Two versions of the image generation tool used dur-
ing delivery. Top: In this version used from week 2 onwards,
students can input the main text prompt; and optionally
specify negative prompt(s), an initial seed, and the context-
free guidance scale, and submit to a custom Stable Diffusion
API endpoint. Bottom: A version created for reflection on
issues such as ownership and creativity: students select from
5 randomly sourced preexisting image generations and their
prompts and can ‘convert’ these to a particular artist’s style.

date. This way, we could gather students after a period of activ-
ity for discussion and reflection. Here, it is also noteworthy that
an internal discussion on safeguarding students took place in the
development of these web interfaces, led by the concern around
explicit content that can be created with image diffusion models. To
preempt this, we eventually decided to always frontload a student-
initiated API request with a ‘hidden’ negative prompt consisting
of ‘gore NSFW creepy adult nudity horror erotic XXX weapon vio-
lence gun knife blood’. This was a first practical indication of critical
concerns around introducing generative AI technologies to minors,
which we reflect on in our discussion (see section 5.2.2).

4.1.3 Further Learning Materials. Other learning materials took
shape in weekly iterations in correspondence with the design of
lessons and image generation tool. There were slides and, most
prominently, folders for which students would receive weekly work-
sheets (see Figure 4). The worksheets were generally employed to
structure lessons by introducing students to basic concepts; for
instance first describing an artwork, then using descriptions as a
prompt to bring home the ‘back-to-front’ logic of using an image

https://replicate.com
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Table 1: Overview of weekly delivery of lessons, with note on topics as well as materials and process.

Week Topic Learning Outcomes and Approach Notes on Materials and Process

1 Introduction to AI
image generation

It is possible to create photorealistic im-
ages based on text inputs, the chosen text
impacts the resulting image.

Students filled in blanks in preexisting prompts with
chosen words on worksheets, then were asked to enter
these prompts into the image generation tool.

2 Refined prompt writ-
ing

Reinforcing basic prompt writing and
learning how to use other parameters (e.g.,
diffusion seed, negative prompt) to help
control image generation.

Students were asked to write their own prompts but were
provided with some inspiration. They were also asked to
experiment with advanced parameters and record their
choices on worksheets.

3 Focusing on inten-
tion in prompt writ-
ing

Demonstrating and practising the use of
descriptive language to translate specific
intentions into prompts (e.g., a ‘blue door’
vs ‘a door’).

Introduced the notion of a group project (‘reimagin-
ing our school’) as a means to focus prompt generation
around a specific topic.

4 Advanced vocabu-
lary

Practising how to use specialised vocabu-
lary in complex prompts to achieve delib-
erate outcomes relating to a specific theme
(‘reimagining our school’).

The teachers did some ‘pre-teaching’ prior to the classes
where students were introduced to advanced vocabulary.

5 Ownership and
styles

Showing particular styles of image can be
obtained from AI image generators and
that using artist names can accomplish
this. Using this demonstration to explain
how training data impacts upon gener-
ated images and opening a discussion on
training data ethics and ownership of out-
comes.

In this week the image generation tool was used to re-
generate images from previous weeks using the same
prompts, seed and other parameters but with the addition
of keywords to achieve specific styles. Worksheets were
used to capture students’ thoughts on whether stylised
images were preferable and on the ethical implications
of creating images based on artist styles.

6 Retrospective, discus-
sion, exploration of
other types of AI

The final week was an opportunity to re-
cap and assess previous weeks’ learning
outcomes. We also demonstrated other
types of generative AI to assess whether
the students could transfer their knowl-
edge to other domains.

The final lesson mainly consisted of demonstrations at
the front of the class. A worksheet was used to allow stu-
dents to reflect on one of their chosen images, describing
that image’s attributes.

description to create a previously nonexistent image. Additionally,
the worksheets were designed to let students keep track of their
generations and decisions by noting prompts, parameter settings,
etc. Aesthetically, the image generation tool and learning materi-
als developed together through the initial co-design phase, with
choices of font and colour for instance constrained by browser
affordances.

4.2 Deployment: In-Person Delivery and
Reflexive Adaptations

Here, we detail the actual deployment of our learning materials and
scripts in the six lessons.

4.2.1 Lesson Overview. While the overall thematic and conceptual
pedagogical approach remained largely unchanged, actual lesson
scripts, slides, worksheets and iterations of our image generation
tool were designed, developed or adapted on a weekly turnaround
basis. While this led to substantial time demands, it also allowed
us to more directly adapt to actual needs and challenges which
could not have exhaustively or even accurately been formulated

prior to deployment. The final lesson plan is summarized in Table
1. Additionally, it is noteworthy that the lesson foci shifted signifi-
cantly following the introduction of the lab project ‘Reimagining
Ryelands’ in week 3, which we decided to pursue in response to
the high quality of student engagement and to challenge students
with a concrete goal relevant to their everyday lives. Subsequently,
using the technical skills gained previously, the week 3-6 lessons
gained a more constant and sustained focus.

4.2.2 In-Class Delivery. The two first authors delivered the six
lessons along a timed but responsive lesson script according to each
week, without specifying who spoke on what topic (see Figure 6).
The modes of interaction generally proceeded from an interactive
hands-up or call-out session, such as a game using the “Which Face
is Real?” website,10 to an instructional presentation period followed
by a related worksheet. This typically more didactically focused
half of the lesson would then be followed by more or less guided
individual image generation tool usage on students’ Chromebooks.
The lessons were mostly concluded by reviewing recent image

10https://www.whichfaceisreal.com/, accessed 23/07/2023.

https://www.whichfaceisreal.com/
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Figure 4: Exemplary scans of the worksheets for each week which students would keep in folders. Weeks 1 and 2 feature
an introductory worksheet first (e.g, “Describe the artworks below” in week 1). Weeks 3 and 4, with the introduction of the
“Reimagining Ryelands” lab project, first inspires students (e.g., by prompting them to list all things they can think of relating to
their school) and then asks students to log their reimagination experiments. Week 5 first asks students to log their experiments
with artist’ styles, and then provides a questionnaire for reflection. Week 6 features individual worksheets which show their
chosen prospectus contribution and asks them to write a persuasive accompanying text.

generations, which brought about the development of the ‘listing’
interface for the tool (see section 4.1.2).

The year 4 teachers and teaching assistants remained present,
and would support the delivery by, for instance, reformulating
concepts in terms of previously encountered curriculum matter,
or by focusing on a particular student according to emergent or
ongoing needs. Particularly noteworthy is their activity outside

of the Ryelands AI Lab lessons between week 3 and 4. Here, a
custom vocabulary list with architectural and aesthetic terms was
pre-taught to the students to support more specific and intentional
generations. This reflected the student’s architectural and aesthetic
vocabulary deficiencies due to the Covid-19 pandemic, as well as
their own desire for more ‘resources’ for image generation. Further,
in week 6 we delved deeper into examples that dealt with the effects
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Figure 5: Left: A cropped print file of the 5x1 meter strip showing an introduction to the week’s delivery contents and a random
selection of 250 images with their respective prompts. Right: Overview of the week strips laid out in the school gymnasium for
the exhibition. In the background, three posters can be seen that show the spreads of the Ryelands AI Lab prospectus.

Figure 6: Image from in-class delivery during discussion of
students’ creations in week 5, showing the ‘listing’ interface
on the whiteboard and the week’s image generation tool (see
Figure 3) on the students’ Chromebooks.

Figure 7: As part of the Ryelands AI Lab, students were given
a lab project of “Reimagining Ryelands”. The above shows
three such reimaginations concerning their school hall, cafe-
teria food, and library using a generative AI text-to-image
model, with respective prompts below.

of generative AI technologies, such as Bogost’s article on wildfire
skies turning gray in smartphone photographs [15]), and issues of
representation (e.g., advanced ‘beauty’ filters on social media [13]).

Figure 8: The output of the “Reimagining Ryelands” lab
project were transformed into an Ryelands AI Lab prospectus
and printed copies were handed out at the exhibition.

4.3 Post-Deployment: Processing and Sharing
Outputs

In this section, we describe the activities undertaken after the deliv-
ery of the six-lesson-plan which consisted of processed outputs that
we used for celebrating and sharing the students’ achievements. It
should be noted that the aim to hold an exhibition and to design an
‘imaginary’ school prospectus only took shape during delivery in
response to the outputs and ongoing questions.

4.3.1 Exhibition. The exhibitionwas designed to give a near-complete
overview of the work students had put in. For eachweek, we printed
5x1 meter strips showing 256 randomly chosen images and their
prompts for each of the five weeks in which image generation
was center stage (see Figure 5). We created a version of the image
generation tool which incorporated all interactive elements (i.e.,
prompts, negative prompts, seeds, guidance-scale, artist styles) for
the exhibition and set up interactive stations where students could
show people with parental duties, siblings or other students their
newly gained skills.
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4.3.2 Prospectus. The design of the prospectus (see Figure 8) was
inspired by existing materials found at other schools, such as info-
brochures for parents/guardians as to what to expect from the
school. In week 5, we asked students to pick one image to be in-
cluded in this prospectus from among those created for the lab
project ‘Reimagining Ryelands’ from week 4 (see Figure 7). In the
following, final week, we further asked students to provide brief,
persuasive descriptions of these images for the purpose of the
prospectus. This material was then copy-edited into the Ryelands
AI Lab prospectus, including an introduction by the two lead au-
thors giving an overview of the project. The prospectus further
included school group advertisements that integrated some of the
common, unusual and amusing themes found in students’ images
(e.g., things made from marshmallows).

Figure 9: Example of an image brought up for discussion by
a student in the week 5 lesson. Note the extra hand circled
on the far right, and the empty sleeve circled to the left of
the extra hand.

5 STUDY FINDINGS AND GENERATIVE AI
EDUCATION PROPOSITIONS

In this section, we gather the findings generated within and through
the exploratory Ryelands AI Lab study and close by synthesizing
them in the form of “strong concepts” [41] (see section 3.2.5) that
HCI can draw from as propositions related to the generative AI
education context. Note that all findings are scaffolded by reflec-
tions of the teachers (T1, T2) gathered from the post-deployment
semi-structured interviews, and that we have included descriptive
elements to accurately represent the reflective interplay between a
priori methodological decision-making and actual deployment of
this project.

5.1 Reviewing Constructionist Attributes of the
Ryelands AI Lab

Here, we consider a central constructionist aspect of our exploratory
curriculum, and propose guidance on how HCI research in the
educational context of generative AI technologies may build on our
exploratory study.

5.1.1 Findings on the Co-Development of Practical and Critical Com-
petencies. The major constructionist attribute of the curriculum is
that we observed practical and critical competencies developing
not distinctly, but rather exhibiting an interrelationship. Essentially,
as practical know-how grew through continuous and diverse in-
teractive sessions, students became more capable of reflecting on
and even independently identifying critical aspects of their activity
and the involved image diffusion technology. Over the first five
weeks in the school the students created more than 2,000 images
using corresponding prompts and parameters (week 6 was about
reflection and discussion, so involved no image generation). To
illustrate the diversity of the images the students created, Figure
11 shows randomly selected images from weeks 2 to 4. Students’
choices of prompts in the first two weeks seemed either random
or unlikely things from everyday life or pop culture (e.g., Harry
Potter, TikTok memes, footballers); providing a baseline for our
observation of competency development.

Following the introduction of the ‘Reimagining Ryelands’ lab
project in the third week, the image generations tended towards
more deliberate choices. At the same time, this is not a clear-cut
change as is shown by the three lower images in the week 3 column
(see again Figure 11) which do not directly seem to relate to the
goal of re-imagining the primary school. However, it can also not
be ruled out that these were part of students’ figuring out how to
use the parameters (i.e., negative prompts, guidance scale, seeds) in-
troduced in week 2, and thereby reflect the ‘model-probing’ nature
of constructionism—as students explored how far and where they
can push a particular technology, they gain competency with the
latter which in turn opens up more opportunities for intentional
and reflective engagement. At this stage of the curriculum, the de-
velopment of practical competencies (in terms of achieving desired,
task-oriented results) indicated latent critical competencies in the
probing interactions the former also supported.

In week 5, students used that week’s image generation tool ver-
sion (see 3, bottom) to re-generate previously generated images in
particular artists’ styles. This led to some students recognizing their
previous prompts and noting the differences and distinct appear-
ance of the artists’ styles, which led to conversation among authors
and students why that may be—particularly in contrast to some of
their previous attempts to generate things familiar to them (e.g.,
their teacher but flying a plane). This allowed for a consideration of
the celebrity of artists leading to many pixels of their work being
on the internet and that these, unlike clearly identifiable portraits
of their teacher, were likely in the training data for the image diffu-
sion model we were using. Most indicative is an example where a
student excitedly asked to show their latest generation from this
interaction on the class screen. The student showed the image in
Figure 9, where a superfluous hand appeared after the re-render in
the style of Van Gogh. This led to a conversation in class on why the
AI technology would show this hand, which, in combination with
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Figure 10: Share distribution of student answers for the Week 5 questionnaire.

the previous conversation on artists’ styles, led to discussing that
AI technologies aggregate pixels rather than actually know what
they generate. We argue that this is important to note: the student’s
growing practical competency with a particular image diffusion
model made it possible to see the creation of images as more than
‘mindblowing,’ but rather to scrutinize and question what appeared
in front of them, which in turn opened opportunities for shared
critical reflection on generative AI technologies. In other words,
the familiarity and ease with which students then engaged the im-
age generation tool made space for the strengthening of critical
competencies such as observation and reflection.

After this engagement, we shared the story of artists’ disgruntle-
ment and anger with generative AI technologies.11 Then, we asked
students (n=48 on the day) a series of questions on a worksheet,
with two relating to ownership (“Is it OK to generate images based
on artists’ styles?” and “Which of the following [Prompt | Settings |
Generated Image | Training Data] do you feel are ‘yours’?”) and one
relating to creativity (“Is using an AI image generator creative in
the same way as doing a painting?”). The results of these questions
are visualized in Figure 10.

The responses for all three questions were ambiguous, but show
consideration and reflection in this ambiguity. As is shown in the
figure, a combined majority of students (n=33) stated that it was
okay to use artists’ styles, however of these a slight majority (n=17)
further qualified this statement by saying it was only okay given
a particular condition, such as the artist giving their consent or if
they were dead. More idiosyncratic answers also argued that artists
might like someone making pictures in their style. However, the
students answering that it wasn’t OK to use artists’ styles were
much less ambiguous when expanding on this selection, arguing
that it would be a threat to their livelihood and theft. The results for
the question whether generating images with an AI technology was
as creative as doing a painting was equally ambiguous, with a slight
majority (n=26) saying it wasn’t. However, here again some answers
were unexpected and not clear-cut, for instance some students said
it was not as creative because they themselves had used the image
generator, implying that they did not consider themselves creative.
11Specifically, the case discussed here: https://www.technologyreview.com/2022/09/16/
1059598/this-artist-is-dominating-ai-generated-art-and-hes-not-happy-about-it/, ac-
cessed 25/07/2023.

Concerning ownership, a slightly larger share of students (n=18)
expressed feelings of ownership regarding the prompt, which “came
from my head.” There was some overlap with feelings of ownership
of the generated image (n=16), with some students (n=7) selecting
both. The ambiguity (and indeed idiosyncrasies) in these responses
indicate that students’ competencies were not only repeated fol-
lowing instruction, but developed through the actual engagement
with the technology at hand.

In the final week 6, we shared further controversial aspects
of generative AI technologies as mentioned above (see section
4.2.2), but furthermore also acknowledged that we built in negative
prompts to the image generation tool to keep the students, in our
minds, safe from explicit imagery. This led to a different kind of con-
versation than we anticipated, with students and teachers reflecting
on the similarities to search engines and the fact that, verbatim, if
you search for upsetting things you will get upset; but also allowed
us to point out the differences in that the image diffusion model
could have generated upsetting things ‘unprompted.’

T2 describes the observed development towards a more reflective
stance as a shift from “the primary view [which is] basic systems
stuff like ‘how do I make you change color and how do I make
it bigger?’ [towards getting] into the nuts and bolts of kind of
like ownership and art and creativity” (T2). They attribute this to
the prolonged, hands-on approach of the project, stating that the
students “were able to find different layers to it with every single
session, with every single session, their level of understanding of it
grew” (T2).

In sum, these findings indicate (1) that practical and critical
competencies of generative AI technologies cannot be clearly dis-
entangled but, as per constructionism, co-develop; and (2) that the
critical competency component of AI literacy, which may seem as
themost challenging to convey to young people, can be significantly
scaffolded by practical know-how. Building on this insight, we lay
out our first proposition for HCI research to pursue constructionist
generative AI education.

5.1.2 Proposition I: Constructionist Curricula for Co-Developing
Practical and Critical Engagement with Generative AI Technologies.
We propose that the observed co-development of practical and

https://www.technologyreview.com/2022/09/16/1059598/this-artist-is-dominating-ai-generated-art-and-hes-not-happy-about-it/
https://www.technologyreview.com/2022/09/16/1059598/this-artist-is-dominating-ai-generated-art-and-hes-not-happy-about-it/
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Figure 11: Overview of exemplary, randomly selected images and their respective prompts from weeks 2 to 4. Note that even
though the lab project was introduced in week 3, the lower three images show unrelated, more exploratory prompts.

critical competencies may encourage HCI researchers to utilise con-
structionist approaches to education in relation to generative AI
technologies. Specifically, the instantiation of our exploratory study
phases (see Figure 1) show that, as highlighted in other work, in-
depth and prolonged hands-on engagement with generative AI tech-
nologies is needed to really pursue the development of competen-
cies. For instance, the referenced work by Williams and colleagues
notes that time and exploration leads to ‘better’ performance [92],
which are factors yet to be explored in the emerging approaches
to generative AI education (e.g., the “Prompt aloud!” project by
Lee and colleagues [54] lasting for a single 90 minute lesson). Ac-
cordingly, we propose that the responsive study structure and our

provided reasoning can assist HCI researchers and practitioners in
various educational contexts (e.g., students in primary, secondary
or tertiary education) that may on build constructionist-style edu-
cation approaches such as “experiential,” “active” or “inquiry-based
learning” (see [49, 52, 95], respectively).

First, during an initial research and (co-)design phase prior to
deployment, a shared baseline understanding with teachers can
be established. The goal of this should not be to establish a con-
crete specification for what would happen next (e.g., fixed lesson
plans or designs for the image generation tool) but rather to un-
derstand more deeply the underlying challenges relating to the
unique elements of teaching generative AI competencies and how
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those challenges relate to the wider curriculum, pedagogic strate-
gies used, and experiences with technology that students make
in their everyday lives. It is noteworthy that while the teachers
and ourselves were surprised by the quality and high degree of
engagement of students during the second phase, this can also be
considered more proactively to feed into the initial phases of future
work. On reflection, we posit that despite their age, the students
have grown up in a world dominated by the ‘reality-on-demand’
logic of social media and streaming services. That a technology can
serve up particular and strange images at whim is arguably a norm
of this generation inasmuch as search engines—yet the particular
differences to the latter should equally be stressed. It is therefore
important for HCI research to more fully and precisely consider the
competencies students can already build on. Accordingly, future
work may choose to intensify the participatory involvement of
teachers in this phase (as Williamson argues, see [93]) or by also
involving students or people with parental duties to discern how
‘baseline’ competencies relate to generative AI technologies.

Second, the actual in-person delivery and reflexive adaptations of
our exploratory study can be drawn from. As illustrated in Figure
1, the weekly lessons essentially formed responsive, interrelated
components that fed into each other as the delivery progressed.
We argue that the co-development of competencies was especially
fostered in this regard. Facilitated by regular interactions directly
with the image generation tool, the students seemed to have ‘small
revelations’ (e.g., if something appears in the image they don’t
like, negative prompts may remove it) which they would then
experiment with further to find the limits of this new perspective
(e.g., if the image generated from the seed just isn’t a good one,
then no amount of negative prompting will help). The example
of the superfluous hand spotted and made into a topic of class
discussion by a student above is a case in point: by that point in the
curriculum, basic practical competencies were so far established
that the creation of an image in the style of Van Gogh (in this
case) was not the all-consuming focus, and therefore space for
a further ‘small revelation’ was made. In response, the authors
could then adapt the content and form of the learning materials
of the subsequent lesson accordingly. It is in this interplay that
HCI researchers and practitioners can also identify where precisely
to include more generalizable principles such as the relationship
between training data, input prompts, and outputs that hold for
generative AI technologies. If structured correctly, this has potential
for providing the ‘sticky learning’ that the teachers in our study
referred to (see section 5.2.1).

We therefore suggest that responsivity and longitude are key
attributes of a constructionist curriculum on generative AI tech-
nology, and that this may in turn actionably contribute to more
expansive understandings of AI literacy—not as a single discrete set
knowledge to be transferred (see [60]), but rather made of compe-
tencies to constantly develop and hone through prolonged, playful
and ‘revelatory’ engagement.

Third, the final phase of processing and sharing outputs of the
exploratory study was key to both explicate as well as celebrate
the ‘flow of the work’ with our participants and related stakehold-
ers; here students, siblings, and people with parental duties. To us,
the significance of this phase lies in the framing of the students’
achievements as core competencies for life, rather than a one-off

school art project with individual achievements. By giving students’
work a concrete form (i.e., the imaginary prospectus built on the
‘Reimagining Ryelands’ lab project) and a venue (i.e., the handing
over of a prospectus copy for each student in an exhibition setting),
another setting was provided in which students could reflect on
and share the competencies they have built up; particularly with
those in their lives who may take a longer view on how the devel-
oped competencies could help them navigate everyday life. This
brings us to a final argument for the significance of HCI pursuing
constructionist curricula on generative AI technologies. Seeing the
latter as a contemporary “foundational technology” [17] that has
already permeated much of the everyday activities of children (see
[71]), practical and critical competencies will be required of current
and future generations as a prerequisite to twenty-first century
citizenship. While we do not claim that this exploratory study has
actually achieved this, we hope to have contributed to the emerging
field that seeks to develop pedagogical approaches which consider
the challenge of generative AI education in depth.

5.2 Findings on Responsivity in the Curriculum
Design Process

Here, we stress the importance of responsivity in the design process
of a constructionist curriculum on generative AI technologies to
the particular educational context. This is shown by providing
space to consider the teachers’ perspectives on the Ryelands AI
Lab, and their reactions to their own and their students’ increasing
competencies with generative AI technologies.

5.2.1 Perspective of Teachers. The teachers reported that the Rye-
lands AI Lab project had a significant impact on them and their
perspectives on teaching about technology on three levels. First,
concerning their own knowledge of and attitudes towards AI tech-
nologies, they previously regarded AI in terms of how “people are
worried about it” (T1) and as “this kind of big, scary monster like
skirting around the periphery of everything” (T2). Early on, the
teachers still felt that “my mind was blown just by the very concept
of what [generative AI technologies can do]” (T2), whereas by the
end T1 stated that “I feel more confident to talk about [AI technolo-
gies], I can lead those conversations now” (T1). Teachers delivering
this type of curriculum intervention themselves is not as unlikely
as may be thought. The realities of being a primary school teacher
were evocatively described by T2: “I am a 40-year-old man from
Wigan. Is my French accent amazing? No. Will I teach French? Yes.”
(T2). This refers to the fact that especially primary school teachers
need to gain confidence and expertise in subject matters which
they do not have extensive knowledge of themselves. Both teachers
referred to a whole industry that has sprung up to address this
circumstance, mentioning “existing models from, like, music com-
panies [...] that literally give a whole package for teachers that are:
‘This is the prior knowledge you need to have”’ (T2). The Ryelands
AI Lab was seen as having potential to be adapted in a similar way,
because “the skeleton was able to be adapted so much and also the
sharing of ideas and things enabled it to be really kind of a fluid
approach and, and a really creative approach” (T1).

Second, from a pedagogical perspective, T2 highlighted the con-
structionist element of the curriculum, noting that it was “really
rare that we get to be in a situation where we know just as little as
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the kids do when we start off” (T2). This led to them being “able to
[...] really lean into it with the kids, and their questions were our
questions” (T2). T2 further reflected that “[this was] probably my
first real experience sort of [this kind of mutual, constructionist
learning] (T2). Concerning what it was that made this curriculum
intervention successful, the teachers couldn’t draw out one thing:
“It’s like the demystification of the process, it’s about the fact that
it was a shared experience, it is about the fact that [...] you brought
the kids in to be experts right from the beginning” (T2). Akin to
the description of the students’ progress, they saw the intervention
resulting in “[having] the [actual technical] process of it demysti-
fied” (T2); now thinking how “AI is a bit of like an amalgamation
of stuff that’s already out there, which I didn’t know before” (T1).

Third, the teachers began re-evaluating how AI and other tech-
nologies can be taught and to what benefit for their students. Con-
cerning a more general media literacy encouraged by the curricu-
lum, T1 stated that “we’ve had a lot more in-depth conversations
about art” (T1) following the project. To them, the importance can-
not be overstated, as “we want them to look at things around them
and not just take them at face value to actually question them be-
cause there is such a mental health issue with young people” (T1),
referring to social media and image filters specifically. This indi-
cates that through literacy gains surrounding AI technologies, other
aspects of media (in this case, images) can become targets for more
reflective engagement as well.

In sum, the impact on the teachers reported here is indicative
that a constructionist, hands-on engagement with generative AI
technologies is not only valuable within its own lifetime and solely
for students, but also seemed valuable to the teachers, helping
them to reflect on their teaching strategies. While the above quotes
are essentially exclusively positive with regards to the developed
curriculum, we use them as an impulse for our proposition that .
Further below, parts of this finding also inform limitations we see
for future work (see section 6.3).

5.2.2 Proposition II: Approaching Generative AI Technology Edu-
cation with Critical Responsivity. Above, we documented how the
teachers framed the responsivity of the curriculum ‘skeleton’ and
the gradually more complex hands-on engagement as an over-
whelmingly positive experience. However, from a more distanced
perspective and regarding our experience as researchers, we here
reflect on the opportunity for more critical engagement in design
that we and other HCI researchers may need to pursue. As men-
tioned above, generative AI technologies in educational contexts are
frequently seen through either a punitive (e.g., preventing students
from cheating) or utilitarian (e.g., improving teacher efficiency) lens.
Our practical experience with the Ryelands AI Lab has brought fur-
ther concerns to the fore, which connect the generative AI education
space to more critical scholarship such as calls for a “decolonial
approach to AI in higher education teaching and learning” [96]. In
short, aside from the above argument for intertwining the develop-
ment of practical and critical competencies within a constructionist
curriculum, we propose that the design of the latter calls for ‘crit-
ical responsivity.’ By this we mean that researchers engage in an
ongoing noticing of the emerging concerns of stakeholders which
crucially could not have preceded the actual interaction with a
generative AI technology.

The difficulty in critically negotiating the capacities of gener-
ative AI technologies in an educational context came to the fore
for us swiftly in the form of our ‘frontloading’ of negative prompts
(‘gore NSFW creepy adult nudity horror erotic XXX weapon violence
gun knife blood’). While this ‘need’ was shaped by our particular
participants, it is noteworthy that it was our need—whereas the
teachers were at ease with considering it similar to the use of search
engines by students. At the same time, this could have provided us
with an opportunity to stress in which ways this ease may need
to be tempered, given the difference between targeted search and
the barely noticeable “pattern leakage” [7] that may crop up in AI
technologies due to their probabilistic abstracting from training
data. That we did not act on this opportunity is, in hindsight, an in-
dicator where ‘critical responsivity’ could have informed our design
of subsequent lesson materials to act on this faultline. Similarly,
a limitation of the current set of learning materials (particularly,
the more instructive slides) is that more ‘sharp end’ examples are
needed to represent and educate on harms brought about by AI tech-
nologies not dissimilar from the kind of technology the students
were using. While there is potential for more in-depth discussions
to arise in a possible multi-year programme (e.g., a year 4 module
later supplemented by an advanced year 6 module) as advocated
by the teachers,12 there were multiple opportunities for a more at-
tuned ad hoc response. For instance, this could have been to stress
that we were using an ‘off the shelf’ image diffusion model (i.e.,
non-finetuned Stable Diffusion); and discuss with students in which
contexts such generic solutions would not work—then extending
it considering harms of generic models in arguably higher stakes
contexts such as facial recognition, criminal recidivism prediction
or credit scoring. This echoes concerns from critical voices such as
Nemorin and colleagues who have noted that often little attention
is paid to how AI technologies in educational contexts may reify
knowledge along extractivist lines [65].

In sum, the ambition for “lifelong learning” [27] regarding AI
technologies needs to bring values beyond the purely economic to
the forefront. We argue that in the long term, constructionist HCI
research efforts may help in addressing this need, but the intricate
nature of critical concerns and rapid changes also necessitate action
in current design efforts. In practice, and reflecting on our disclosure
of the frontloaded negative prompt and the subsequent exchange
with students, we suggest that HCI research could be proactive
and responsive here by adopting a practice of disclosure, rather
than optimization. A parallel can be drawn here to the field of
“explainable AI” (XAI), particularly regarding how Benjamin and
colleagues’ have stressed that while machine learning uncertainty
is usually explained or engineered away, it can serve as a design
material in its own right when being actively engaged [7]. In other
words: in addition to putting ‘safety’ of stakeholders first (e.g.,
by adding locked negative prompts to an image diffusion model),
the disclosure of having done so (i.e., of having further biased a
biased model) can function as a way to critically ground reflection
12This would also allow for an introduction of more intricate and challenging aspects
of AI technologies and society, such as shown in the works of, for example, Bender
and colleagues [6] or Birhane and colleagues [12]. Such work would help to further
underline the economic motivations behind much of AI technological development
(e.g., the human element of training data production, extraction, curation and/or mod-
eration), and also distinguish educational from utilitarian efforts aimed at ‘efficiency’
such as learning how to write prompts in order to capitalize on generated images.
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on the capacities and dangers of generative AI technologies. The
challenge and potential remedy, we propose, in pursuing this lies
in researchers—or educators—designing generative AI technology
education provisions with critical responsivity in mind.

6 DISCUSSION
In this section, we present a discussion relating to broader implica-
tions for HCI researchers regarding firstly the design of generative
AI systems, and secondly the methodological strength of RtD to
respond swiftly to disruptive technologies.

6.1 Constructionist Strategies in the Design of
Generative AI Systems

While the Ryelands AI Lab carries direct implications for construc-
tionist AI education, there is also intermediate knowledge we can
build upon in this regard for more general design concerns. Here, we
consider two primary aspects of designing generative AI systems
where constructionist strategies may support HCI: first, during
development as a way to build understanding and requirements of
a system; and second, as guidance offered in the design of artefacts
(e.g., onboarding user interfaces). Both aspects connect to the larger
discourse on XAI or ‘interpretable machine learning (ML),’ but im-
portantly weigh the importance of explanation and interpretation
differently. Similarly to the difference of constructionist to ‘instruc-
tionist’ (e.g., frontal lecturing, passive students) learning methods,
the goal of designing systems using constructionist strategies does
not lie in transferring one definitive explanation or interpretation
but rather in providing opportunities for engagement; whether this
be playful or serious. To clarify the below, we consider construc-
tionist strategies as ways to foreground particular affordances of a
technological artefact; i.e. the relations through which the world
and the ways in which to perceive and act in it takes shape [42, 67].

First, constructionist strategies may benefit both designers and
stakeholders in the early phases of system development, such
as in participatory co-design methods or place-based inquiries.
Already in and of themselves, these types of methods are not
generally present in XAI research, which predominantly engages
with expert audiences, specifically people with formal ML educa-
tion (e.g., [57, 61]). Following proposals for the field to shift focus
(cf. [24, 90]), work in XAI has begun to diversify its methods and au-
diences. For instance, Benjamin and colleagues have conducted co-
design workshops with employees at a research institution where
the goal was not to convince stakeholders of the suitability of a
proposed ML-driven visualization system, but rather to understand
how precisely explanations for that system’s outputs shape the
highly specific contextual understanding of the stakeholders, with
participants literally constructing representations of their context
from materials such as playdough, which in turn led their anal-
ysis for the design of their system (see [9]). Such constructionist
strategies therefore further stand in contrast to the generally ‘in-
structionist’ stance of XAI even when non-experts are considered,
where stakeholders are often left unclear about how generic expla-
nation metrics such as fairness map to their specific context (see
[76]). In this vain, we argue that constructionist strategies which
closely couple opportunities for practical and critical engagement

may further assist HCI in developing and pursuing such context-
aware methods.

Second, constructionist strategies can also serve in the design
of system artefacts such as onboarding interfaces that can help
stakeholders comprehend the particular generative AI technology’s
capacities rather than disguising or obfuscating them. Such HCI
work is becoming more pressing, for instance to contextualize and
weigh the outputs of text synthesis models such as ChatGPT that
are particularly prone to “fabrications and falsifications” [25]. How-
ever, it is unlikely that there will ever be a perfectly trustworthy
form of presenting current generative AI technology outputs—when
developers themselves can frequently not fully account for their
systems and/or routinely misjudge and over-accept explanations
for AI technologies [47, 83]. Thus, we suggest that constructionist
strategies for generative AI systems offers a plausible route for-
ward: rather relying on explanatory elements which puts people
interacting with a generative AI system into a passive role, being
given the means (e.g., through interactive examples) to playfully
work through generative AI technologies’ capacities within a given
system may empower stakeholders. For instance, in contrast to
the highly specialized explanatory interfaces dominant in the field
(cf. [39]), a constructionist design strategy may pursue incremental
increases in the complexity of an interface (e.g., by introducing
parameters such as seeds or guidance along specified routes). This
could firstly support the practical understanding of a generative
AI technologies’ capacities, and secondly scaffold the multitude of
“explanation styles” [11] that people bring with them by allowing
various thresholds for reflection. In this light, we argue that design
can learn from educational approaches more generally to design for
playful, ‘tinkering’ engagements, and note that importantly such
‘ludic’ design of generative AI systems can build on a long research
tradition tracing back to Gaver and colleagues’ Drift Table [33] and
contexts such as playful encounters with robots [55].

6.2 Research-through-Design as a “Rapid
Response Methodology”

Our main methodological interest was the effects of choosing RtD
as our guiding project methodology for engaging generative AI
technologies in this context. The relative openness of the topic of
generative AI technologies in terms of its novelty and connections
to all kinds of subject areas in the UK curriculum (e.g., art, citizen-
ship, design, engineering) led to a burgeoning of design possibilities.
During the initial collaborative process, this led us to envision a
whole range of generative AI technologies (particularly text mod-
els such as ChatGPT) to be included in the delivery. Up until the
first delivery, this was seen as feasible and the first lesson plans
as well as scripts included details on how the various technologies
would tie into each other. For instance, in one version the students
were to create an avatar of some sort (e.g., a superhero) using a
text-to-image model, then write scenes for the character using a
text prediction model, which then would be used for further image
generation. Additionally, we also considered making a hardware
component; specifically a micro:bit13-based camera which would
leverage Stable Diffusion’s image-to-image mode for an even more

13https://microbit.org/, accessed 01/08/2023.

https://microbit.org/
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direct (and less desk-based) hands-on engagement with the AI tech-
nology based on Benjamin and colleagues’ Entoptic Field Camera
[8]—with us thinking that these artefacts would be the focus of the
RtD methodology. As stated repeatedly above, these initial plans
did not ‘survive first contact’ with the realities of introducing fun-
damental concepts alongside the ‘mind-blowing’ effect of the sheer
possibility to create never-seen-before images from words. While
we, therefore, did not achieve the same scope of topics and tech-
nologies we had initially sought out, we could rapidly adapt to the
flow of the interventions rather than having to stick to a pre-given
and potentially less impactful plan. Further, the RtD methodology
we followed allowed for a previously unplanned introduction of a
lab project (‘Reimagining Ryelands’) and the subsequent creation
of the prospectus and exhibition.

This experience now leads us to consider the choice of RtD as
our project methodology. The ‘inward’ responsivity of RtD projects
and related design research methodologies is well known, and has
been extensively detailed above in terms of weekly adaptations
of learning materials, reshaped project goals, etc. Here, we reflect
briefly on the outward responsivity of RtD. To put this into perspec-
tive: the text-to-image diffusion model we used was released only
months prior (August 202214) to our first meeting with teachers
(November 2022). We find this noteworthy due to the vast space
of concerns that was opened up in short succession to the release
of it and similar models (e.g., ChatGPT, Midjourney, etc.)—as high-
lighted in the Writers’ Guild of America strikes [1], or a UK House
of Commons committee report [18]. We argue that it was exactly
this rapidly unfolding and ongoing event which made it feasible
for us to choose RtD as a methodology. That is not to say that the
widespread integration and proliferation of generative AI technolo-
gies won’t require large scale studies—however, given the limitless
contexts in which generative AI technologies as software artefacts
can be applied, HCI also needs to be able to quickly set up, deliver,
and understand small-scale and single context studies.

We argue that RtD is eminently suited to study the impacts of
disruptive technologies while their socio-cultural-technical ramifi-
cations are still being negotiated. This is likely particularly true with
AI technologies, where for instance the gap between user-facing ap-
parent ‘intelligence’ and vast socio-technical realities (e.g., content
moderation, bias, data sourcing) can be particularly pronounced.
At the same time, any technological innovation or adaption brings
about uncertainty regarding its socio-cultural ramifications. This
fits into a strong tradition within RtD and HCI design research
where ambiguity [32] or multiple meanings [81] are seen as re-
sources rather than obstacles. Yet, we also think that the outward
responsivity of RtD is perhaps obvious, but underspecified. In turn,
we propose to term this attribute of RtD as its suitability for being a
rapid response methodology, a termwe borrow frommuseum studies.
“Rapid response collecting” was initiated in 2013 as a curatorial strat-
egy by The Victoria and Albert Museum (see [26, 88]) to deal with
significant quickly unfolding events in an increasingly connected
world saturated by scaling information technologies—for instance,
3D-printed guns.15 In contrast to rapid response collecting, where

14https://stability.ai/news/stable-diffusion-announcement, accessed 24/11/2023.
15More recently, rapid response collecting resurfaced during Covid-19 pandemic fo-
cusing on the related paraphernalia and side-effect of widespread shifts to online
socio-cultural activities [20].

museological ordering and contextualizing takes precedence, it is
the strength of RtD to synthesize intermediate knowledge from the
materials it gathers that is not only reflective but generative towards
new theories, products, design strategies, or subsequent research.
But in contrast to other types of design processes (e.g., the double-
diamond framework), RtD here can also be seen as responding to
the questions thrown up by historical phenomena rather than the
demands of a product for particular ends (e.g., efficiency, UX, profit).
This becomes all the more pressing given the general difficulty in
preventing negative outcomes of technology once these have been
identified (often termed the ‘Collingridge dilemma,’ see [51]), and
specifically the already significant outpacing of regulatory efforts
by releases of AI technologies (see [77]). Accordingly, we argue
that seeing RtD as a rapid response methodology can lend further
legitimacy to the studies and researchers subscribing to it while
still maintaining its specificity as a research methodology first and
foremost.

6.3 Limitations and Future Work
One of the main limitations of this project is its relatively small
sample—one exploratory study in one school with one specific set
of teachers and students. As such, it cannot be ruled out that parts of
our observations came about due to the “novelty effect” (see [2, 63])
of generative AI technologies for students and teachers. While we
think that it is exactly this novelty which needs to be addressed, and
that RtD is in a position to do so (see section 6.2 above), it remains a
concern within the context of generative AI education approaches.
This effect may be alleviated with further studies, for instance con-
ducting a more complex intervention with the same year group of
students at a later date to assess the sustainability of our approach;
or with studies that are explicitly designed for triangulation to test
the approach for scalability. Regarding the latter specifically, and
with encouragement from the teachers, we are planning to extend
the approach to other schools in the area and other age groups (e.g.,
secondary and high schools). Given that one of the main learning
artefacts, the image generation tool, can be accessed very easily
by any device capable of web browsing, such efforts could focus
on scale primarily—there are as many as 16,783 primary schools
in England alone.16 However, there are multiple design challenges
such future work needs to navigate, especially given that it would
mean pivoting from our responsive approach towards building the
kind of package which are provided by platforms to rapidly upskill
teachers on particular subjects, such as Twinkl.17 To frame this
challenge productively, we are considering to frame it through the
established HCI lens of “research products” [68] developed by Odom
and colleagues and recently expanded precisely in the dimension
of “scale” [16] by Boucher, as this clarifies the particular demands
of scaling the Ryelands AI Lab by articulating a design space with
constraints. This would also allow for further exploration of a spe-
cific RtD concept as a way to rapidly respond to emergent design
challenges of disruptive technologies. However, a packaged module
could also easily become just another generic resource commodity
pushed on overworked and underpaid educators without enough

16https://explore-education-statistics.service.gov.uk/data-tables/permalink/
74bb0ee9-712c-4820-ad0e-08dbb395de42, accessed 14/09/2023.
17https://www.twinkl.co.uk/, accessed 03/08/2023.

https://stability.ai/news/stable-diffusion-announcement
https://explore-education-statistics.service.gov.uk/data-tables/permalink/74bb0ee9-712c-4820-ad0e-08dbb395de42
https://explore-education-statistics.service.gov.uk/data-tables/permalink/74bb0ee9-712c-4820-ad0e-08dbb395de42
https://www.twinkl.co.uk/
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critical perspectives or representative examples; which would have
to be carefully considered and critically reflected upon (see also
[35]).

7 CONCLUSION
In this paper we detailed how we used a Research-through-Design
project methodology to engage the uncertainties surrounding gener-
ative AI technologies with an exploratory study in the educational
context; which took the shape of the Ryelands AI Lab as a con-
structionist pilot curriculum for generative AI primary education.
Adopting RtD’s capacity for inquisitive and reflexive development,
we designed, produced, and delivered six lessons on generative AI
technologies which appears to demonstrate improvements in prac-
tical and critical competencies for students; and drew intermediate
knowledge from our observations for future work in HCI. Concern-
ing the project’s context directly, we (1) offer guidance for HCI
research on developing constructionist generative AI curricula, and
(2) critically reflect on the role of AI technologies in education based
on our experience. Reflecting on wider implications for the field, we
further (3) consider the value of constructionist strategies in design-
ing generative AI systems and (4) look at RtD as a ‘rapid response
methodology’ that is particularly suited to unfolding and unsettled
socio-technical developments surrounding disruptive technologies.
Especially this latter aspect shows, we argue, why design can attend
to emerging uncertainties in unique and valuable ways.
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