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Abstract

Software Defined Networking (SDN) is a modern approach to com-

puter networks that involves the separation of the control and for-

warding planes. Using this approach, control is achieved through the

use of an SDN controller, which enables the delivery of far more in-

telligent, efficient and resilient networks.

Whilst the use of an SDN controller offers many potential benefits, the

centralisation of network control introduces a single point of failure

- if the SDN controller develops a fault, or is under attack, then the

network can be severely disrupted. From a security perspective, the

SDN controller represents a tempting target for an attacker - if the

attacker can gain control over the controller then they can act as

a malicious insider, gaining control over the operation of the whole

network. The actions of a compromised SDN controller can be seen

as an occurrence of byzantine (or arbitrary) faults. By introducing a

byzantine fault tolerant (BFT) element to the control plane, insider

attacks can be prevented.

This thesis explores the impact of a compromised SDN controller,

and provides a defence called SDBFT: Software Defined Byzantine

Fault prevenTing control. I reduce fault tolerance to fault prevent-

ing, which means fault detecting with recovery. SDBFT prevents a

compromised SDN controller from performing malicious actions in a

network. Within this thesis, I first analyse and demonstrate a num-

ber of attacks that can be performed from a compromised controller,

including an exploration of the impact of such attacks on a real-world

scenario involving Industrial Control Systems (ICS). I then propose,

implement and evaluate the SDBFT system, using novel algorithms



that are able to protect against faulty controllers. I demonstrate

through extensive experimentation that the SDBFT system far out-

performs approaches built upon a traditional BFT model, and only

represents a modest reduction in controller performance compared to

the traditional SDN architecture.
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Chapter 1

Introduction

This thesis presents the design of a novel consensus-based byzantine fault-tolerant

distributed architecture for a controller within an Software Defined Network

(SDN), to prevent against insider attacks through compromised controllers. In

this chapter, I provide a brief introduction to SDN and the issues in terms of se-

curity of the SDN paradigm that motivate the need for a fault-tolerant controller

architecture, including the limitations of current approaches. I then outline my

aims and key contributions and provide an overview of the structure of the rest

of this thesis.

1.1 Background

1.1.1 The Rise of SDN

In recent years, the notion of programmable networks has become an area of

increasing interest and research. In traditional networks the control and data

planes resided on the same device, with control being relatively static and deter-

ministic — the new model has shifted to moving the control plane into software,

allowing for real-time control of network flows.

The most well-known programmable network model is Software Defined Net-

working (SDN), wherein switches are purely forwarding devices which operate
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using a rule-based flow table which is populated through the use of an SDN con-

troller. The controller can either pro-actively install flow rules to control future

flows, or react to new flows seen on the switch and make routing decisions on

the fly. An SDN controller can run multiple applications, providing specific func-

tionality beyond normal routing, including load balancing, firewalls and traffic

monitoring. Typically, a switch will receive a packet and will attempt to match

it with a rule in its flow table. If matched, it will apply the action defined by the

rule. If there is no match, the switch will forward it to the controller, which will

then return a new flow rule (or set of rules) which will define some action, such as

to forward the flow to a particular port or drop all packets. SDN most commonly

refers to the specific OpenFlow [148] protocol for switch-controller communica-

tion used to establish SDN networks, providing the interface between the switch

and controller, as well as the specification for how the switch operates. Whilst

OpenFlow is already in use at major organisations, other protocols do exist.

Google uses a self-built high-speed SDN network for handling inter data centre

communications [104], while the NSA uses a locked down version of the Ryu con-

troller to control their intra-net1. SDN networks are also increasingly commonly

paired with network function virtualisation (NFV) technologies to provide the

routing mechanism within datacentres and cloud environments, where a dynamic

network is required to keep up with a rapidly changing topology.

1.1.2 The Problem With SDN

Typically in an SDN, a switch is controlled by a single controller, with one con-

troller responsible for many switches. In a small network environment, one con-

troller can easily control the entire network. Controllers are often large, complex

applications running on standard hardware and operating systems (for exam-

ple most Openflow controllers run as java or Python programs in user space on

Linux). Whereas; before routing decisions were made on the switch, meaning it

would be difficult, though not impossible, for an attacker to have an influence

over routing decisions, the control plane, and the decision making for routing,

1https://www.networkworld.com/article/2937787/nsa-uses-openflow-for-

tracking-its-network.html
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now operates on a general purpose computer which may well be connected to the

internet or other internal enterprise systems. This single point of failure becomes

a high-value target for an attacker [60, 207, 210, 206].

Modern operating systems are large, complex systems, and with that comes

the risk of vulnerabilities and exploits. Zero-day exploits can remain undetected

by defenders for months after being discovered by cyber criminals, and sold on the

black market [27, 149]. Older, well known vulnerabilities, while fixed by vendors,

can remain an issue for years following discovery on unpatched machines, such

as the critical EternalBlue exploit that still exists years after its discovery [178].

These exploits can give attackers full administrative control over a machine, often

with very little evidence of their presence. SDN controllers run as processes on

traditional operating systems, so it is therefore feasible for an attacker to gain

control of a machine running an SDN controller (e.g. by exploiting a vulnerability

in the operating system or other software installed on the system), or at the

very least gain the ability to intercept switch-controller communications on the

controller host, allowing them some degree of control over the network. Similarly,

with the increasing complexity of SDN controllers comes an increasing risk of

a vulnerability in the controller, or one of its dependencies. For example, in

December 2021 a major vulnerability, Log4Shell, was found in the log4j java logger

library1, which is utilised by many enterprise Java applications, including SDN

controllers such as the Floodlight controller used in this work. This vulnerability

allowed the attacker to connect to external services and potentially download, and

run, arbitrary code and affected hundreds, if not thousands, of software projects

that utilised the log4j library.

There are a wide range of actions an attacker could carry out if they were

in control of the SDN controller and routing decisions. The obvious examples

include denial-of-service attacks, wherein the attacker drops the network flows

of a particular target host, or all hosts. In a similar fashion, the attacker can

break the network through the introduction of illegal topologies, such as loops.

These sort of attacks are relatively easy to detect and prevent utilising existing

approaches which look for such topological errors in SDN control commands [111,

112, 7]. A more persistent attacker could perform more intelligent attacks that

1CVE-2021-44228
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do not cause obvious issues with the network, but affect it in other ways. For

example, an attacker could add a few extra hops on the paths of a particular

flow to introduce higher latency. While this may not seem like a major issue, in

a scenario such as a financial institution engaging in ultra-low latency trading,

where transactions need to happen very quickly (in the order of microseconds),

a delay of even a few milliseconds over the expected could result in major issues

such as trades being carried out after prices have changed [10]. An attacker who

has control over flows could facilitate person-in-the middle attacks by routing a

target flow through a machine that they own without the sending and receiving

parties realising.

In the past, the primary threat in cyber-security was individuals carrying out

relatively simple attacks for the fun and to earn respect amongst their peers.

There are still have low-impact threats — script-kiddies — inexperienced and

less-skilled attackers who use off-the-shelf malware or simple, widely available

tools to carry out simple attacks such as distributed denial-of-service (DDoS),

or credential harvesting. These types don’t usually have a specific target; if

they can’t get into a system easily they will move on. Now there is, however,

a growing threat from advanced attackers, namely criminal gangs and nation

state attackers. These new threats are well resourced, highly skilled, persistent

and targeted, which has led to the term Advanced Persistent Threat (APT).

These attackers work with the goal of stealing information, and disrupting critical

infrastructure. Two well known examples of this include attacks against western

defence companies from the east (it is suspected the Chinese J-20 jet fighter is

based on stolen plans of the USA’s F-22 and F-35 fighters1), or the (supposedly)

American and Israeli attack on Iranian nuclear enrichment plants in the form

of Stuxnet [110]. Such attackers can gather large amounts of intelligence about

their targets, discover their own zero day exploits, which are unknown even to

the software developers, and write single-use pieces of malware which can evade

detection. While a script-kiddie is unlikely to attack an SDN network, it is well

within reason that an APT level attacker would put the time and effort into

1https://www.cnbc.com/2017/11/08/chinese-theft-of-sensitive-us-military-

technology-still-huge-problem.html
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attacking the SDN control plane in order to assist in their other operations due

to the control that such a network would allow.

1.1.3 Dealing With The Problems

One approach to dealing with this problem is to detect attacks once they have

occurred, then react and repair the damage later, through the deployment of

a specialised Intrusion Detection System (IDS) or Intrusion Prevention System

(IPS). This is common within the host-based malware detection field, with the

caveat you often cannot detect the malware until it has already infected the

machine and started performing malicious actions. In a networking environment,

a large delay in detecting a malicious action may be a major problem — too

large a delay and the attack can be completed before it is detected. Because

many network flows are short lived, damage can be done even if there is a delay

of just a few seconds between an attack starting and a response occurring. For

example, this could be enough time for an attacker to redirect an important

request to a malicious server to disrupt a critical user request. This detection

approach requires an accurate data stream from the controller in order to apply

detection, which could be difficult to guarantee if the attacker has full control.

For example, the controller could report taking one action, but actually perform

another.

The second approach is to build protection into the controller architecture

which prevents attacks from occurring at all. This is akin to the network intru-

sion prevention system (IPS) model, where a detector sits on the network gateway

and blocks any flows which exhibit malicious, or unusual, behaviour. In an SDN

setting, this would require some system that sits between the switch and con-

troller, or on the switch itself, in order to analyse controller outputs — making

decisions about whether or not to accept the result. This would have to occur

outside of the controller, and its host, due to the risk of compromise. Applying

IPS-like autonomous detection can be a costly operation (including the potential

for false positives), and could reduce controller performance to the point that the

network suffers.
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A compromised SDN controller is effectively a malicious insider within the

network control architecture. For a discussion on how an SDN controller can be

compromised see Chapter 4. One way to look at insider attacks within SDN is

to consider the attacks as introducing faults to the network, with a compromised

controller being seen as a faulty service, causing byzantine (arbitrary) failures

within the network. A compromised controller can return a response to a switch

request which does not match the expected outcome, causing traffic to be routed

in an incorrect manner. A controller architecture that is resilient to insider attacks

could then be considered fault-tolerant if it is able to operate normally despite

compromised nodes. Within the distributed systems space there has been a large

amount of work designing protocols that enable systems to operate in the presence

of faults (see Section 2.11), ensuring that even if a portion of the nodes in a

distributed system are faulty the system operates without fault (in the best case

handling f faulty nodes with 2f + 1, or more commonly 3f + 1, nodes). In

the simplest fault tolerant protocol a client will make a request to a group of

servers, which then respond with a majority vote mechanism deciding on the

correct response. There has been work to provide fault tolerance within SDN,

however this is usually limited to fail-stop failures of a single controller (where

the controller goes offline either temporarily or permanently), and control simply

transitions to a backup controller which has access to a distributed datastore

containing switch state information shared with the primary and so can efficiently

gain control of the switch with existing knowledge of its state (see Sections 3.6

and 3.7).

What if we move to a distributed control architecture, where a switch com-

municates with multiple controllers at the same time and applies a fault tolerant

algorithm to prevent faults from occurring? This has the potential to prevent

almost all attacks resulting from compromised controllers, although introduces

some possible issues:

• Adding extra communication steps increases the latency of routing decisions

being made, degrading network performance.

• Introducing multiple controllers increases the required computing cost for the

control plane.
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• The network design becomes far more complex. For example, how are con-

trollers assigned to switches?

• How do we ensure controllers are in sync, such that they can reliably agree

on actions for specific flows?

• How are faulty or compromised controllers dealt with?

Typically, byzantine fault tolerant (BFT) algorithms require at least 3f + 1

(with some optimised algorithms reducing this to 2f+1) nodes in order to provide

fault tolerance, where f is the maximum number of faulty nodes. The protocols

usually require at least 4 rounds of communications, including multiple broad-

casts. For example, if I take perhaps the most well known algorithm, Practical

Byzantine Fault Tolerance, or PBFT [41], this requires 5 rounds of communica-

tion, including two rounds where all nodes broadcast to all other nodes. PBFT

also requires a node to take the role of leader, which is the primary node that

the client contacts, and then replicates the request to other members. If this

leader is not operating properly, there is a large time penalty in choosing a new

leader which could become unacceptable. A compromised leader could also mod-

ify, or even drop, client requests if requests are not signed by the client. The

key requirement of the existing algorithms is fault tolerance — as long as there

are fewer than f faulty nodes the algorithm will always handle the faults as part

of the protocol and complete fully. This is good for fault tolerance, but bad for

performance due to the latency and communication overhead of such algorithms.

If I assume a scenario where the servers are non-faulty for the majority of the

time, then the extra communication steps to handle faults that do not occur rep-

resent a large cost in terms of performance which is unacceptable in a low latency

scenario such as SDN control.

1.2 Motivation

Previous work around fault tolerance within SDN architectures has largely fo-

cused around handling fail-stop failures, where the primary controller no longer

responds to requests from switches. The typical approach is to utilise a backup
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controller which takes over control when required. This approach is suitable

for scenarios where a controller fails completely, either through genuine fault or

through a Denial-of-Service (DoS) attack, however it can not necessarily han-

dle byzantine faults introduced either through genuine fault, or through a more

advanced attacker, such as malicious routing decisions. Further, as I show in

Chapter 4, a particularly skilled attacker could inject malicious flow rules into

the network which are subtle enough to not adversely impact upon network per-

formance, meaning that detection is difficult.

One approach is to make use of a byzantine fault tolerant (BFT) architecture

which can handle arbitrary faults both from genuine faults and those caused by

an attacker [136, 137, 76, 158]. In these approaches, 3f+1 are required to handle

f faulty controllers — as long as no more than f controllers are faulty then the

fault is handled and the switch is correctly updated. However, this comes with a

large additional overhead as BFT algorithms are typically costly, requiring large

amounts of replication to provide 3f + 1 controllers per switch and operating

over multiple rounds of communication. This additional overhead translates to

additional latency when reacting to new flows. Whilst on a single hop path

this extra latency could be negligible, over a typical many-hop path this latency

becomes an issue.

From a network engineer’s perspective, who would want the network to per-

form optimally, the trade-off of large amounts of extra latency for extra security

may not be worth the additional complexity. It is well known that security sys-

tems that have a noticeable impact on users tend to not be used (as is often

the case with the tradeoff of usability vs security [35, 123, 165, 241]). This led

me to explore an approach that can still provide levels of protection that, in the

case of no fault, operates with a minimal impact on network performance, and

whilst under attack performs at a worst case equivalent to the traditional BFT

approach.
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1.3 Aims

In this work I design a control architecture for SDN in which a switch commu-

nicates with multiple controllers at the same time, with a simple, and efficient,

byzantine fault-tolerant algorithm to provide agreement amongst controllers. I

relax the requirements of a traditional byzantine fault-tolerant algorithm to han-

dle faults within the protocol itself — I instead aim to identify when a fault

has occurred and then enter a failover protocol to handle it, rather than han-

dle directly in the initial run of the protocol. In this design, a switch directly

communicates with a quorum of controllers (without the use of a leader), and

then directly receives the responses back from all controllers. If all the controllers

return the same result, the switch accepts this result and updates the flow table.

If there is any disagreement in the responses (including any arbitrary difference),

then the switch enters a recovery node and rejects the response, picking a new

quorum of controllers from the pool. This represents a trade-off over traditional

fault-tolerant protocols, as in the non-faulty case control requires far less commu-

nication than PBFT (two rounds instead of five) and is hence more efficient, but

a slower recovery from fault than if it was directly handled within the initial run

of the protocol. This approach has the additional benefit of requiring only 2f +1

controllers, with f + 1 used during normal operation with a further f backup

controllers required when a fault is detected. An efficient BFT algorithm usually

requires at least 3f +1 nodes to provide fault tolerance. For example, a five node

system will tolerate one faulty node. In this system, a five node system will be

able to identify that a fault has occurred even if four of five controllers are faulty.

1.4 Contributions

In this section I outline the contributions of this thesis.
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1.4.1 Exploration of Attack Capabilities From a Compro-

mised SDN Controller

I provide an analysis of the capabilities of an attacker who has gained some

degree of control of an SDN controller. I begin by evaluating the attacker model,

including the method of controller compromise and the goals of such an attacker.

I then define a set of attacks that can be launched from a compromised SDN

controller, with a focus on attacks which cause modifications to the data plane

through the use of malicious flow rules. This is a combination of attacks from the

literature, as well as a number of novel attacks that to the best of my knowledge

are explored for the first time in this thesis. In many works which focus on the

security of controllers, the exploration of attacks that can be launched is limited

and so I aim to provide a focus on the potential impact of a compromised SDN

controller.

1.4.1.1 Practical Demonstration of Attacks

I implement the described attacks through a set of malicious applications for the

Floodlight SDN controller [187], and show their impact on a simulated network

using Mininet [130]. The impact of these attacks range from simple denial of

service, to less obvious attacks which introduce additional latency into network

communication, or support person-in-the-middle attacks. Whilst existing works

have implemented a subset of the individual attacks, to the best of my knowledge

this is the first piece of work to implement and evaluate the impact of multiple

attacks which modify the data plane from a compromised control plane.

1.4.1.2 Impact of Attacks on Industrial Control Systems

I examine the impact of the described attacks in a real-world setting of Industrial

Control Systems (ICS). Within ICS, the safety of systems is paramount and an

increasing use of real-time ethernet-based communication requires resilient net-

working. SDN is being increasingly proposed for use in industrial networks, in
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part due to the benefits to security and resilience afforded through reactive net-

work control, however there has been minimal discussion of the negative security

aspects of SDN in such environments. I further develop my attacker model for the

ICS case, and test the impact of my attacks on a combined physical and simulated

testbed utilising real-world ICS devices and protocols, a physical SDN switch and

a simulated physical process. I show that even simple attacks which introduce a

small amount of additional latency can fully disable real-time industrial network

protocols, and cause disruption to others.

To the best of my knowledge, this is the first piece of work that explores the

impact of a compromised SDN controller within the context of industrial control

systems. This work has been published as “Controller-in-the-Middle: Attacks on

Software Defined Networks in Industrial Control Systems” [87].

1.4.2 Design of a Consensus-Based Distributed Controller

Architecture to Prevent Malicious Insiders

I propose a novel consensus-based distributed architecture for byzantine fault

tolerant SDN control, which I refer to as SDBFT (Software Defined Byzantine

Fault prevenTing control). SDBFT is a lightweight protocol for applying con-

sensus within SDN controllers in order to identify, and handle, byzantine faults,

whilst requiring only f + 1 primary controllers to handle f faulty or malicious

controllers (reverting to 2f + 1 through the addition of f backup controllers on

the occurrence of a fault), compared to the 3f+1 used by comparable approaches

which utilise a traditional byzantine fault tolerant approach. The primary dif-

ference between SDBFT and the traditional BFT approach is that when using

BFT, all 3f + 1 controllers are used to handle all requests, whilst when using

SDBFT only the f +1 primary quorums handle requests, whilst the remaining f

backup capacity can be reserved on other controllers. Whereas traditional BFT

algorithms can prevent faults from happening as part of the core protocol, with

little difference in operation between the faulty and non-faulty state, I relax fault

tolerance to fault-identification with recovery, which allows for a far more efficient

protocol, with fewer communication steps to be used in the non-faulty scenario.
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This is achieved through the use of a system where f + 1 primary controllers

are used if there is no disagreement amongst controllers, with the introduction

of an additional f backup controllers when disagreement occurs. The SDBFT

architecture is able to provide byzantine fault tolerance for SDN control with

a low additional packet processing time, and far fewer messages than compar-

ative systems using a traditional BFT approach, making it more viable for use

in real-world networks with a trade-off of a slight delay when handling faults.

Whereas existing works focus on one aspect of the problem, such as controller

assignment, this thesis represents thee first approach which covers all aspects

of the potential deployment including controller assignment, signature use and

controller consistency.

1.4.2.1 Implementing and Evaluating the SDBFT Architecture

I implement SDBFT using the Floodlight controller, and a switch proxy to repli-

cate the switch-side logic. I evaluate the performance of SDBFT using three

testbeds, including a Mininet environment, an OpenVSwitch virtual network and

a physical testbed using commercial SDN switches. I perform a number of tests

to measure the performance and resilience of SDBFT, compared to a non mod-

ified controller and a traditional BFT based approach which closely resembles

the related work. In particular this includes an evaluation of the performance

during the occurrence of fault, which is missing in existing work. This is the

most substantial evaluation of a fault-tolerant (or preventing) control plane to

demonstrate the practical viability of such approach. I show that the SDBFT ar-

chitecture provides fault tolerance with far less overhead than a traditional BFT

approach.

1.5 Thesis Structure

The thesis is structured into nine chapters. In Chapter 2, I provide a background

on SDN and fault tolerance. I describe the history of SDN, describe common ar-

chitectures and provide details on the most common SDN protocol — OpenFlow.

I give an introduction to consensus and describe byzantine fault tolerance.
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In Chapter 3, I provide a literature review on the security of SDN, and cover

various techniques for providing security and fault tolerance within SDN con-

troller architectures.

In Chapter 4, I explore attacks against software-defined networks that can be

launched from a compromised SDN controller. This includes discussing the goals

and attack vectors of the attacker and an exploration of multiple attacks, some

from the literature and some new. I then look at a specific real-world use case

of SDN in the form of industrial control systems, and measure the impact of a

subset of the attacks against a number of industrial protocols.

Chapter 5 describes the design of my consensus-based fault-tolerant SDN con-

trol architecture, SDBFT, and I discuss my implementation of this architecture

in Chapter 6.

In Chapter 7, I describe my experimental setup for measuring the perfor-

mance and resilience of SDBFT, describing three simulated, virtual-networking

and physical switch based testbeds, along with the tools I utilise.

Using the testbeds developed in Chapter 7, in Chapter 8 I then evaluate

the SDBFT protocol utilising a number of tests, including baseline performance

experiments, high-throughput benchmarks and fault recovery time.

Finally in Chapter 9 I discuss future work and summarise my key contributions

and impact of my work.
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Chapter 2

Background

2.1 Introduction

In this chapter I provide a brief history of networking and the development of

programmable networks. I then give an overview of Software Defined Networking

(SDN) and its operation, with a focus on the OpenFlow protocol. I then introduce

the concepts of dependability and byzantine fault tolerance.

In Section 2.2 I provide historical context with a history of the development of

networks, and the development of traditional routing algorithms. In Section 2.3

I then explore the concept of programmable networks which aims to provide

far greater control of networks than traditional network paradigms and routing

algorithms. I then examine the focus of this work, SDN, in Section 2.4, going into

detail on the architectures, applications and uses of SDN, and then in Section 2.5

I go into detail on the most widely-known SDN protocol, OpenFlow.

Section 2.6 explores the different modes of operation of SDN control, which

is followed by an overview of SDN controllers in Section 2.7. I also provide

an overview of the currently implemented fault-tolerance in SDN controllers in

Section 2.9.

Finally, Sections 2.8 to 2.11 introduce the concepts of dependability and faults,

consensus and byzantine fault tolerance.
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2.2 A History of Networking

2.2 A History of Networking

2.2.1 The Evolution of the Network

The concept of a computer network in which two computers communicate with

each other was first proposed by J. C. R. Licklider in his 1960 paper “Man-

Computer Symbiosis” [138]:

“It seems reasonable to envision, for a time 10 or 15 years hence, a

“thinking center” that will incorporate the functions of present-day li-

braries together with anticipated advances in information storage and

retrieval and the symbiotic functions suggested earlier in this paper.

The picture readily enlarges itself into a network of such centers, con-

nected to one another by wide-band communication lines and to in-

dividual users by leased-wire services. In such a system, the speed of

the computers would be balanced, and the cost of the gigantic memo-

ries and the sophisticated programs would be divided by the number of

users.”

Shortly afterwards in October 1962 Licklider became the first head of the

computer research program at the Advanced Research Projects Agency (ARPA,

now known as the Defence Advanced Research Projects agency, or DARPA),

where he pushed research into his networking concept [134]. During this time,

Leonard Kleinrock at MIT introduced the concept of packet switching (where

individual packets are addressed and routable) [113], which would lead fellow MIT

researcher Lawrence G Roberts and Thomas Merril to first computer network in

1965, connecting two computers over a low speed dial-up telephone line.

In September 1969, ARPA launched ARPANET, the network that would even-

tually become what we now know as the internet [134]. In October 1969 the first

message was sent between computers at the Stanford Research Institute (SRI)

and the University of California, Los Angeles (UCLA). By the end of 1969, the
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University of California, Santa Barbara (UCSB) and the University of Utah were

also connected to the ARPANET, growing it to four site.

As the ARPANET grew, multiple other networks were developed across the

world (such as the Merit and CYCLADES networks), however these different net-

works were not compatible with each other, and so in 1974 Bob Kham of DARPA

and Vint Cerf of Stanford University published the “Transmission Control Pro-

gram”, a protocol that provided all of the transport and forwarding functionality

for the internet (coincidentally, this was the first time the word “internet” was

used) [44]. In 1978, version three of the Transmission Control Program separated

the singular protocol protocol into two protocols - the Internet Protocol (IP) for

addressing and the forwarding of single packets, and the Transmission Control

Protocol (TCP) for providing additional features, including the ability to handle

lost packets. The User Datagram Protocol (UDP) was also made available at

this time. Around the same time, Ethernet was developed as a physical layer

protocol by researchers at Xerox PARC, primarily led by Robert Metcalfe [154],

and standardised as IEEE 802.3 in 1983.

2.2.2 Network Routing

One of the first widely used routing protocols was the Routing Information Proto-

col (RIP), originally developed by Charles Hendrick in 1982 and standardised in

1988 [95]. RIP is an example of a distance-vector routing protocol, in which routes

are determined based on distance, in this case the number of hops. Distance-

vector based protocols are based upon the concept of routing tables, which con-

tains information about the routes to networks, that are shared amongst routers

along with other network information. Routing is performed by identifying the

next router which would have the shortest path to the target, and forwarding the

packet onto it. RIP attempts to prevent network loops occurring by limiting the

number of hopes a packet can take to 15. This can reduce the chance of loops,

but has the downside that it limits the protocol to smaller networks as packets

cannot travel more than 15 hops.

Another distance vector routing algorithm emerged in 1986 in the form of

the proprietary Interior Gateway Routing Protocol (IGRP) from Cisco [52], later
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followed by the Enhanced IGRP (EIGRP) protocol in 1993 [51]. IGRP removes

the 15 hop limit experienced by RIP, allowing routed up to 255 hops in length,

which allows for much larger networks that RIP. EIGRP builds on IGRP to sup-

port classless IP addressing, and therefore subnets. Further, EIGRP reduces the

amount of information exchanged between routers by only transmitting updates

to routing tables.

Link-state routing protocols are the alternate to distance-vector routing pro-

tocols, first described in the 1970s for use in ARPANET [151, 150]. In link-state

routing protocols, each node (switch or router) builds up a map of the network

showing the connectivity between nodes. This graph can then be used to calculate

the shortest path to the destination, for example through the use of Dijkstra’s

algorithm, which is able to find the shortest path between two nodes in a graph

with weighted edges [67]. Whereas in distance-vector routing algorithms routers

exchange routing tables with each other, in link-state protocols switches and

routers only exchange information on their neighbours. Two prominent exam-

ples of link-state routing protocols are the Open Shortest Path First (OSPF) and

Intermediate System to Intermediate System (IS-IS) protocols.

OSPF, originally designed in the 1980s, is a link-state routing protocol which

uses a form of Dijkstra’s routing algorithm for finding the shortest path to desti-

nations [161]. As well as the distance between routers, the protocol also considers

other factors including link throughput and availability. Version 2 of the proto-

col added support for IPv4 [162], with support for IPv6 also added later [81].

OSPF is still widely used today, in particular within enterprise networks. IS-

IS is another link-state routing protocol that emerged around the same time as

OSPF, and is very similar, also relying on Dijkstra’s algorithm [177]. IS-IS is

commonly used as the routing protocol in the networks managed by Internet

Service Providers (ISPs).

The Exterior Gateway Protocol (EGP) [157], later followed by the Border

Gateway Protocol (BGP) [141], are examples of exterior gateway protocols. Whereas

all of the previously described protocols are interior gateway protocols, designed

for routing within a network, exterior gateway protocols are designed to pro-

vide routing between networks (or autonomous systems). BGP is an example

17



2.3 Programmable Networks

of a path-vector routing algorithm, in which path information is shared be-

tween routers. An important aspect of BGP is that is relies heavily on network-

administrator configured routed. BGP is the backbone of the modern internet,

with failures in BGP, in particular those caused by misconfiguration causing ma-

jor outages on substantial portions of the internet [167, 85].

2.3 Programmable Networks

Software Defined Networking (SDN) is just one example of the concept of pro-

grammable networks, in which the control plane, which represents the intelligence

used for making routing decisions (using the algorithms described above) and the

data planes, which is responsible for the actual forwarding of packets on the net-

work, are separated (previously both functions existed within a switch itself).

Before the emergence of SDN, and in particular the OpenFlow protocol, there

was a rich history in the development of programmable networks [80, 11].

Before SDN, a similar but disjoint concept was developed in active networks,

the first work coming from Tennenhouse and Wetherall in 1996 [224]. The con-

cept of active networks is that programs can be injected into the nodes of the

network [225]. In the Tennenhouse and Wetherhall approach this is done by re-

placing traditional network packets with “capsules” — small programs that are

executed at each switch as they pass through them. This custom code brought

programmability to the network through the packets themselves, for example in-

cluding code which dictates the next hop the packet will take. The alternate to

the capsule model is the programmable router/switch model, where the code was

loaded onto switches and routers through an out-of-band channel [25]. Whilst

the active networks concept, in particular the capsule model, did not gain much

traction past the 1990s, the programmable switch approach is still in use, with

the P4 language being an example under active development [29].

One of the earliest works exploring the separation of the control and data

planes was Tempest, an architecture for providing the capability for multiple

asynchronous transfer mode (ATM) networks to be hosted on the same physical
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switches [153]. As part of this work, the idea of software controllers which would

allow control of packet forwarding was considered.

ForCES (Forwarding and Control Element Separation) is an early interface

for communication between the control and data planes, standardised by the In-

ternet Engineering Task Force (IETF) in 2004 [238]. Whilst ForCES allows for

the separation of the control and data planes as is the core principle of SDN, the

difference to the modern SDN architecture is that both planes still exist on a sin-

gle device, on separate devices in very close proximity. This was used to develop

SoftRouter, which used the ForCES API to facilitate the communication between

routers which maintained a forwarding table with a separate controller. ForCES

struggled with vendor adaption and was eventually abandoned [80]. Shortly af-

terwards the Routing Control Platform further explored the concept of logically

centralised control, however this used the existing BGP protocol for modifying

the forwarding tables of routers [80].

Ethane (which is based upon the previously proposed Sane [40]) is the first

approach which follows the modern SDN approach of a centralised controller and

flow tables on switches [39]. Ethane makes use of a logically centralised con-

troller for administering level access control, with a focus on enterprise networks.

The development of Ethane directly influenced and led to the development of

the OpenFlow protocol, primarily due to the deployment of Ethane at Stanford

University.

2.4 Software Defined Networking

The first work describing SDN, and in particular the OpenFlow protocol, was

published by McKeown et al. at Stanford University in 2008 [148]. This work

details the design of the SDN switch, controller and OpenFlow protocol. The

driving motivation of this work was experimentation — the SDN architecture

would allow researchers to run experimental networks alongside production net-

works on the same hardware. Many early works on SDN focus on the separation

of research and production networks [214, 215]. After being deployed on multiple
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campus networks, the OpenFlow architecture was adopted within industry, be-

coming popular for use within datacentres [89, 80]. Whilst most commonly used

within individual networks, specifically enterprise and data centre networks [169],

there have also been deployments of software-defined wide-area networks (SD-

WANSs) [240, 156, 139]. A well known example of a SDWAN is B4, which is a

private WAN owned by Google and used to manage the connection between their

datacentres [104]. B4 utilises logically centralised applications to control routing,

with a control plane built upon the Onix distributed SDN controller [115].

The OpenFlow protocol is now standardised and promoted by the Open Net-

working Foundation [173]. I give a deeper overview of the OpenFlow protocol

in Section 2.5. For the remainder of this work, I focus on the OpenFlow-based

architecture for SDN.

2.4.1 SDN Controller Architecture

SDN 
Application

SDN 
Application

SDN 
Application

SDN Controller

CDPI (Southbound 
Interface)

Northbound 
Interfaces

Control 
Layer

Data
 Layer

Application 
Layer

Figure 2.1: SDN Architecture

In the SDN model, the network is split into three layers: the data plane,

control plane and applications [79, 120, 146].
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Data Plane The interconnected forwarding devices, either physical or virtual,

within the network (switches). These are the devices that perform the actual

forwarding within the network. The core components of data plane devices

are a set of forwarding engines, and a Control-Data Plane Interface (CDPI)

agent for handling communication with the control plane.

Control Plane The control plane, usually referred to as the SDN controller or

Network Operating System (NOS) is the logically centralised component re-

sponsible for communicating with data plane devices over the CDPI, including

translating commands from applications into flow rules useable by the date

plane, and providing a network view to the applications. A single controller

will communicate with multiple data plane devices, and the control plane

may be made up of multiple distributed, but logically centralised, controller

instances.

Applications (Management Plane) The application layer consists of a set

of applications for performing network functions, such as forwarding, load

balancing and firewalls. Applications communicate with the controller using

the northbound interface, including providing instruction to the controller

about actions that need to be taken within the network and receiving network

state information from the controller to use in application logic.

Communications between the layers is provided through the control-data

plane interface (CDPI, also commonly called the southbound interface) and the

controller-application interface (commonly referred to as the northbound interface

or API).

Control-data plane interface (CDPI)/Southbound interface The CDPI

allows communication between the switches of the data plane, and the SDN

controller. The CDPI will specify how the switches and controllers commu-

nicate, and will also dictate the instruction set of the forwarding device. The

CDPI provides functionality including the sending of switch events from the

switch to the controller, providing control of forwarding operations and col-

lecting statistics from the data plane. The most common CDPI is OpenFlow

(as discussed in Section 2.5).
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Controller-application interface/ Northbound interface The northbound

interface is used by applications to communicate with the SDN controller. The

northbound interface provides a layer of abstraction for the applications over

the low level instructions used by the data plane, with the controller con-

verting the high level instructions from the application. Whilst there is no

de-facto standard for the northbound interface (as OpenFlow is to the CDPI),

the northbound interface is most commonly implemented as a RESTful API.

There has been further attempts to provide a level of abstraction over SDN

in order to make the programming of networks easier. An example of this is

Frenetic, which is a high-level network programming language which can be used

for programming distributed collections of switches, which provides a layer of

abstraction over the SDN network below (in the provided example implemented

with the NOX controller) [84]. The language supports querying the network and

dictating traffic forwarding policies, which are translated into low-level flow rules

onto switches by a custom run-time system on top of the SDN controller.

2.4.2 SDN Deployment Architectures

An SDN deployment can take one of three architectures: centralised, distributed

and hierarchical. Each style of deployment has benefits and downsides which I

will briefly discuss.

Centralised In the centralised architecture, the entire network is controlled by a

single, centralised controller which maintains a complete view of the network.

Whilst this has the advantage that it is the easiest deployment, it provides a

severe limitation in terms of scalability, as well as provides a single point of

failure.

Distributed In the distributed approach, multiple controllers each control a lo-

cal partition of the network, with only knowledge of their local network view.

Approaches can be taken to synchronise information between controllers to

expand upon this view. Whilst this provides greater scalability, the limited

network view of an individual controller limits large-scale coordination across
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the network. I discuss a number of proposed distributed controller architec-

tures in Section 3.5.

Hierarchical In the hierarchical architecture, distributed controllers control a

local partition of the network, however a logically centralised root controller

with a global network view is used for making certain routing decisions.

2.4.3 Applications

One of the core components of the Software Defined Network is the applications

that run on or communicate with the controller in order to provide extended

functionality to the controller to perform specific functions. These can either be

part of the core SDN controller, or run as external services communicating with

the controller over an API. An SDN controller will typically come pre-loaded with

a set of applications which perform core functionality, such as routing, as well

as further applications for more advanced features. For example, the Floodlight

SDN controller comes with pre-built applications for forwarding, load balancing,

firewall and static flow pushers, amongst others [188].

As well as the default applications, the majority of the open SDN controllers

support user-designed apps, with most controllers providing programming guide-

lines for developers. One of the advantages of SDN applications is that they can

be used in a modular fashion and shared amongst users. As expected, this led to

the emergence of SDN application stores, with HP being the first to launch an

SDN application store in 2014 [99]1.

2.4.4 Security of SDN

Whilst centralising network control provides many benefits, this introduces a

single point of failure, as well as a single target for attackers to focus on to gain

both control and monitoring over a target network [60].

1At the time of writing, I was unable to find access to the HP app store, with the only
discoverable links being dead. It is unclear if it is still in operation as I was also unable to find
any references indicating its closure.
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Kreutz et al. defines seven threat vectors for software defined networks [119].

These include direct attacks on switches and controllers, as well as the various

communication channels between components of the SDN. Whilst some of these,

such as the compromise of switches, is not specific to SDN, the impact of such

threats can potentially be augmented though the use of SDN.

There are numerous approaches that can be taken to compromise or other-

wise negatively effect an SDN controller. These can include launching poisoning

attacks against the network view held by the SDN controller [98, 168, 64, 230],

installing malicious SDN applications [235, 205] or directly compromising the

controller [194]. I discuss these approaches more in Chapter 4. Further, there

has been a large amount of discussion of the impact of denial-of-service (DoS)

type attacks against SDN controllers and switches [103, 69, 234, 108, 114, 244,

74, 70, 72, 71]. These DoS attacks can both send a large volume of requests to

the controller, exhausting resources, or alternatively send a large number of new

flows through a switch causing the flow table to be filled, requiring rules to be

removed and increasing the load on the controller.

The use of SDN also introduces further opportunities for attackers to finger-

print networks to learn how which devices are connected and how the the network

operates. Cui et al. demonstrate a fingerprinting attack against SDN to learn the

packet-forwarding logic of the network, which can be performed both actively and

passively [59]. Conti et al. leverage a scenario where the attacker can read the

flow table on a switch in order to learn extensive detail about the configuration

of the network, including the security policies in place [54]. Multiple approaches

could be used by the attacker to learn the state of a flow table, including util-

ising a listening port on the switch [19], through default credentials on a switch

[243], observing switch-controller communications [184] or directly compromising

a controller.

2.5 The OpenFlow Protocol

When referring to SDN, most commonly the protocol in use for communicating

between a switch and a controller is the OpenFlow protocol, managed by the
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Open Networking Foundation1, and originally developed by McKeown et al. at

Stanford University [148]. The initial version of the protocol, Version 1.1, was

released in 2011 [171]. The most recent publicly available version is Version 1.5.1,

released in 2015 [175]. Version 1.6 of the protocol was released to ONF mem-

bers in 2016. The most widely supported version of the protocol is version 1.3,

released in 2012 [174]. As well as providing a specification for switch-controller

communication, the OpenFlow standard also specifies the implementation of the

switch in order to operate in OpenFlow networks, including the handling of the

protocol and construction of flow tables.

The OpenFlow protocol operates over a TCP connection, and supports the

use of Transport Layer Security (TLS) to secure the channel between the switch

and controller, using port 6653 for communication.

2.5.1 OpenFlow Packets

Table 2.1 lists commonly used OpenFlow packets that are sent between a switch

and controller. As can be seen, there are four main groups of packet types —

those used in setting up a connection between a switch and controller, those used

in switch control operations, messages to relay flow statistics from the switch and

messages used for other specific purposes.

2.5.1.1 OpenFlow Packet Header

All OpenFlow packets contain the OpenFlow header, as shown in Figure 2.2. The

header specifies the OpenFlow version, the message type (as seen in Table 2.1,

represented by a numerical value), the total message length and a transaction id

(xID), used for pairing replies to requests. The xID field is optional, and is often

not implemented for all packet types on switches and controllers, defaulting to a

value of 0.

Fields specific to the OpenFlow packet type will then follow the header. Note

that some packet types, such as a FeatureReq message, will only consist of the

1https://opennetworking.org
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Figure 2.2: OpenFlow message header (Openflow 1.3 [174])

OpenFlow header, with the switch able to respond based on the message type

field in the header alone.

2.5.2 OpenFlow Handshake

When a switch is launched, it will connect to the controller. Typically this con-

nection is configured by IP and port number, often the default OpenFlow port

of 6653. The switch will then establish a TCP connection to the controller.

Once the TCP connection is established, a simple handshake protocol, as in-

structed by the OpenFlow specification, is performed, as shown in Figure 2.3.

The handshake begins with the sending of an OpenFlow Hello message, which

can be initially sent by either the switch or controller. The receiver will respond

with a second Hello message to confirm they are alive. The controller will then

send a FeaturesReq to the switch, which is used to gather information on the

switch. The switch will reply with a FeaturesRes message containing the ap-

propriate information. This can include the number of PacketIn messages that

can be buffered by the switch when sending requests to the controller, and the

number of flow tables supported by the switch. Once the FeaturesRes has been

received by the controller, the required portion of the handshake is complete, and

the switch can start sending PacketIn requests to the controller.

There are further optional messages that can be sent between the switch and

controller after the required handshake has been completed, which further con-
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Figure 2.3: OpenFlow Handshake (Openflow 1.3 [174])

figure the switch. The SetConfig can be used to set configuration parameters

on the switch, and a GetConfigReq and be used to query configuration param-

eters (returned through the matching GetConfigRes). The controller can use a

RoleReq to set the current role of itself (Master, Slave or Equal, see Section 2.9.1).

The switch must reply with a RoleRes, which follows the same structure as the

request and confirms the current role of the controller.

2.5.3 Flow Tables

One of the core components of the SDN switch is the implementation of a set

of flow tables. In the simplest case, a switch will maintain both a layer 3 and

a layer 2 flow table [91]. The flow table consists of a set of rules which include

match fields (for matching to a flow), action fields (dictating what to do with the

packet) and a set of statistics representing the rule (such as number of packets).

Flow rules can be set to expire after either a hard timeout, or after a certain

amount of time with no traffic utilising the rule.

When implemented onto a physical switch, flow tables are often implemented

in Content-Addressable Memories (CAMs), for layer 2 flow tables, and Ternary

Content-Addressable Memories (TCAMs) for layer 3 tables [201, 91]. The memo-

ries have a fixed size, which introduces a limit on the size of flow tables. If the flow

tables are full, then flow rules must be removed to introduce new rules into the

tables. There are various strategies for doing this, including simple approaches.
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Table 2.1: List of common OpenFlow packets sent between the controller (C) and
switch (S) in OpenFlow 1.3

Group PacketName Direction Description

Handshake

Hello S→C,C→S Sent at beginning of communica-
tion. Used for version negotiation

FeatureReq C→S Requests an enumeration of the
switchs‘ abilities

FeatureRes S→C Response to FeatureReq
GetConfigReq C→S Query fragment handling properties

of packet handling pipeline
GetConfigResp S→C Acknowledgement of GetConfigReq
SetConfig C→S Set fragment handling properties of

packet handling pipeline
RoleReq C→S Request assignment of role (see Sec-

tion 2.9.1 )
RoleRes S→C Returns role currently assigned to

controller

Switch
Operations

PacketIn S→C Used to send a packet from switch
to controller

PacketOut C→S Used to inject packet from controller
into data plane

FlowMod C→S Allows controller to modify state of
switch

FlowRemoved S→C Sent when entry in flow table is re-
moved.

PortStatus S→C Sent on change of status of a port
GroupMod C→S Used to modify group tables
PortMod C→S Used to modify state of OpenFlow

port
TableMod C→S Used to control what happens to

packet when not matched in the flow
table specified (or all tables)

Stats
MultipartReq C→S Used to request information (stats)

about individual flows
MultipartRes S→C Response to MultipartReq

Other

BarrierReq C→S Used for synchronisation. All state
control operations sent from con-
troller to switch must be performed
before BarrierRes is sent

BarrierRes S→C Response to BarrierReq
Error S→C,C→S Indicates failure of an operation
EchoReq S→C,C→S Simple packet for exchanging infor-

mation about latency, bandwidth
and liveness.

EchoRes S→C,C→S Response to EchoReq
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such as first-in-first-out. This limitation can also be utilised by attackers in order

to perform denial-of-service attacks on the network, as these tables can be easily

filled by generating large volumes of traffic with unique source and destination

addresses, filling the table and requiring a large amount of controller interaction

to handle flows [234, 233].

2.5.4 Other SDN Protocols

Whilst the majority of SDN implementations utilise the OpenFlow protocol, there

are other protocols in use and being developed.

One example is the Interface to Routing System (I2RS) being developed by

the Internet Engineering Task Force (IEFT) [14]. I2RS utilises existing routing

algorithms between forwarding devices, including OSPF and BGP, however pro-

vides a southbound API allowing applications to modify routing tables. Also

developed by the IETF is NETCONF, which allows for the remote configuration

of switches [77].

OpFlex is an open source protocol developed by Cisco as a direct competitor

to OpenFlow [219, 209]. A primary difference between OpFlex and OpenFlow is

that whilst OpenFlow centralises all routing decisions to the controller, OpFlex

instead uses the controller to enforce policies which are sent to network devices,

which use local decision making to apply them.

The OpenVSwitch Management Database (OVSDB) protocol is equivalent

to an SDN southbound API, specifically for configuring OpenVSwitch virtual

network devices [182]. It is designed to be used in conjunction with OpenFlow

to manage the virtual switches themselves including functions such as creating

bridges and adding ports.
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2.6 SDN Operation

2.6.1 Reactive

In the reactive approach, on receiving a new flow the switch first performs a

lookup against the flow tables. If a match is found, then the action dictated

by the flow table is applied. If no match is found, then the switch generates a

PacketIn OpenFlow message, and sends to the controller. The controller will

then process the packet in (more specifically, the applications installed on the

controller), and will return a response instructing the switch how to proceed

as shown in Figure 2.4a. Typically, this will consist of a FlowMod OpenFlow

message which instructs the switch to add a new entry into the flow table, modify

an existing entry or delete an existing entry, as shown in Figure 2.4b. This is

accompanied by a PacketOut message which instructs the switch to forward the

buffered packet. The switch table rules will usually be set with a short time-to-

live value so that it frees space in the flow table later (the default is typically 5

seconds without a packet matching the flow rule). Note that multiple OpenFlow

messages can be included in a single network packet.

Reactive control has the benefit that it provides finer grained control of the

network “on-the-fly”, providing the ability to handle new flows as they arrive,

without having to pre-empt future flows. However, reactive flow control is expen-

sive both in terms of controller side computation in processing switch requests,

and in network communication overheads between the switch and controller. The

switch has to wrap the packet in a PacketIn message, and send to the controller

and then wait for a reply, potentially buffering new packets in the flow while

waiting. In scenarios where delays can cause issues, such as financial markets,

this can be unacceptable.

2.6.2 Proactive

In the proactive approach, the flow tables of the switch are populated by the

controller in advance, meaning that the majority of new flows can be handled by

the switch without querying the controller. This is largely done through the use
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Figure 2.4: Reactive switch control

of more generalised flow table entries, for example matching on a longer prefix.

This is closer to the routing table model used in traditional networks.

This has the benefit that all packets are forwarded at line rate as the switch

no longer needs to query the controller with all new flows. The major downside is

that in a purely proactive model some of the finer grained control gained through

the use of SDN is lost — in order to modify the network state the controller needs

to first fetch flow statistics from the switch which introduces an extra latency.

2.6.3 Hybrid

Rather than utilise a purely proactive or reactive approach, the alternate is to

use a combination of the two. For known flows that do not require fine-grained

control, the flow tables are pro-actively filled allowing for high throughput on the

switch. The remainder of the flows, which may require fine-grained control, are

processed reactively and sent to the controller. For example, flows relating to

known devices on an enterprise network (such as web servers, email servers etc)

can be handled by pre-installed rules in the flow tables of network switches, but

flows relating to a previously unknown device can be handled reactively by the

controller (including applying any relevant security policies).
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2.7 SDN Controllers

The SDN controller is one of the most critical aspects in SDN. There are many

SDN controllers available, both open source and commercial [179]. SDN con-

trollers are written in common programming languages, primarily Java, Python

and C, and are designed to run on general purpose operating systems (Windows,

Linux, MacOS). Table 2.2 provides a list of commonly used SDN controllers.

Northbound Interface

Southbound Interface

Core 
Functions

Internal 
Modules

Datastore

Applications

Switches

Figure 2.5: SDN Controller Components

Figure 2.5 demonstrates the primary components of a typical SDN controller.

In order to communicate with forwarding devices, a southbound interface is im-

plemented which maintains a connection with devices and handles the sending

and receiving of, usually OpenFlow, messages. Similarly, a northbound interface

is implemented, typically a RESTful interface, to communicate with external

applications. The controller then contains a set of core functions, which are re-

sponsible the core functionality of the controller. This can include device (switch)

management, maintaining the network topology and basic routing. Importantly,

this will include a component for forwarding switch requests to internal modules

or external applications, and sending the responses from these modules back to
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Table 2.2: A Selection of Commonly Used SDN Controllers

Controller Language Open
Source

Developer/
Maintainer

Distributed

OpenDaylight [152] Java Y Linux Founda-
tion

N

Floodlight [187] Java Y Big Switch Net-
works 1

N

NOX [90] Python/C++ Y Nicira Networks N
POX [186] Python Y Nicira Networks N
Ryu [197] Python Y Independent N
ONOS [20] Java Y Linux Foun-

dation, Open
Networking
Foundation

Y

Beacon [78] Java Y Stanford Uni-
versity

N

Onix [115] C, Python N Nicira Net-
works, Google,
NEC, ICSI

Y

OVS-controller [176] C Y Independent N
1 Big Switch Networks no longer involved, though developers still contribute

the switches. This functionality will rely on a datastore used to store network

state information, including the currently observed topology, to be used by appli-

cations when making decisions, such as routing. This may be limited to a local

datastore in a fully centralised deployment, or may represent a distributed, yet

logically centralised, datastore is a distributed controller architecture is used.

A controller will also typically contain a set of internal modules which operate

as applications to perform network functions. These can include functionality

such as forwarding/routing, firewalls and load balancers. A controller will often

be distributed with a set of these modules, but may also allow for the development

of further modules by users.

Some SDN controllers provide an interface for management of the controller

itself, commonly through the use of a web-based interface over HTTP. An example

of this for the Floodlight controller can be seen in Figure 2.6
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(a) Home Page

(b) Network Topology View

Figure 2.6: Floodlight web administrative interface

2.7.1 Controller Placement

An important consideration within SDN networks, in particular those with multi-

ple controllers, is the placement of controller in relation to switches [94, 61, 105].

In particular, a major impact on the performance of an SDN controller is the

latency of the switch-controller channel [183]. The two main factors that impact

how quickly a controller can process a request are the computational time on the
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controller in processing the request, and how long does it take for the request,

and associated reply, to travel between the two entities. Therefore, there is a need

to ensure that the switch-controller latency is reduced where possible. As well as

reducing latency, the placement of controllers can have an impact on the security

and robustness of the SDN control plane [163, 239, 93]. For example, a controller

located at a large distance from the switch over a high latency communication

channel will result in larger flow setup times.

2.8 Dependability and Faults

In this section I introduce the concept of dependability in computer systems. I

then go on to discuss different types of faults that can occur within computer

systems, and the failures that they can cause.

2.8.1 Dependability

Dependability is the ability of a system to, at any given time, provide the service

for which it is designed [132]. Dependability generally refers to a set of attributes

(as discussed in Section 2.8.1.1 below) which can be used to assess how dependable

a system is.

Dependability and security are closely related [107, 131]. The dependability

of a system is can be directly linked to how secure a system is. For example, if a

system is vulnerable to denial-of-service type attacks which can take the system

offline, and such an attack is carried out, then there is a direct impact on the

availability of the system.

The Laprie dependability tree, as seen in Figure 2.7, demonstrates the at-

tributes of dependability, as well as branches representing the means of achieving

those attributes and the impairments to dependability.

2.8.1.1 Attributes

The attributes of dependability are the properties which can be measured in order

to assess the level of dependability within a system. According to Avizienis et
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Dependability

Attributes Means Impairments

Availability
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Safety

Confidentiality

Integrity
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Fault Prevention

Fault Tolerance

Fault Removal

Fault Forecasting

Faults

Errors

Failures

Figure 2.7: Laprie Dependability Tree [132]

al., dependability covers the following attributes [15]:

Availability The system is operating, or ready to operate, correctly. Usually

given as a percentage of uptime. For example, typically a server is highly

available if it meets the five nines threshold of 99.999% uptime, representing

less than 5.26 minutes of downtime per year. Note that availability indicates

uptime only (liveness), not correctness.

Reliability The ability of the system to provide the continuity of correct service.

Whereas availability representing the total uptime of a system, reliability mea-

sures the frequency of failures. Often represented as the mean time between

failures (MTBF), where

MTBF =
Total Uptime− Total Downtime

Number of Failures

Integrity The system, and in particular data, is unaltered, either by a fault or

outside (attacker) influence.
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Safety The system is operating without harmful effects on the user or environ-

ment.

Maintainability Represents how easy the system is to repair.

With the addition of the Confidentiality attribute, which covers the disclo-

sure of confidential information, Security can also be considered an attribute

of dependability being a summation of the CIA triad of confidentiality, integrity

and availability [107, 131, 202]. In some particular scenarios, safety may also be

a factor of security, such as in the example of cyber-physical systems as discussed

in Chapter 4, Section 4.5.

2.8.1.2 Means

The means represent a set of methods and techniques that can be utilised in order

to aid in the development of a dependable system and to increase dependability.

Fault Prevention Measures are taken to prevent the introduction of faults at

the implementation phase, for example through secure development method-

ologies

Fault Tolerance Measures are taken such that the system is able to operate

correctly and provide the required service, even with the presence of faults.

Fault Removal Discovered faults are removed. Can be applied during develop-

ment through testing and other verification methods, or during software use

through maintenance (patching, updates etc).

Fault Forecasting The occurrence and impact of future faults is predicted.

In this work I focus on the concept of fault tolerance.

2.8.1.3 Impairments (Threats)

Impairments (often called threats) are the things that cause an impact to the de-

pendability of a system. The primary thing that can cause a loss of dependability

are faults, which can in turn cause errors and failures. I discuss these further in

Section 2.8.2 below.
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Fault A defect (bug) in a system. Whilst a fault may exist in a system, it has to

be triggered during program execution in order to cause an error (and failure).

Error An error represents a deviation in the behaviour of a system from its

intended behaviour. An error can be caused by a fault, and can cause a

failure. Errors are generally not observable outside of the system unless they

cause a failure, but can be detected by monitoring the running process (such

as through the use of debuggers).

Failure A failure is when the delivered service deviates from the system speci-

fication. A failure is observable to a user (human or service) of the system.

2.8.2 Faults

It is first important to distinguish between the concepts of faults, errors and fail-

ures. A fault is a hardware defect or bug (programming mistake) within a system.

An error is the result of a fault that occurs within the operation of a system [116,

Ch. 1, p. 1-2]. Whilst a fault will always be present within the system, it will only

cause an error when the execution of the program triggers a fault. A failure is the

state in which the system deviates from its specification [132]. Whilst a failure

is caused by an error, not all errors will result in failure. For example, a error

which causes an exception to be thrown can be caught and handled to prevent a

failure occurring As per the example provided by Goren and Krishna [116, Ch.

1, p. 2], a programming fault that uses an absolute version of a function (that

always returns a positive value) could cause an error if passed a negative value,

where the result of the function should be a negative value. An error caused by

a fault may also cause further errors within a system if an erroneous result of the

error is passed into other components within the system, resulting in multiple

errors caused by a single fault.

In terms of security, a fault can be exploited by an attacker in order to cause

an error or failure. For example, in the case of a buffer overflow attack, in which

a programming error allows a user input to overflow a buffer, the attacker can

cause a controlled error to cause the program execution to deviate from it’s normal

operation and execute their own code.
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2.8.2.1 Types of Failure

A failure can manifest in a number of ways. According to Cristian, the classifi-

cation of failures in a distributed system are [58]:

Omission Error The server fails to respond to (one or more) incoming requests.

Crash Failure The server halts and fails to respond to all requests.

Timing Failure The server responds to a request either too early, or too late.

Response Failure The server responds incorrectly, either by returning an in-

correct output, or the state transition that occurs is incorrect.

Arbitrary Failure The server may produce an arbitrary response at arbitrary

times. This also encompasses all other types of failure.

These types of failures can have direct impact on the dependability attributes

discussed in Section 2.8.1. For example, omission and crash failures (also com-

monly known as fail-stop failures) which result in the system going offline or not

responding to requests has a direct impact on the availability and reliability of the

system. Similarly, response or arbitrary failures can result in a loss of integrity

in the system.

The failures can also be caused with malicious intent by an attacker. By

causing an omission, crash or timing failure, the attacker effectively performs a

denial-of-service attack (whilst timing attacks are not obviously denial of service,

if performance is degraded enough then a user will stop using the service, or

alternatively in real-time systems additional delay can cause system failure). If

the server were to become compromised, then the attacker can cause response

failures to respond to requests as they require, or cause the server to send arbitrary

responses. These types of attacker-induced failures are the focus of this work.
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2.9 SDN Fault Tolerance

2.9.1 Native OpenFlow Support

As of version 1.2 of the OpenFlow specification [172], OpenFlow supports the

assigning of one of three roles to controllers relating to how they operate with

each switch:

Master A master controller has full read-write access to the switch. It can pro-

cess asynchronous messages from the controller, such as packet-in messages,

and can send commands, such as flow-mod, to the switch. Where multiple

controllers exist, only one controller can be the master for each switch, with

all other controllers being assigned slave roles.

Slave A controller assigned the slave role has read-only access to the switch,

and can only receive port-status messages.

Equal The default role, permitting full read-write access to the switch. Unlike

the master role, there can be multiple controllers with the equal role, each

with the same level of access. The switch performs no arbitration between

controllers.

In Version 1.1 of the OpenFlow protocol [171], controllers could not be as-

signed roles. If more than one controller was used within a network, a switch

could only connect to a single one.

Utilising a group of controllers provides tolerance to fail-stop failures of con-

trollers. If a single master, multiple slave setup is used, if the master controller

fails, one of the slave controllers will become the next master. If a group of equal

controllers is used, the switch communicates with all controllers, meaning that if

one fails it will simply continue to operate under the remaining controllers. Con-

trollers operating in equal mode need to be synchronised to ensure a consistent

view of the network state. As of Version 1.5.1 [175] the OpenFlow specification

does not dictate how the switch should partition control amongst different equal

controllers. The protocol does not specify any consensus or agreement protocols
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amongst controllers in the equal state, meaning that the protocol itself provides

no protection against rogue controllers.

2.9.2 ONOS

ONOS (Open Network Operating System) [20] is an SDN controller maintained

by the Open Networking Foundation [170]. ONOS is open source and built using

Java, and is one of the most full-featured controllers available. The controller

natively supports distribution, allowing controllers to run in a cluster. The moti-

vation behind this is both for fault-tolerance in the case of controller failure, and

also for scalability.

Distribution within ONOS operates using a single controller, single switch

model. For any given switch, there is one primary master controller which handles

all control for a particular switch. The primary controller is chosen by the pool of

controllers using a leadership election. If the primary controller fails, the switch

connects to one of the backup controllers.

ONOS is logically centralised, through the use of a distributed datastores,

with network state information disseminated as events.

2.10 Consensus

In consensus, or agreement, protocols, a set of processes will agree on a common

value from a set of proposed values [38]. In the broadest sense, two events occur.

Each process will propose a value, and all processes will then decide on a common

value. Any correct process will decide upon the same value. A consensus protocol

must meet a set of properties covering termination, validity, integrity and agree-

ment (which vary according to the particular protocol). Some consensus protocol

designs have built in fault tolerance.

Paxos [126] is one of the earliest and most widely known consensus protocols,

and comes in many variants. In basic Paxos, processes can be proposers, learners,

acceptors and leaders. At a high level, a proposer (the leader) sends a prepare

proposal to the acceptors. Acceptors can return a promise to accept no further
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proposals to the proposer. If a proposer receives promises from a quorum of

acceptors, it will send an accept request, containing its final proposal. An acceptor

will then accept the proposal (and its value), and send an accepted message to

the proposer and every learner. The key point in Paxos is that all proposals are

attached to a sequence number, which determines the order in which proposals

are accepted. For a more detailed explanation of the basic protocol I refer to

Lamport [127].

Moise [160] proposes a variant of Paxos that employs the optimisations de-

scribed in FastPaxos [28] and Fast Paxos [128] (note the addition of a space).

FastPaxos [28] provides an optimisation over Paxos in which the leader remains

stable. This is achieved by removing the initial prepare phase. Fast Paxos, pro-

posed by Lamport [128], uses the case where all proposers propose the same initial

value. The leader send a special signal to acceptors to accept the next proposal

they receive. Moise [160] makes use of both optimisations. The FastPaxos opti-

misation is run in every instance, while the Fast Paxos optimisation is only used

when suitable (the decision needs to be taken at runtime by the leader).

The previously described Paxos variants only provide tolerance to fail-stop

failures (crashes), requiring 2f + 1 processes, where f is the expected number of

faults. This is an improvement of earlier works that only tolerate non-byzantine

faults requiring 3f + 1 processes [181]. Lamport et al. [129] first discuss the

problems of consensus with Byzantine failures. Subsequent works have expanded

on Paxos to provide Byzantine fault tolerant properties. Martin et al. [145]

propose Fast Byzantine (FaB) Paxos. FaB Paxos requires 5f + 1 processes to

provide fault tolerance.

The k-set consensus protocols, as introduced by Chaudhuri [47], are an exten-

sion of the consensus protocol in which each processor decides on a single value,

such that the set of all decided values across all processes is of size at most k.

The number of choices is directly related to the number of allowable faults. The

protocol is designed for use in a totally asynchronous system. The author shows

that, due to the uncertainty condition that the set of values that could be chosen

is not pre determined, the final set determined over the run, that the limit is

a (k-1)-resilient protocol. The total number of processors must be greater than

2(k-1). In the protocol, each processor maintains a vector of size n, where the ith
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entry corresponds to the initial value of processor i if it knows it, ϕ otherwise (so

initially the vector held by each processor only contains its own initial value). In

each round, each processor broadcasts its vector, and receives the vectors of all

the other processors, which it will use to populate its own. As k − 1 processors

may be faulty, each processor only waits for n−k−1 vectors in each round. Once

a node receives n− k − 1 vectors that are identical to its own, it decides a value

based on that vector. It then broadcasts that vector, labelled as a decider vector.

De Prisco et al. [62] extend k-set consensus protocols to the case where Byzan-

tine failures may be present. In particular, they evaluate with 6 different validity

conditions. Three different protocols are proposed, that provide Byzantine toler-

ance in the message passing model, with differing validity conditions.

Dolev et al. [68] provide an agreement protocol that can reach agreement with

Byzantine faults without using authentication using 3f + 1 processes, in 2f + 3

rounds. The protocol assumes that the set of possible values is {0, 1} with 0

used as a default for faulty processes, and the setting is synchronous in that a

process knows when a round starts and ends. In the protocol, processes transmit

their value, and other processes indicate their support for processes for which it

receives values. In any round, if a process confirms that enough processes have

committed to 1, it also does. After 2f+3 rounds, if 1 is committed then it agrees

on 1, else 0. Bracha and Toueg [34] present an asynchronous protocol that can

tolerate fail-stop failures with ⌈(f +1)/2⌉ correct processes, and Byzantine faults

with ⌈(2n+ 2)/3⌉ correct processes.

Hurfin and Raynal [102] propose a asynchronous consensus protocol that in-

corporates a weak failure detector built out of a finite state automaton, a vot-

ing mechanism and the assumption that processes may change their mind dur-

ing a round. Unreliable failure detectors were first proposed by Chandra and

Toueg [45], however this original work uses a centralised setting. All unreliable

failure detector algorithms are based on a rotating coordinator paradigm, using

asynchronous rounds. In each round, a pre-determined process (the coordinator)

proposes a decision value, and then the protocol dictates how the processes co-

operate. In [45], the coordinator receives each processes estimate of the decision

value, computes a new estimate and distributes. If it receives an acknowledge-

ment from a majority of processes, it takes its estimate as the overall output
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and informs all processes. Processes can send back a negative acknowledgement

if they believe the coordinator to be faulty. Hurfin and Raynal follow a similar

approach, where processes vote to move onto the next round (and a new coordi-

nator). The voting behaviour of processes is determined by a simple finite state

automaton. Consensus can be reached in 2 communication steps. However, as

this protocol allows processes to change their values arbitrarily, the protocol is

not Byzantine fault tolerant.

Fitzi and Garay [82] propose a consensus protocol that solves the δ-differential

consensus problem. The δ-differential problem differs to strong consensus [166],

where the decided upon value is proposed by a single process, no matter what

is proposed by the other processes, by deciding upon a value that is proposed

by the majority of the participants (assuming the input values are chosen from

some fixed domain) using a shared-coin protocol. This protocol has limitations

in the decentralised detection setting where inputs are probabilities/confidence

values as there may be no majority value from the inputs as it is likely that every

process provides a different input.

2.11 Byzantine Fault Tolerance

In Section 2.10 above I discuss a number of algorithms for providing consensus

amongst a set of participants. Whilst these approaches can be effective in allowing

a set of participants to agree on a value, even in the present of faulty or malicious

participants, these protocols do not translate well to the case of secure SDN

control, and similar scenarios, where a switch (client) needs to communicate with

a set of controllers (servers). Whilst the consensus protocols would allow the

controllers to agree on a single response to a switch request, they would not

provide protection for returning the result safely to the client. This led to the

development of byzantine fault tolerant algorithms.

In this section, I introduce the concept of byzantine faults and discuss a num-

ber of algorithms which provide byzantine fault tolerance.
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Figure 2.8: Byzantine Siege

2.11.1 Byzantine Faults

Generally, a byzantine fault can be described as a fault in which different symp-

toms are presented to different observers [75]. The concept of byzantine faults

was first proposed by Lamport et al. in “The Byzantine Generals Problem” [129].

The original work provides an example in which multiple units of the Byzantine

(as in the Byzantine empire) army are camped outside an enemy city, with each

unit commanded by its own general. Generals are able to communicate via mes-

senger. The goal of the generals is to agree on a plan of attack in order to siege

the city, with the caveat that some of the generals are traitors and aim to pre-

vent the generals from reaching agreement. In the basic problem, the plan can

either be to attack, or retreat. If all generals agree to attack (as in Figure 2.8a),

then the siege will be won. If any decide to retreat, then the siege will be lost

(as in Figure 2.8b). The risks are that a message may be lost or modified by

the messenger, or alternatively a malicious general may send messages aimed to

mislead the other generals. The generals need an algorithm which both ensures

that all loyal generals decide upon the same plan of action, and a small number

of traitors cannot cause the loyal generals to adopt a bad plan.

The problem is formulated as every loyal general must obtain the same infor-

mation v(1), ..., v(n), where v(i) represents the value (decision) of the ith general,

which they communicate to each other. The first condition is that each loyal
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general must obtain the same set of values v(1), ..., v(n). This could lead to a

scenario where a traitorous general sends different values to different generals,

which means that a general cannot use the value of v(i) directly from the ith

general. The second condition is that the value v(i) sent by a loyal general, must

be used by all other loyal generals.

Within the original work, the problem is restricted to a scenario in which a

single general sends his value (order) to a set of lieutenants. This is the specified

“Byzantine General Problem” in which a) all loyal lieutenants must obey the

same order and b) if the commanding general is loyal, they all loyal lieutenants

should obey his order. Both the commanding general, and the lieutenants, can

be traitors.

Lamport et al. describe this as the three generals solution. If we consider the

scenario in which the loyal commander tells both lieutenants to attack, however

Lieutenant 2, who is a traitor, tells Lieutenant 1 that the commander told him

to retreat (as seen in Figure 2.9a). As the loyal Lieutenant 1 must obey the

command from the commander, then he must attack. Figure 2.9b shows an

alternate scenario where the commander is a traitor, and gives each lieutenant

a different order. It is impossible for Lieutenant 1 to know who is the traitor

here, as they do not know what order the commander gave to Lieutenant 2. In

this scenario, as both lieutenants are loyal they both follow the order that they

received from the commander, and the siege fails.

This leads to the claim that in the scenario where there are three generals, and

one is a traitor, there is no solution to the byzantine generals problem, meaning

that to handle f traitors, a minimum of 3f +1 generals are required. A full proof

of this is provided in [181]. This is why the byzantine-fault tolerant algorithms

below generally require 3f + 1 replicas in order to operate.

In distributed computing, a byzantine fault represents the scenario in which

a component may fail, but can appear to be both failing and functioning to

different servers. Typically, byzantine faults are considered in a client server

model in which a client sends a request to a set of replicas (servers) who must

agree on the ordering of requests, process the request, generate a response and

return to the client, with the client taking the majority response. A commonly

used example of this is a network file store where a client can make read and
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Figure 2.9: Byzantine Generals Problem

write requests to the servers. In these algorithms the servers, and in some cases

also the client, are potentially faulty.

2.11.2 Byzantine Fault Tolerant Algorithms

A typical byzantine fault tolerant (BFT) algorithm is designed to operate with a

set of replicas (servers) providing a service (a commonly used example is a net-

work file store), along with a client that will make requests to the replicas, which

will process the request and generate a response, and expect some reply. A BFT

algorithm will typically consist of two phases — agreement and execution. The

agreement stage is typically used to ensure all replicas are in a consistent state,

and most often relates to message ordering. This step usually requires multiple

rounds of communication requiring multiple multicast message, and so represents

a communication overhead, along with an encryption overhead if digital signa-

tures are used. The execution stage is where the replicas process a request and

return the result to the clients. This stage generally represents a computational
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overhead, though this can vary with the exact application in use.

Lamport et al., when initially proposing the notion of byzantine faults as the

“Byzantine Generals Problem” (see Section 2.11.1 above), propose two solutions

to providing byzantine fault tolerance [129]. This covers two scenarios — one

in which the generals communicate orally, and one in which signed messages are

used.

In the oral messages approach, it is assumed that every message is delivered

correctly, the receiver of a message knows who sent it (meaning a traitor cannot

inject messages into the system), and the absence of a message can be detected.

The algorithm OM(f) aims to find a majority value amongst the generals. The

algorithm has two parts. In the case where f = 0, OM(0):

1. The commander sends his value to every lieutenant.

2. Each lieutenant uses the value received from the commander, or assumes an

order of retreat if no value is received.

For values f > 0, the algorithm OM(f):

1. The commander sends his value to every lieutenant

2. For each i, vi is the value received by Lieutenant i, or retreat if no value is

received. Lieutenant i then becomes the commander in OM(f − 1), sending

vi to the other lieutenants.

3. For each i, j where i ̸= j, vj is the value Lieutenant i received from Lieutenant

j in step (2), or retreat if no value was received. Lieutenant i uses the value

majority(vi, ..., vn−1), where majority() is either:

(a) The majority value in the set or received values

(b) The median value of the set of received values, assuming the possible values

come from an ordered set.

The problem with this approach is that participants can lie. This is solved

in the approach in which signed messages are used, with the assumption that a

loyal general’s signature cannot be forged, and anyone can verify the signature

of any general. The algorithm a function choice(V ) that when applied to the set
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of orders V , will obtain a single order. If V contains a single element, then that

is the accepted order, otherwise if the set it empty, then retreat is the accepted

order. The notation v : i is used to indicate order v has been signed by general i,

which can be chained to show multiple signatures (e.g. v : i : j indicates message

v : i has also been signed by general j). The algorithm SM(f) is as follows,

assuming initially Vi = ∅:

1. Commander signs and send his value to every lieutenant

2. For each i:

(a) If Lieutenant i receives message v : 0 from the commander, and has re-

ceived no other values, then:

i. Vi = v

ii. Send v : 0 : i to every other lieutenant

(b) If Lieutenant i receives a message v : 0 : j1 : ... : jk and v is not in Vi then:

i. add v to Vi

ii. If k < m, send message v : 0 : j1 : ... : jk, i to every lieutenant other

than j1 : ... : jk

3. If Lieutenant i receives no more messages, he accepts the order choice(Vi)

A proof of the correctness of both the OM(m) and SM(m) algorithms is

provided in the original paper [129]. Since this initial approach there has been a

number of attempts to improve on these algorithms. The best known algorithm,

and the basis for many future works, for providing byzantine fault tolerance is the

“Practical Byzantine Fault Tolerance” (PBFT) algorithm as proposed by Castro

and Liskov [41]. PBFT, as is the case with most BFT protocols, is a form of

state machine replication [125, 203], in which the service is represented by a state

machine that is replicated across a series of distributed nodes (replicas). In order

to handle f faults, 3f + 1 replicas are required. It is assumed that replicas are

deterministic, meaning that any correct replica should return the same result to

the same request. More replicas may be used, however as the authors note the

greater the number of replicas the greater the impact on performance. On each

run of the protocol, the replicas adopt a succession of views. In each view, one of
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the replicas is designated as the primary, with the primary changing with each

new view. A failure of the primary results in a change to the next view (this is

similar to the approach as used by Paxos [126]). In the basic protocol:

1. The client send a request to the primary

2. The primary multicasts the request to the other replicas

3. Replicas prepare a response, and send a reply directly to the client

4. The client waits for f + 1 responses from the replicas with the same result,

which is then taken as the correct response.

The multicast step (step 2) is broken down into three phases, meaning the pro-

tocol is broken down to the request,pre-prepare, prepare, commit and reply phases,

as shown in Figure 2.10a. The three-phase multicast ensures that requests are

totally ordered. Messages between replicas are signed using public-key signatures

to ensure message integrity and authenticity. In the pre-prepare phase, the pri-

mary assigns a sequence number to the request and forwards to all of the replicas.

On accepting a pre-prepare message (based on a set of conditions), the replicas

each broadcast a prepare message to all replicas. Once a replica has received 2f

prepare messages form other replicas, it multicasts a commit message to the other

replicas (which contains a digest of the original client request). Once a replica

has received 2f +1 commits from other replicas, then the replica will process the

client request and send the reply directly to the client (the reply phase). In the

case of a single node failing, as shown in Figure 2.10b, the protocol can complete

despite replica 3 (R3) becoming faulty and not participating in the protocol.

The protocol is evaluated using an implementation of a network file store

(NFS) and compared with a standard NFS implementation. In testing, they show

that the BFT-based version only generates a 3% overhead over the standard im-

plementation, however this also includes the NFS operations. When performing

micro-benchmarks with null operations on the datastore, the overhead of using

replication can be as high as 309%. The overhead largely comes from the cryp-

tographic operation of signing messages, as well as the cost of the additional

communication steps. The authors propose some improvements to improve effi-

ciency, such as sending a tentative response to the client after the prepare phase,
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Figure 2.10: PBFT Algorithm [41]

on the assumption that if the client receives 2f + 1 matching replicas at this

stage then it can be assumed the replicas will move to the commit stage. Mes-

sage volume can also be reduced by only a single replica (specified by the client)

sending a full response, with the others returning a digest of their response which

can then be compared. The PBFT protocol was later expanded to incorporate a

recovery protocol in order to automatically bring faulty replicas back online and
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up to state [42].

Since PBFT, there have been many approaches which aim to improve upon

the performance of the PBFT approach, by either improving the efficiency of the

agreement stage of the protocol, or by decoupling the agreement and execution

phases.

Yin et al. propose an approach in which the agreement and execution func-

tionality of replicas are separated in order to reduce replication costs [242]. Com-

pared to the traditional BFT approach in which replicas perform ordering, and

then execute requests, requiring 3f + 1 replicas, an ordering cluster of 3f + 1

replicas order requests, which are then sent to an execution cluster where replicas

process the request and return a reply to the clients. The execution cluster only

needs to return a simple majority of f + 1 matching replies, and so only 2f + 1

replicas are required to execute the request. When testing with an implemen-

tation based on the BASE library (an implementation of PBFT which allows

for non-deterministic servers) [43], the protocol is shown to have higher latency

than the reference BASE protocol, however is shown to have a lower per-request

processing cost when compared to BASE, allowing for higher throughput. Kotla

and Dahlin build upon this approach of agreement-execution separation by in-

troducing a paralleliser layer between the agreement and execution laters, which

permits the concurrent execution of requests (in part by relaxing the ordering

requirement for requests which do not read or write to the same variables) [117].

The limitation of this approach is that the paralleliser requires knowledge of the

system processing requests in order to identify non-overlapping requests. When

compared to BASE, the proposed approach, CBASE, is able to handle 4700 re-

quests/second when using 128 threads, compared to the 50 operations/second

handled by BASE (which is limited to a single thread).

Zyzzyva is a state-machine replication BFT protocol that aims to improve

performance by removing the three-phase ordering protocol of other algorithms,

with replicas instead speculating on the correct order to process messages [118]. In

the protocol, the primary attaches a sequence number to a request, and forwards

to replicas, who then process the request and send a reply and a representation

of their state history to the client. If the client receives 3f + 1 matching replies

and histories, they accept the reply. If they receive 2f +1 < n < 3f +1 matching
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replies, they send a commit message to the replicas to ensure the replicas update

their states correctly. If fewer than 2f + 1 responses match, then the client

sends the request to all replicas, which request a new sequence number from the

primary. If the client subsequently identifies inconsistent sequencing from the

primary, it triggers the next view state and a new primary. When compared to

the PBFT, Q/U and HQ protocols, the protocol is shown to achieve 2.7, 3 and 9

times greater throughput respectively, as well as significantly lower latency.

There are BFT approaches that combine BFT protocols with the concept of

quorums. Assuming a universe of servers U (|U | = n), the quorum system is the

non-empty set of subsets of U , where each pair of subsets intersect. Each of these

subsets is a quorum. When performing a read or write operation, a client contacts

a quorum of servers. There have been multiple approaches utilising quorums for

protecting against non-byzantine faults [4, 49, 1, 86, 96, 164]. Malkhi and Re-

iter propose “Byzantine Quorum Systems”, in which the overlap of the quorums

provides protection against byzantine server failure, as quorums overlap by at

least 2f + 1 servers [143]. If a value is written to quorum Q1, and subsequently

read from quorum Q2, then the correct value can be read from the intersection

Q1∩Q2, on the assumption that if quorums overlap with 2f +1 replicas, then if

f servers are faults f + 1 should return the correct result.

Abd-El-Malek et al. attempt to address the limitation in many BFT ap-

proaches in that as the number of tolerated faults increases (an increase in f),

the performance of the system rapidly degrades [2]. The protocol, Query/Up-

date (Q/U), is a quorum-based protocol which assumes a failure model that can

handle both byzantine and crash faults [226, 5], with the performance degrading

more gradually as f increases. In the protocol, a query represents a read oper-

ation, and an update represents a write operation. 5f + 1 replicas are required,

and clients maintain a cache of replica histories. Under normal operation, the

protocol operates as a single phase – the client sends a request to the replicas,

receives responses (along with replica histories) and if a quorum of 4f+1 replicas

agree, it accepts the result. If 2f+1 < n < 4f+1 matching responses are agreed,

then a conflict resolution mechanism is triggered in which the client brings the

replicas up to a consistent state and resubmits the request. When compared to
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the BASE PBFT implementation, increasing f from 1 to 5 results in just a 36%

drop in throughput with Q/U, compared to 83% for BFT.

Cowling et al. build on the idea of Q/U with the Hybrid Quorum (HQ)

protocol [57]. This quorum-based protocol aims to improve on the limiting factor

of Q/U in requiring 5f+1 replicas, instead requiring a quorum of 2f+1 replicas in

normal operation, and 3f +1 when under contention. Like Q/U, HQ is designed

to scale well with an increase in f . The system assumes a read/write model

for client operations. In normal operation, a 2-phase write protocol is used. In

the first phase, a client contacts a quorum of replicas requesting a certificate

indicating that they can make a write operation at a specified timestamp. If a

set of matching certificates is returned, the client moves onto phase 2, in which

they send their request, along with the certificate, to the quorum of replicas to

perform the write. If there is contention, i.e. multiple clients attempting to write

at the same timestamp, then the protocol falls back to the PBFT protocol to

order the multiple requests.

Typically, as can be clearly seen in the previously mentioned works, the de-

scribed protocols require a minimum of 3f+1 replicas in order to handle f faults.

Whilst this does provide fault tolerance, it represents a large cost in replication

(with a minimum of 4 replicas required to handle a singe fault). There has been

some work which has attempted to reduce this minimum to 2f+1 replicas. An ex-

ample of this is the MinBFT and MinZyzzyva protocols as described by Veronese

et al., which are adaptions of the PBFT and Zyzzyva protocols respectively [231].

Part of this reduction is achieved through the use of tamperproof components, a

Trusted Timely Computing Base (TTCB) and a Attested Append-Only Memory,

which have both previously been used to provide 2f + 1 byzantine fault toler-

ance [50, 55]. The tamperproof component acts as an oracle, which allows the

reduction in the number of required replicas [55]. The tamperproof module is a

unique service identifier generator (USIG), which is present on each server and

facilitates the secure generation of signed sequence numbers. The MinBFT algo-

rithm is functionally very similar to PBFT, except the prepare phase has been

removed, and the client sends the initial request to all replicas, not just the pri-

mary (though the primary is still responsible for assigning a sequence number and

forwarding to the replicas). Similarly, MinZyzzyva follows the Zyzzyva protocol,
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Figure 2.11: BFT-SMaRt protocol, normal operation

utilising the same stages, however again the client sends the initial request to all

replicas, and not just the primary.

The BFT-SMaRt protocol, as proposed by Bessani et al. [22], is a java-based

BFT implementation that has been used to provide a byzantine fault tolerant

SDN controller. BFT-SMaRt builds upon the authors previous work in BFT state

machine replication [220, 23, 37], with the BFT protocol specifically modelled on

the MoD-SMaRt protocol found in [220]. BFT-SMaRt is very similar to the PBFT

protocol, with the core protocol being a 3-phase process consisting of propose,

write and accept, which can be seen in Figure 2.11. As with PBFT, and most

BFT protocols, BFT-SMaRt requires 3f + 1 replicas to handle f faults. When

consensus is not reached, or there is inconsistency, a state transfer protocol is used

in order recover replicas to a synchronous state [23]. As BFT-SMaRt is modular,

it is able to support a greater number of clients than PBFT and achieve a higher

throughput — PBFT reaches it’s maximum throughput of 78765 requests/second

with 100 client compared to 83801 with 1000 clients for BFT-SMaRt, with the

single-threadiness of PBFT being the limiting factor (increasing past 100 clients

causes a degradation in performance).
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2.12 Conclusion

In this chapter I have provided a background on the key concepts of networking,

programmable networks and SDN, with a focus on the OpenFlow protocol. I

have also given an introduction to dependability and faults, consensus protocols

and byzantine fault tolerance.

In the next chapter I provide a more focussed look at the existing literature

on SDN security, with a particular focus on works which aim to add security to

the SDN control plane to prevent controller (or application) compromise. I also

examine existing work which attempts to provide byzantine fault tolerance in

SDN control.
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Chapter 3

Literature Review and Related

Work

3.1 Introduction

In this chapter I provide an overview of the literature into the security of Soft-

ware Defined Networks (SDN). I begin with an overview of papers discussing the

general security of SDN, and then focus on security of the SDN controller. I first

discuss works which aim to detect compromised SDN controllers, and then cover

works which introduce security controls into SDN controllers in order to prevent

compromise. I then examine fault-tolerant SDN control architectures, includ-

ing those that follow a primary-backup model and those that apply byzantine

fault-tolerant protocols.

3.2 Security of SDN

The security issues surrounding SDN were made apparent in the early days of

SDN [207, 210]. Early work that proceeded SDN although explores the concept of

separated control and data planes, Sane [40] and Ethane [39], already highlighted

potential security issues through the use of centralised control. There have been
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numerous works focussing on the security of SDN, covering all layers of the SDN

architecture [206].

Kloti et al. apply the STRIDE security analysis framework ([97]) and attack

trees ([198]) to the OpenFlow protocol [114]. When using STRIDE, a data flow

diagram of the process is constructed and used to identify vulnerabilities (and

their impacts of the system) of the types Spoofing, Tampering, Repudiation,

Information Disclosure, Denial of Service, and Elevation of Privilege. Through

analysing the OpenFlow protocol they are able to identify information disclo-

sure, denial of service and tempering vulnerabilities. For example, an attacker

connected to an SDN switch through several other clients can infer which clients

have communicated with a server connected to a second switch by analysing the

flow setup times (a client that has communicated with the server will have a

lower flow setup time as a flow rule will already exist in the switches flow table),

leading to information disclosure.

Attacks on SDN has a large amount of overlap with the types of attacks

that can occur within conventional layer 2 and 3 networks, as shown by Abdou et

al. [3]. Many attacks that can be applied to a traditional network can be emulated

within SDN, though with a different approach, for example ARP poisoning in a

traditional network can be replaced by host profile poisoning [98]. Abdou et al.

argue that defending an SDN from such attacks is more difficult, for example

as the SDN control plane cannot be protect by edge based filtering which is a

standard approach in conventional networks.

There are works which explore the security of specific use cases for software-

defined networks. For example, Costa and Costa [56] demonstrate issues with

FlowVisor [215], which provides network isolation using SDN, when a malicious

controller is in use. The malicious controller can break isolation between net-

work slices, for example by installing flow rules which can modify the VLAN

IDs of flows. I demonstrate attacks that can be launched from a malicious SDN

controller in Chapter 4, and in an associated paper [87].

Whilst in this work I focus on the impact of compromised SDN controllers,

there has also been work on examining the impact of compromised SDN switches [12,

211].
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3.3 Detecting Compromised SDN Controllers

One approach to limiting the impact of compromised SDN controllers is to detect

when malicious flow rules are installed into a network. Detected malicious flow

rules can then be removed, and the compromised controller repaired. The follow-

ing works discuss approaches which look to identifying problematic, though not

necessarily malicious, flow rules in SDN networks.

Veriflow is an example of such a system [111, 112]. Veriflow is a verification

mechanism for the data plane which aims to identify network-wide invariants,

such as loops, black holes and access control violations, utilising a checker which

sits on the CDPI and intercepts flow rules as the are travelling form the controller

to the switch. As the system sits on the CDPI and processes commands before

they reach the switch, the system operates in near real-time in order to minimise

additional latency. Veriflow works in three steps. First, equivalence classes are

generated, with each equivalence class representing a set of packets which are

forwarded in the same way. Secondly, a set of forwarding graphs are generated

for the equivalence classes, modelling the forwarding behaviour of the network.

Finally, these graphs are traversed in order to identify invariants and identify

problematic flow rules.

Similarly, FlowChecker is a system which makes use of Binary Decision Dia-

grams (BDDs) to identify conflicting rules within a single switches flow table [7].

FlowChecker is an extension of previous work, ConfigChecker, which uses a simi-

lar approach for verifying network configuration [8]. Compared to Veriflow, which

sits on the CDPI, FlowChecker behaves as a service which the controllers (and

applications) use to verify flow rules. This in itself a limitation of the work in the

scenario where controllers may be malicious and not perform verification.

3.3.0.1 Blockchain

There have been a number of blockchain-based approaches proposed to provide

protection against compromised SDN controllers [33, 140, 65].

Boukria et al. propose the use of a trusted third party node within the

network, along with the use of blockchain, to prevent against “False Flow Rule
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Injection (FFJI)” attacks, in which an attacker performs a person-in-the-middle

attack against the switch-controller channel to inject false flow rules onto the

switch [33]. The controller, on sending a flow rule to the switch, stores a hash

of the flow rule as a block on the blockchain, of which the controller and third

party are members. On receiving a flow rule from the controller, the data plane

(switch) forward the received rule onto the third party, which compares the rule

received by the switch to the one stored on the blockchain. The system can then

run in one of two modes. In the detection approach, the switch installs the flow

rule anyway and the third party raises an alarm if there is a mismatch. In the

prevention approach, the switch will wait for confirmation from the third party

before installing the flow rule. This work is limited to only securing the connection

between the switch and controller — if the controller is compromised then the

malicious flow rule will be installed on the block chain and will be verified.

Lokesh and Rajagopalan propose a more complex method where three blockchain

instances are used to represent switches, controllers and applications [140]. All

transactions across the three layers are validated at each stage, with only fully

validated flow rules being permitted onto the switch. The focus of the work is on

malicious third-parties, in particular on the northbound API, and malicious third

party applications, however it provides little protection against compromised, but

authorised, applications or controllers.

Derhab et al. discuss BMC-SDN, a blockchain-based architecture for the mul-

tiple controller SDN network [65]. In this architecture, a primary controller is

responsible for a network domain, along with multiple backup controllers. Backup

controllers receive updates from the switch and process them, but do not directly

control the domain. On sending an instruction to the switch, the primary will

create a block and send it to the backup controllers, who will verify the update. If

consensus is reached, then the update is written to the blockchain. Controllers are

rated based upon a reputation mechanism, with controllers punished for pushing

malicious updates, or being in the minority in validating updates. A controller

with low enough reputation is flagged, ignored and reported to network admin-

istrators. The primary limitation in this work is that controllers push their own

updates, and there is no validation that the report generated by a controller

accurately represents the flow rule installed onto the switch.
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3.3.1 Limitations

The primary limitation of efforts to detect faulty, or malicious, controllers through

analysing the flow rules they install is that these approaches rely on knowing in

advance what constitutes a problematic flow rule, which is usually a clear network

violation such as a loop. If the compromised controller is able to install malicious

flow rules which have an impact on traffic, they could potentially evade detection.

Similarly, the attacker could perform their own analysis in order to test if their

malicious flows will be detected. This type of approach is already performed in

the field of adversarial-machine learning [88].

3.4 Mitigating Attacks in SDN

3.4.1 Securing the Controller

Scott-Hayward identifies three attributes for secure and resilient SDN controllers:

secure controller design, secure controller interfaces and controller security ser-

vices [204], and evaluates a number of SDN controllers against these attributes.

Secure controller design includes application isolation, policy (rule) conflict res-

olution, multiple controller and application instances (for resilience) and secure

storage. Secure controller interfaces covers secure control layer communication

(for example use of TLS) and the security of any graphical interfaces and REST

APIs. Finally, the controller security services includes IDS/IPS integration, au-

thentication an authorisation, resource monitoring and logging/auditing services.

None of the analysed controllers covered all of these features, partly due to the

controllers being designed with a different focus (distribution vs resilience vs se-

curity).

ROSEMARY focusses on securing the network operating system from buggy

or malicious applications by implementing application containment through launch-

ing applications in independent “micro-NOS” instances [216]. A micro-NOS is

an individual instance of ROSEMARY itself, which isolates the application from

61



3.4 Mitigating Attacks in SDN

the underlying NOS kernel, as well as other applications. ROSEMARY sup-

ports the monitoring of resource usage by applications, and is capable of limiting

resource usage, and can also limit the access of applications to privileged com-

ponents, such as specific system calls. A motivating example within the work

is a malicious application removing link information from the controllers datas-

tore, which ROSEMARY is successfully able to prevent. ROSEMARY is shown

to perform comparably with the BEACON and NOX SDN controllers, and with

a much greater throughput than Floodlight, despite the overhead of the use of

micro-NOS.

LegoSDN is a system to provide protection against application crashes, which

could be caused by a malicious action such as a denial-of-service, which takes a

sandboxing approach for SDN application [46]. Application crashes can cause

inconsistencies in the data plane, for example if an application is installing a

three switch path for a flow and crashes after installing flow rules on the first two

switches, then the path will be incomplete. LegoSDN also applies a transactional

approach to interactions with applications - a transaction is generated when a

request is sent to an application, and is complete once the full response from

the application has been received. A transaction buffer is maintained so that

if the application crashes, it can be restarted and the request re-sent to being

the application to the correct state. This is supported by functionality to create

snapshots of application states. On application crash, LegoSDN can also revert

any partial changes to the data plane, for example be removing any flow rules

installed by the failed transaction. When tested using a modified version of the

Floodlight controller, LegoSDN is shown to be able to recover from application

failure in less the a second, much faster than a full controller reboot (which also

causes a loss of network control). Rebooting an application is more efficient,

only taking a few milliseconds, however a rebooted application will fail again if

the switch request was deterministically faulty. LegoSDN incorporates an event

transformer which can translate a switch request into multiple requests to correct

against deterministic faults.

FortNOX is an extension to the NOX SDN controller which incorporates role-

based authorisation and security constraint enforcement for SDN control [185].

The goal of FortNOX is to prevent flow rules from being installed within a switch,
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which conflict with the pre-existing rule set, for example those of security appli-

ances. The example conflict, dubbed dynamic-flow-tunnelling, describes an at-

tack where HTTP access from a → b is blocked by a firewall. In the attack, flow

rules with the set command change the source and destination IPs to modify the

packet going through the firewall to appear to go to host c, however the packet

is actually directed to host b, bypassing the firewall rule. FortNOX, applications

are authorised with priority to install flow rules into switches, through the use of

digital signatures. Proposed flow rules are checked for conflicts with the existing

flow sets by reducing them to alias reduced rules (ARRs), which can be com-

pared against existing flows. When conflict arises, flow rules are installed based

on priority of the application that generated the rule.

Jo et al. propose a more complete solution for security network operating

systems in the form of NOSArmor, which utilises several security building blocks

(SBBs) to protect different network assets, which includes a rule conflict mediator

derived from FortNOX [106]. Other SBBs include a host location tracker, link

verifier and resource manager. Each SBB is implemented and its effectiveness

tested. The performance impact of each SBB is shown, measured using the

cBench tool [196]. Incorporating the SBBs does have a measurable impact on

controller throughput (in responses/second) when compared to the base controller

(Barista), with up to three of the SBBs tested at any one time.

3.4.2 Preventing Controller Poisoning

Deng et al. propose an approach for preventing controller poisoning through

malicious PacketIn messages, in which the attacker sends packets through a switch

with spoofed packet headers (including IP and MAC addresses) to greatly distort

the controllers view of the network [64]. In this approach, hosts are mapped to

physical switch ports by MAC addresses. If a new packet is observed for a mac

address on a switch port and there is no stored mapping, the flow is legitimate.

If there is an existing mapping for a host and a new packet is seen on a different

switch port, the PacketIn is labelled as malicious and dropped.
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3.4.3 Protection Against Malicious Applications

Wen et el. initially proposed a set of permissions for SDN applications, in partic-

ular the scenario of the use of third-party apps [235]. This approach is designated

PermOF. In the proposed system, applications are granted access token allowing

certain permissions, such as subscribing to certain notifications (such as PacketIn

messages or topology updates) and the ability to add or remove flow rules from a

switches flow table. This work was followed by SDNShield, a complete permission

control system for SDN allowing administrators to apply fine-grained permission

to applications, as well as allowing developers to handle rejected permissions

gracefully [236].

OperationCheckpoint is an extension of the Floodlight controller which aims

to secure the northbound API through the use of application permissions [205]. A

set of permissions covering read (covering read operations that access controller

information such as the network topology), write (such as installing/modifying

flow rules) and notification (such as subscribing to PacketIN events) operations

within Floodlight are defined, and a LinkedHashMap structure is used to store

the permissions granted for applications. This covers both remote applications

using the RESTful API, as well as local controller modules which function as

applications.

SDN-Guard is a proposed architecture for preventing SDN rootkits [223].

SDN-Guard sits as a proxy between the switch and controller, and builds a model

of the network view of the switch by monitoring flow rules on the switch-controller

connection, and the network view of the controller by communicating the north-

bound interface of the controller. The focus is on rootkits which install malicious

flow rules into the network but make attempts to hide their actions by modifying

the controllers network view, causing a difference in the controllers network view

and the actual state of the network. SDN-Guard utilised a detection component

which can identify malicious flow rules using the network views, and then perform

actions to remove them from the network (such as deleting malicious flow rules

or re-inserting maliciously deleted rules).
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3.4.4 Securing the Control-Data Plane (Southbound) In-

terface

The control-data plane interface (CDPI) is also a potential route for an attacker to

gain control over the network, both to inject control commands through person-

in-the-middle attacks, as well as eavesdrop on switch-controller communication to

learn details about the network. The Open Networking Foundation‘s only recom-

mendation for securing this channel is to utilise TLS on this connection, as spec-

ified in the OpenFlow switch specifications. This itself provides challenges due

to the complexity and security challenges of secure key distribution for TLS [232,

155], as well as the additional extra latency and reduction in performance [165,

122].

To overcome the limitations of TLS, there have been works which address the

security of the CDPI in a more lightweight fashion. Kreutz et al. describe the

KISS protocol for security the control channel, utilising the light-weight NaCL

cryptographic library [122, 21]. The core components of KISS are a shared secret

key for encryption messages between the switch and controller, as well as an

integrated device verification value (iDVV) for verifying devices.

3.5 Multiple Controller SDN control

Replication is a commonly suggested as a way to provide resilience in SDN [119].

Kreutz et al argue for replication, in particular with the diversity of control

elements (for example utilising different SDN controllers) in order to protect

against wide-scale compromise through common software vulnerabilities [119].

There have been many proposed and implemented approaches to introducing

multiple controller SDN architectures [121]. There are multiple benefits to utilis-

ing multiple controllers, including scalability and robustness to failure. Of course,

with distributing the SDN control plane comes challenges, including greater com-

plexity and potentially reduced performance, as demonstrated by Levin et al. who

show the trade off in state synchronisation versus performance of a distributed

SDN load balancing application [135].
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HyperFlow is the first distributed control planes for OpenFlow [229]. Hyper-

Flow is a distributed but logically centralised architecture which makes use of

a publish/subscribe model for providing consistency (built using WheelFS [221].

Due to WheelFS being resilient to partitioning, HyperFlow also is (as controllers

are able to make decisions without contacting other controllers as part of the

decision making process).

Controllers store updates within a distributed storage medium, and read up-

dates from this system in order to maintain a global network view. As the con-

troller does not contact other controllers to make routing decisions, there is no

additional latency. The main difficulty is the controllers becoming inconsistent

in periods of high load (if they cannot keep up with network updates). This is

limited by the read rate of the storage system (writes can be concurrent so this

is less of a bottleneck).

Whilst many SDN controllers support multiple controllers, ONOS was one of

the first and is one of the most widely known distributed controllers [20]. ONOS

replicated controllers with a goal of providing scalability. Multiple controllers run

on servers. Each switch has a master controller, which is solely responsible for

its programming, and also connects to a set of backup controllers that can take

over as primary in the case of failure. The primary controller is chosen using a

leadership election, built upon ZooKeeper [101].

ONOS maintains a global network view using a Blueprints graph implemen-

tation1 over RAMCloud distributed key-value store. The individual controller

instances are built using the Floodlight controller [187].

Jury is a consensus-based controller architecture in which multiple controller

instances are used to verify the actions of a primary controller [142]. Jury is

a module installed within controller instances and a separate validator, which

receives updates from the controllers. There is an assumption that all controller

instances are deterministic, and will return the same output for the same input

query. This is partially backed by the use of a logically centralised datastore

shared between the controller instances. Jury replicates switch requests amongst

the secondary controllers, and all responses are sent to the validator to check if

the response of the primary matches the majority of the backups. The system

1https://github.com/tinkerpop/blueprints
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will not actively block controller actions, but can very quickly raise an alert if a

fault is detected.

SDN-RDCD is a distributed SDN control architecture which detects compro-

mised SDN devices, both switches and controllers [245]. The Openflow controller

roles of master and slave are augmented with a third state as auditor. Each switch

is controlled by a master controller, as well as one to several audit controllers.

A switch sends PacketIn messages to both the master and the auditor(s). On

receiving a request, the master also forwards this request to the auditor. The

master sends its response to the switch and the auditor(s), and the switch then

forwards this response, and the network state update, to the auditor. The audi-

tor(s) can then use this set of information to identify if the switch or controller

is compromised based on inconsistencies, and alert an administrator. This can

also identify attacks such as a person-in-the-middle on the control network. If all

auditors are compromised, the system fails, however just one non-compromised

auditor is required to identify inconsistencies and alert an administrator. The

approach is shown to be able to quickly identify compromised devices (within

milliseconds), and has a low mCPU and memory overhead when compared to the

base controller (ONOS).

3.6 Primary-Backup Fault tolerant SDN control

The majority of work to provide fault tolerance in the SDN control architecture

utilises a primary-backup model. In these approaches, a single controller is re-

sponsible for a switch, with a set of backup controllers available to take over

control of the switch in the case of failure of the primary controller. This most

commonly refers to a fail-stop failure, where the primary controller becomes of-

fline, for example through a software crash. These approaches commonly feature

a logically centralised replicated datastore for ensuring consistent views of the

network state across controllers. It is important to note that in this approach

there may be multiple primary controllers operating within a network, however

only a single controller acts as primary for any given switch. These approaches
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often utilise the MASTER and SLAVE controller roles as specified by OpenFlow (see

Section 2.9.1).

One of the earliest architectures that utilises a primary-backup model is

SMaRtLight, as proposed by Botelho et al. [30, 109]. SMaRtlight assume a single

primary controller is responsible for all of the switches within the network, with

a number of replicas on different servers acting as backups, ready to take over as

primary if required. To ensure controllers have an up-to-date view of the network

a state shared datastore is used, built on top of replicated state machines [203, 31],

implemented through the use of Paxos [126].The system is tolerant to fail-stop

faults, where the controller stops working completely.

The primary controller is chosen by the datastore using a simple approach in

which each controller, primary or backup, periodically request a lease from the

datastore for a specified time. If there is no primary or the lease is expired, the

invoker is made the new primary. If the invoker is the lease owner, they renew the

lease. To reduce the amount of read operations to the datastore, controllers also

maintain a local cache. The datastore responds to a request with the id of the

current leaseholder and the time remaining on the lease. If a backup controller

is made the leaseholder, then they must change their role to OFPCR ROLE MASTER

on all switches.

The controller is built upon the Floodlight controller [187] and throughput

is tested using cBench. The environment uses 2 controllers and three datastores

tolerating a single fault on each layer. The system is evaluated with 1–64 switches,

and a fixed number of hosts (1000). The system assume different caching levels

for different applications (10%, 50% and 90%) which dictates how many read

operations have to be made to the datastore. With 90% of operations absorbed

by the cache, throughput is 367k flows/sec (compared to floodlights 2.5m). With

only 10% of operations absorbed by the cache, the performance is reduced to

55k flows/sec. When a controller is made to be faulty, a backup becomes the

new primary within 1 second, with the network returning to normal throughput

after 4 seconds (this time includes the new primary updating its status on the 10

switches).

Fonesca et al. present a similar system for controller fault tolerance based

on the primary-backup model, built upon the Nox controller [83]. The primary
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difference between this approach and SMaRtLight is that in this approach, the

primary controller shares updates directly with the backup controllers. On re-

ceiving a switch request, the primary will look for a matching entry in its storage

table, and if one exists will respond to the switch with the flow rule. If there is no

entry, it creates one and send a state update to the secondary controller(s), waits

for an acknowledgement and then provides the switch with an response. Failure

occurs when the primary stops responding to requests (a fail-stop failure). This is

identified both by the switch using a timer when waiting for controller responses,

and the switch periodically sending echo requests to the controller to check for

liveliness. If the primary fails, the switch will then contact the secondary, who

will become the new primary. The new primary will send status updates to the

previous primary in order to inform them of the change, and instructing the

previous primary to become a secondary.

The system is tested using a simple mininet network. The primary experi-

ment has one primary and one secondary, and measures the latency for controller

responses (for the purpose of this experiment all packets in a flow are sent to the

controller). In normal operation, the latency is around 22ms, which increases to

almost 900ms when the primary fails, due to the changeover, before gradually

decreasing once the network stabilises. A second experiment measure the effect

of the number of replicas, as the primary has to contact these before replying to

the switch. With no replicas, the response time is around 8ms. For one replica,

this increases to 14ms, 2 replicas 40ms and 3 replicas 62ms. This provides some

doubt on the scalability of the technique.

Ravana is a SDN controller tolerant to fail-stop crashes of both controllers and

switches [109]. The key difference to the previously described approaches is the

consistency guarantees provided by the system, which ensures state updates and

switch request are processed in the correct order across all controllers. The system

also has a goal of keeping the architecture transparent to application developers

— the controller still appears as a single controller to controller applications.

Ravana provides fault tolerance to f faults with 2f + 1 replicas.

Ravana treats the entire event-processing cycle (from event delivery from the

switch to command execution on the switch) as a transaction, and either all or

none of the components of this transaction are completed. Ravana also guarantees
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that transactions are totally ordered across replicas and each is executed exactly

once across the system. The controllers are based on replicated state machines

with a mechanism to ensure consistency. The master controller is chosen using a

leadership election built using ZooKeeper [101].

Ravana uses a two-phase replication protocol to deal with switch-state con-

sistency. Each phase involves adding event-processing information to a repli-

cated in-memory log. The first stage ensures that every received event is reliably

replicated, and the second conveys if the event-processing transaction has been

completed. Further, the system introduces acknowledgements for messages sent

between the switch and controller.

At any one time, the master replica is responsible for actually controlling a

switch, while the replicas act as slaves, receiving messages from switches but not

controlling the switches. On controller failure, a leader election runs on the slaves

to choose a new master. It then finishes processing any logged events (without

sending any commands to the switch), and informs the switch that it is the new

master.

The controller is implemented on top of Ryu 3.8. Using the PyPy interpreter,

vanilla Ryu and Ravana has throughputs of 67.6k and 40.4k responses per second

respectively. Ravana is capable of processing most events on average in 12ms

(with network latency removed). In the case of failure, Ravana can recover in

75ms (std dev of 9ms).

3.7 Byzantine Fault Tolerant SDN Control

In Section 3.6 I discuss works that apply a primary-backup model to SDN control

which utilises multiple controllers, however only a single controller is responsible

for a switch at any one time. In this section I discuss works in which multiple

controllers are simultaneously responsible for a switch through the use of some

form of consensus mechanism, such as a majority vote or the application of a

byzantine fault-tolerant (BFT) algorithm.

In one of the earliest pieces of work to examine the effectiveness of a BFT

architecture in SDN, Li et al. [136, 137] explore the issue of controller assignment
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in a BFT architecture, taking into account the differing levels of security required

by individual switches (a switch with higher security requirements is assigned a

greater number of controller replicas to provide greater resilience). For this pur-

pose they first define the controller assignment in a fault-tolerant SDN (CAFTS)

problem. CAFTS represents the problem of assigning controllers to switches,

satisfying the requirements of the BFT algorithm in use, minimising the latency

between controllers assigned to a single switch (to aid in the performance of the

BFT algorithm) and to maximise the utilisation of controller resources. Their re-

quirements first assignment (RQFA) algorithm is shown to provide more efficient

controller assignment than a randomised approach. The suggested fault tolerant

algorithm is PBFT [41]. They perform a simple evaluation of BFT control using

both local replicas, and replicas hosted within a public cloud (Google compute),

for setting up flows of increasing path lengths (up to 10 switches). They find

that the additional latency introduced by BFT is minimal (up to 13% for 10

switches when using replicas in the cloud), in particular for short paths of less

than 4 switches, though they do not specify which BFT protocol is in use for

these practical tests and how many replicas were utilised. Further, it is not clear

from the presented results what level of additional latency is incurred when using

local controllers as this is only represented in plotted results, however on visual

inspection this seems greater than the 13% increase worst case quoted for the

public cloud scenario.

ElDefrawy and Kaczmarek implement the BFT-SMaRt protocol ([22]) within

an SDN controller architecture [76]. This work focusses on the performance im-

pact of applying the BFT protocol. Testing was performed by producing modified

versions of the OpenFlowJ and Beacon SDN controllers, and the use of a proxy

between the switch and controllers to implement the switch logic. When evalu-

ated using a Mininet [130] network of 64 hosts and 63 switches in a binary tree

layout, on setting up a flow with a path length of 11 switches the BFT approach

results in a 2× slowdown with the modified OpenFlowJ controller, and a 6× slow-

down with the modified Beacon controller. For a single switch, the flow setup

time when using BFT increased from 9.44ms to 31.7ms when using OpenFlowJ,

and 0.5ms to 14.5ms when using Beacon, with the number of flows able to be

processed per second also reduced by similar amounts.
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Sakic et al. propose a solution for handling both byzantine and fail-stop fail-

ures in SDN control, utilising an approach in which a switch contacts a primary

controller, but also a set of secondary controllers, and uses the multiple responses

to identify inconsistencies [199]. In the approach, MORPH, a switch communi-

cates with a minimum of 2FM + FA + 1, where FM is the tolerated number of

byzantine-failed controllers, and FA is the tolerated number of offline (fail-stop)

controllers. The focus of the work is on the problem of controller reassignment in

such a controller architecture — on detecting a malicious or unavailable controller,

the system applies a reassignment function in order to automatically reassign the

switch to a new set of controllers, excluding those suspected of failure. One aspect

of the approach is that as faulty controllers are detected, the number of required

primary or secondary controllers for a switch is reduced. It is explained that

this is to minimise the control plane overhead, but without further reason. It

is assumed that as controllers are removed, reducing the requirement per switch

allows the control plane to continue functioning with less resources. As the pa-

per does not consider malicious controllers, it is unclear if this controller removal

could be abused to cause a denial-of-service attack on the MORPH system, Eval-

uation assumes that Fm and FA are both 5, so 16 controllers are required for

operation, along with 34 switches. As well as being shown to handle faults, the

system is shown to improve performance, in particular in terms of control-plane

synchronisation overheads, as faulty controllers are removed from the network.

Further, as the number of required controllers is reduced with the detection of a

faulty node, switch request processing time reduces as more failures are detected.

Mohan et al. explore a solution that utilises f + 1 primary controllers which

interact directly with the switch, and a further f backup controllers which can

be consulted in the case of a failure [158, 159]. The work focuses on the issue of

controller assignment, where they find that in their approach up to 50% fewer

controllers are required than in the traditional 3f + 1 BFT approach, with each

controller on average experiencing 50% less load. Whilst this work simulates the

controller assignment problem, they do not evaluate the effectiveness or perfor-

mance of the approach. The proposed solution is similar to the SDBFT approach,

however the work focusses on the controller assignment problem and not the core
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protocol itself. It should be noted that this work was released after development

of the SDBFT protocol had been completed.

Qi et al. describe a simple fault-tolerant approach in which multiple (M)

controllers are contacted by the switch (where M ≥ 3), with the majority output

from controllers taken [190]. The architecture incorporates a “scheduling plane”

which sits in front of the switch and selects from the pool of controllers, processing

responses from controllers and sharing topology information between the set of

controllers. In order to provide robustness the set of controllers is chosen to be

diverse, for example a switch will contact an instance of the POX, NOX and

Floodlight controllers, however each diverse controller is expected to return the

same result. This work is not, however, practically evaluated.

Across all of these examples, except for the works by Mohan et al. and Qi et

al., a full BFT protocol is utilised, which has the drawback of the overheads of the

BFT protocols including additional rounds of communication (and the associated

network load), and additional latency. The longer it takes to process a switch

request, the fewer requests can be handled by the control architecture. The works

which utilise lighter BFT protocols (Mohan et al. and Qi et al.) have limited

practical evaluation of their designs, with, for example, Mohan et al. focussing

on the controller assignment problem rather than the core protocol.

3.7.1 Consensus amongst administrators

Whilst the previously mentioned works focus on consensus amongst software in

the form of controllers, Matsumo et al. utilise consensus amongst network admin-

istrators in order to prevent malicious administrators from deploying malicious

configurations to controllers [147]. The proposed solution is the Fleet controller

— a logically centralised but distributed controller in which each administrator

has their own instance of the controller, managed by an administration layer,

and a switch intelligence layer (which is also part of the controller) which me-

diates communication between the switches and administration layer. Fleet can

take one of two proposed approaches. In the single configuration approach a

threshold of administrators must agree on a configuration, with 2k + 1 admin-

istrators required to handle k malicious administrators. Switch configurations

73



3.8 Discussion

are encrypted using a threshold encryption standard (in this case Shamir’s secret

sharing [212]), and the switch intelligence layer can successfully decrypt the con-

figuration as long as the majority of responses match. In the second approach,

dubbed multi-configuration, each administrator installs a routing configuration

and installed into the network providing multiple routing planes, any of which

can be used. As long as one is non-malicious then the network should be able to

function. This has the challenge of how to choose which routing plane to use at

any one time, for example by introducing flow metrics onto the switch to evaluate

how well a particular routing plane is working.

3.8 Discussion

The previous work on preventing failures takes two main approaches. The first

approach involves the addition of attack detection and prevention mechanisms

to a single controller (as discussed in Sections 3.3 and 3.4). Many of these sys-

tems have limitations in that they often apply to auxiliary aspects of the control

plane, such as applications, and would not function properly if the controller it-

self is compromised. Similarly, most approaches of this type stop protection at

the controller level and do not examine the southbound interface, meaning that

if an attacker was able to perform a person-in-the-middle attack and modify con-

troller responses these would not be detected. The system proposed in this work,

SDBFT, solves this problem by moving the verification step to the switch level

and so provides protection if any aspect of the control architecture outside of the

switch is compromised.

The second approach is to make use of multiple controllers, such as through the

use of distributed control planes (Section 3.5), which usually result in a primary-

backup approach where on detecting a fault with a primary controller, a backup

controller can be utilised to maintain control of a switch (Section 3.6). These

approaches have a major limitation in that the majority of these approaches

only provide protection against fail-stop faults where a controller stops operating

completely, and would not protect against an actively malicious or compromised

controller.
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Table 3.1: Existing literature in Byzantine Fault Tolerant SDN control. f =
number of faulty nodes

Paper Approach Paper Fo-
cus

Required
Nodes

Practical Evaluation Performance
Overhead
vs single
controller (if
provided)

Li et
al. [136,
137]

PBFT con-
trol plane

Controller
assignment
and load
balancing

3f + 1 Some limited evaluation, num-
ber of nodes not clear. Lo-
cal and cloud controller place-
ment tested. Evaluation focus
on controller assignment

13% in local
deployment,
not provided
for cloud de-
ployment but
much greater.

ElDefrawy
and Kacz-
marek [76]

BFT-
SMaRt
control
plane

Deployment
of control
plane and
perfor-
mance
overhead

3f + 1 Implemented as modified ver-
sions of OpenFlowJ and Bea-
con controller. Tested using
Mininet, 1 and 10 switch path
lengths with 4 replicas

2x slowdown
(best result)

Sakic et al.
[199]

Backup
verified
control
plane
(single pri-
mary with
multiple
backups
for verifi-
cation

Controller
reassign-
ment

2FM +
FA + 1,
where
FM =
byzantine
faults and
FA = fail
stop faults

OpenVSwitch and Docker
setup

N/A (Reas-
signment and
switch re-
configuration
tested only)

Mohan et
al. [158,
159]

Multiple
controller
primary-
backup
consen-
sus based
control
plane

Controller
assignment
and reas-
signment

f + 1 with
f backup
(2f + 1)

None (numerical only) N/A

Qi et
al. [190]

Majority
vote mul-
tiple
controllers

Controller
schedul-
ing and
assignment

≥ 3 None N/A

SDBFT Multiple
controller
primary-
backup
consen-
sus based
control
plane

Protocol
design,
security
through
signatures,
controller
synchro-
nisation,
controller
assign-
ment,
perfor-
mance
overhead,
practical
evaluation

f + 1 with
f backup

Three test platforms (Mininet
simulation, virtual environ-
ment, physical switches).
Baseline performance test-
ing, failure operation and
controller load testing

4 controllers:
60% without
signatures,
178% with
signatures
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More relevant to this work is are the distributed control plane approaches

which apply a BFT, or similar, algorithm in order to prevent compromised con-

trollers from performing malicious actions, as discussed in Section 3.7 above, and

summarised in Table 3.1. These existing works usually require a minimum of

3f + 1 controllers to handle f faulty (or compromised) controllers, over many

rounds of communication. This presents a very large communication overhead,

and also requires a large amount of replication of controllers due to the require-

ment of all 3f + 1 controllers assigned to a switch to actively handle all requests

from that switch. SDBFT reduces this to f +1 with f backup nodes by relaxing

the fault tolerant requirement to fault detecting with recovery. The previous work

by Mohan et al. follows a similar approach, however the work focusses on the

controller assignment problem rather than the core performance, and therefore

practical usability, of the approach [158, 159]. Those that do provide practical

evaluations generally do not test with malicious or faulty controllers in place, or

give further considerations to wider security properties such as non-repudiation.

Within this space, SDBFT represents the first approach which covers all aspects

of the potential deployment including controller assignment, signature use and

controller consistency backed up by an extensive practical evaluation.

The standard practice within the literature is to measure the flow setup time

in milliseconds, measured through the use of a ping request and extracting the

round trip time of the first packet. A baseline is generated using a traditional

single controller setup. This can then be used to directly measure the additional

overhead of the modified control plane by measuring the difference in the round

trip time between the baseline and modified controller. Further, a large amount

of the literature measures the controller bandwidth in flows handled per seconds,

computer using a controller benchmarking tool such as cbench. This allows the

measurement of controller performance whilst under load.

3.9 Conclusion

In this chapter I discussed various works which cover the security of SDN con-

trollers. This includes works which aim to detect compromised controllers, secure

76



3.9 Conclusion

the control plane from compromise and introduce fault tolerance into the control

plane.

In the next chapter I explore the impact of a compromised SDN controller

by examining the network-level attacks that can be launched through a compro-

mised controller, demonstrating these attacks in a simulated network environ-

ment. I also explore the impact of these attacks in the specialised environment

of Industrial Control Systems (ICS).
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Chapter 4

Insider Attacks in Software

Defined Networks

4.1 Introduction

When designing a defensive system, it is important to examine which threat

actors we are defending against, including what their end goals are. It is also

important to understand the impact of the attacks which I am trying to defend

against. This knowledge can help us to ensure that implemented defences are

adequate to protect against the attacks which may occur. In previous works it

it is often stated that if an SDN controller were to become compromised, then

the attacker could cause serious harm to the underlying network ([119, 207, 210,

206]), but in what ways and to achieve what attackers’ goals?

In this chapter, I first give an overview of the attacker who would compromise

an Software Defined Network (SDN) controller, including their goals and attack

vectors. I then discuss a number of potential attacks against a network that can

be launched from a compromised SDN controller, and demonstrate a number of

these on a small-scale virtual network. I then also provide an exploration of the

impact of SDN based attacks on a real-world scenario in the form of industrial

control systems, where network availability is paramount to ensuring the safe

operation of the systems.
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4.2 Attacker Model

In this section I discuss the types of attacker that may attempt to attack an SDN

network. I then discuss how that may actually introduce malicious flow rules

into the network, and then talk about the various goals they may have when

attacking.

4.2.1 Attacker

I assume a targeted, well resourced attacker that is focused on a particular net-

work. The attacker would compromise the SDN controller in a targeted fashion

to disrupt the network below in the ways discussed in this chapter. Whilst the

attacks described in this chapter are relatively simple to implement at a technical

level, a high level of manual effort is required in order to perform anything past

basic examples. I assume the attacker will be part of an organised crime gang,

a nation state or similar which are targeting the network of a particular organi-

sation for either financial or political motivation. These types of attackers often

come under the term Advanced Persistent Threat (APT) groups.

There are of course risks to the SDN controller host becoming compromised by

wider-ranging malicious campaigns such as ransomware, however I assume that

a controller affected by such malware will become non-operational producing a

fail-stop failure, rather than malicious control within the network.

4.2.2 Attack Vector

There are a number of possible ways in which an attacker could compromise the

integrity of a controller in order to send malicious commands to a switch [208].

As well as directly compromising the controller code, an attacker could also com-

promise third party applications that communicate with the controller, or the

communication channels of the northbound or southbound interfaces. For the

majority of the approaches it is assumed that the attacker has already gained

some level of access to the target network. An attacker could compromise, or

interfere with, the controller in one of the following ways:
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(a) Static flow pusher

(b) Firewall configuration

Figure 4.1: Floodlight web administrative interface

• Compromised administrative interface Most SDN controllers provide

functionality for remote administration of the SDN controller through APIs

or administrative interfaces (such as web-based pages). If a host is compro-

mised that is authenticated to these interfaces (such as an administrators

terminal) then the attacker can gain access to the control provided by the

administrative interface, and all functions provided by it. Typically this will

include changing the set of installed applications or manually installing/mod-

ifying flow rules on switches [119]. Figure 4.1 shows the web interface for the

floodlight controller, which is unauthenticated, and allows the installation of

flow rules and configuration of the firewall.

• Compromised Northbound Interface The attacker compromises a north-

bound interface in order to interact with the controller, for example, by per-

forming a person-in-the-middle attack on a RESTful interface, or by exploiting

a lack of authentication on the interface.

• Compromised Southbound Interface The attacker compromises the Open-

Flow connection between the switch and controller — for example, by per-

forming a person-in-the-middle attack — and modifies requests and responses

between the two, or injects packets into the channel. Whilst the use of an
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encrypted channel through TLS is recommended within controller documen-

tation, this is usually not the default when installing a controller (with a

simple TCP connection being standard), and requires appropriate certificates

to be installed and managed.

• Malicious Application A malicious application is installed on the controller

by either a malicious administrator, through administrator error or through

the compromise of an existing application. The application is limited to

the functionality of applications provided by the controller, and not more.

Matsumo et al. focus on providing defences against a malicious administra-

tor [147].

• Poisoning Controller Network View The attacker uses crafted packets

on the network to poison the topology datastore of the controller, causing

routing errors [98, 168]. Ujcich et al. demonstrate an attack in which a

malicious application poisons the shared control plane to cause a legitimate

application with higher privilege to install its desired flow rules [230].

• Compromised Controller Through a software vulnerability, the attacker

gains control over the controller. As an example, Röpke and Holz describe

a proof-of-concept rootkit able to infect a network operating system (or con-

troller), specifically OpenDayLight and HP SDN Wan [194].

• Compromised Host In the most severe case, the host on which the controller

resides is compromised, resulting in full attacker control over the controller

software, and traffic in/out of the host.

Within this work, I focus on the worst case compromised host/malicious con-

troller and application use case in which the attacker gains arbitrary control over

the routing decisions made by the controller, though the majority of the attacks

would also be possible using the alternate attack vectors.

4.2.3 Attacker Goals

I define five main goals of the attacker who has gained control of the SDN con-

troller:
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• Denial-of-service The attacker wishes to prevent either a single host (tar-

geted) or set of hosts (indiscriminate) from communicating by preventing all

communication of the hosts.

• Eavesdropping The attacker wishes to collect the traffic of either a single

host (targeted) or group of hosts (indiscriminate), without affecting the avail-

ability of the network service, in order to gather information.

• Data tampering The attacker wishes to change the contents of packets for a

particular host in order to carry out a person-in-the-middle attack, or redirect

a victim to an attacker controller service.

• Service degradation The attacker wishes to degrade the performance of the

network for a single host (targeted) or all hosts (indiscriminate) in order to

make the network unusable, or to introduce errors in external applications that

rely on high speed communications. Similarly, the attacker can cause failure

in SDN-based applications. For example, Costa and Costa [56] demonstrate

issues with FlowVisor [215], which provides network isolation using SDN,

which can break isolation between network slices.

• Attack Augmentation The attacker uses malicious flow rules to assist in

further attacks, for example by allowing attack traffic through firewalls [185].

4.3 Attacks

I now provide an overview of the set of attacks that can be performed by a

compromised controller, separated by type. Each of the following attacks could

be implemented by either a malicious or compromised controller application, or

by a controller itself being compromised. A taxonomy of these attacks can be

seen in Figure 4.2. Attacks for which citations are provided are taken from the

literature, whilst those without citation are novel to this work.
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Attacks

Denial of Service

Sinkhole

Drop Packets

Amplified DOS
Flooding

Targeted

Controller Crash

Eavesdropping
Redirect Eavesdropping

PacketIn Eavesdropping

Data Tampering

Controller Packet Tampering

Person In The Middle (PITM)

TrafficRedirect

Service Degradation
Route Increase

Flow Mod Blocking

Other Data Deletion

Figure 4.2: Attack Taxonomy

4.3.1 Denial of Service Attacks

The denial of service attacks attempt to prevent hosts from communicating. They

can range from causing all traffic to be dropped, or being targeted to the level of

preventing one host from accessing one service.

• Sinkhole In the sinkhole attack, the compromised controller directs targeted

flows to a port that leads to a sinkhole, so the traffic will eventually be

dropped. In a coordinated version of this attack, the sinkhole is located a

few hops away from the target host and the compromise controller routes the

packet down a path to the sinkhole to make it appear as a genuine routing

error.

• Drop packets The simpler version of the sinkhole attack is to simply install

flow rules that dictate the packet should be dropped. This can be targeted to

only drop packets relating to a particular source/destination, or be generalised

by installing flow rules that cause all packets to be dropped.
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• Amplified DOS (flooding) In this attack, the attacker can insert flow rules

that push packets out of all available ports on a switch by utilising multiple

action fields within a flow rule. This will cause packets to be repeatedly

duplicated at switches, flooding portions of the network. The more switches

under the control of the attacker, the greater the effect of the attack. The

overall effect will be a drop of performance for all hosts within the network,

potentially to the point where the network becomes too congested.

• Amplified DOS (targeted) Similar to the previous attack, this involves

pushing packets out of multiple ports on a switch in order to cause a perfor-

mance hit at a target destination. However, in this approach I assume the

attacker knows the network topology and ensures the packets are duplicated

along particular paths only. This means that the rest of the network should

be largely unaffected, but a target host could be taken offline.

• Controller crash In an extreme case, the controller can be taken offline

by terminating the running instance. This attack was previously described

by Shin et al. [216]. Note that this is the only described attack that is not

directly preventable through the use of SDBFT, as no responses are sent from

the controller to the switch, however SDBFT will enter failure mode if a non

operational controller is detected. In a variation of this attack, Shin et al. also

demonstrate an attack against the Floodlight controller in which the attacker

increases the resource usage of the controller until it surpasses the available

system memory, causing the java virtual machine to crash and exit.

4.3.2 Eavesdropping attacks

These attacks allow the attacker to intercept the traffic on the network that they

would not usually have access to.

• Redirect eavesdropping In this attack, the attacker redirects traffic to

another location where data can be collected. This can be done either by

directing the flow through an alternate route (as in the route increase attack

below), or through packet duplication (a copy of the packet is sent out a
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second port to a collector), effectively configuring a mirror port on the switch.

A version of this attack is presented in [100].

• PacketIN eavesdropping The attacker prevents a matching flow rule being

installed on a switch for a target flow. Depending on the switch configuration

packets are either buffered on the switch with only packet headers included

in the PacketIN message, or the packet is not buffered and the full packet

data is included. If full packets are sent to the controller, then a malicious

application can log these packets and the contents can be parsed to extract

information. This has the secondary impact of a timing attack, as requiring

all packets to pass through the controller will introduce extra latency to flows,

and is functionally equivalent to the flow mod blocking attack described below,

therefore I do not demonstrate this attack specifically.

4.3.3 Data Tampering Attacks

The data tampering attacks allow the attacker to modify network packets, either

directly on the controller itself, or by redirecting traffic to an alternate location

on the network.

• Controller packet tampering An extension to the flow mod blocking and

PacketIN eavesdropping attacks, in this attack the controller goes further and

modifies packet contents whilst they are being processed, effectively perform-

ing a controller in the middle attack.

• Person-in-the-middle (PITM) attack The above eavesdropping, with

slight modification, can be used to aid in person-in-the-middle (PiTM) at-

tacks [12]. The attacker can redirect packets through a device that they

control within the network, then return the packet back to the switch to be

forwarded onto the intended target. The attacker can then read the packets

to collect data, or modify them as required. This is effectively the same as

the previous attack, although packets are not duplicated.

• Traffic Redirect In this attack, the attacker performs a variation on the

PiTM attack, which allows them to build a malicious replica of a target server,

and redirect client requests to the attackers replica instead of the target. This
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could, for example, aid in phishing attacks. The client believes they are

accessing the correct domain name, and indeed server IP, however all requests

are redirected to the attacker controlled server.

4.3.4 Service Degradation

The attacker wishes to degrade the performance of the network for either a tar-

geted host, or set of hosts. This is another form of denial-of-service attack,

however unlike the previous set of attacks which completely block communica-

tion, these attacks reduce network performance to cause a loss of performance of

running services. This could be be particularly problematic for systems which

require real time, or near real time, communication.

• Route increase In this attack the attacker introduces an extra hop into the

path of the packet wherever possible. This is done by pushing the packet to an

alternate port on the switch than the one that would usually be chosen. It is

assumed the at the next switch the packet route will be corrected ensuring that

the packet actually arrives, just with an additional delay. The attacker can

repeat this attack on multiple switches that they control in order to introduce

further delay.

• Flow mod blocking Lee et al. [133] demonstrate an attack against the ONOS

controller, which can be easily generalised to apply to the compromised con-

troller scenario. In the example, the attacker uses a malicious application to

change the ONOS properties to result in the PACKET OUT ONLY option to be set

to true. This prevents the forwarding application from installing flow rules on

the switch, only being able to respond to PacketIn messages with PacketOut

messages. This results in all traffic being sent through the controller, which

degrades network performance. In the example given, ping times increase

from 1ms to 4ms.

4.3.5 Other Attacks

• Data deletion In this attack, as described by Shin et al. [216], an attacker-

controlled application modifies entries within the controllers datastore in order

86



4.4 Attack Demonstration

to affect the operation of other applications running on that same controller.

An example provided is the removal of network link information from the

datastore, causing a monitoring application to display the wrong information.

This attack can be extended to apply to a distributed controller architec-

ture, wherein multiple controller share single, yet distributed, datastore. In

this scenario, a controller can modify dataset entries or misreport network

state (such as the existence of links), causing other controllers to see invalid

information. I do not replicate this attack in my environment, however I re-

fer to the related work in which the attack is demonstrated against multiple

Openflow controllers [216].

4.4 Attack Demonstration

To demonstrate the effectiveness of these attacks, I produce an implementation

of each attack and test, depending on the attack goal, the impact on network

performance, or if the outcome of the attack is achieved (in the case of data

tampering attacks).

4.4.1 Setup

To demonstrate the attacks I create a malicious instance of the Java-based Flood-

light controller. Attacks were implemented by writing a malicious application for

each attack, mostly achieved by making modified copies of the default Forwarding

routing application. As Floodlight allows applications to specify their own posi-

tion in the packet processing queue, the malicious applications were configured

to be executed before the default routing applications (where applicable). An

example of this is shown in Listing 4.1. In this example, the two functions dic-

tate that for PacketIN messages, the packets should first be processed by the

DeviceManager application before the malicious application, and should not be

processed by the default Forwarding application until after the malicious appli-

cation has processed the packet. An application can prevent further applications
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from processing the packet by returning Command.STOP from the message pro-

cessing function (returning Commmand.CONTINUE allows the request to move onto

the next application in the queue). Configuration for the malicious applications

(setting target IP/MAC addresses) was done through the default Floodlight prop-

erties file, as is also the case for legitimate applications.

@Override

public boolean isCallbackOrderingPrereq(OFType type, String name) {

return (type.equals(OFType.PACKET_IN) &&

(name.equals("devicemanager")));

}

@Override

public boolean isCallbackOrderingPostreq(OFType type, String name) {

return (type.equals(OFType.PACKET_IN) && (name.equals("forwarding")

|| name.equals("virtualizer")));

}

Listing 4.1: Malicious application ordering insertion code

Testing was performed using the Mininet platform [130]. Mininet is a simulated

SDN development and testing platform deploys can deploy virtual SDN switches

(OpenVSwitch) and simulated hosts with a given topology. This was chosen as it

is an easy way to build a large scale network with a custom topology, and also to

tear down and cleanup the network after the attack has occurred. As some of the

attacks, such as the amplified DoS, require a large number of switches and routes,

Mininet provides an easy way to achieve this scale. Further, Mininet can be easily

configured to use sequential MAC addresses for switches and hosts, meaning that

it is easy to predict which hosts and IP addresses map to which MAC addresses

A simple topology of six switches, each with one connected host, was used for

the majority of testing, which can be seen in Figure 4.3. This topology is not

necessarily designed to replicate a real-world topology, but it allows me to clearly

demonstrate the effectiveness of the attacks. In a real-world setting, the effect

of some attacks may be limited, in particular in a sparser network with fewer

available routes.
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S1

S2

S3

S4

S5

S6

H1

H2

H3

H4

H5

H6

Figure 4.3: Simple network used for attack demonstrations with six switches and
six hosts

4.4.1.1 Malicious Applications

I will now describe the specific actions taken by each malicious application.

• Sinkhole I do not explicitly demonstrate the Sinkhole attack, as I clearly

demonstrate the rerouting of packets through the route increase, redirect

eavesdropping and traffic redirect attacks, and the overall outcome of the

attack is identical to the drop packets attack described below.

• Drop packets

An application, TargetDropper, was produced which takes a list of IP addresses

from the Floodlight properties file and instructs the switch to drop (through an

action-less flow rule) packets for flows for which one of the target IPs is in the

destination. This application is based on the default Forwarding application,

and is set to be run before any other application. The target dropper will

return Command.STOP if a target IP is seen to prevent packets being passed

onto the Forwarding application. If the packet is not for a targetted IP, the

application will allow the packet to pass onto the next application in sequence

for normal processing. The processPacketInMessage method where this
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decision is made can be seen in Listing 4.2. The doDropFlow function already

exists within the forwarding application, and installs a flow rule directing

the switch to drop matching packets. Similar logic is used for all malicious

applications where a target is used.

@Override

public Command processPacketInMessage(IOFSwitch sw, OFPacketIn pi,

IRoutingDecision decision, FloodlightContext cntx) {

Ethernet eth = IFloodlightProviderService.bcStore.get(cntx,

IFloodlightProviderService.CONTEXT_PI_PAYLOAD);

IPacket pkt = eth.getPayload();

if (pkt instanceof IPv4) {

IPv4 ip_pkt = (IPv4) pkt;

log.info("Packet found: " +

ip_pkt.getDestinationAddress().toString());

if (targets.contains(ip_pkt.getDestinationAddress().toString())) {

doDropFlow(sw, pi, decision, cntx);

return Command.STOP;

}

}

return Command.CONTINUE;

}

Listing 4.2: TargetDropper main logic

• Amplified DoS (flooding) The AmplifiedDOS application is a modified

version of the default Forwarding application. Any flows destined to target

IP addresses are handled by the AmplifiedDOS application, all other flows are

passed on to the standard Forwarding application for processing. The appli-

cation installs a flow rule on every switch the packet traverses with multiple

action fields, one for each active port on the switch. The multiple action fields

direct the switch to forward the packet out of all available ports on the switch.

Eventually every switch under the attackers control will forward the flow out
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of all available ports, which causes an exponential growth in the number of

packets being forwarded as packets are repeatedly duplicated. Whilst this is

not a targeted attack, I specify a target flow to duplicate so other hosts can

be used to test the effect.

• Amplified Dos (targeted) The AmplifiedDOSTargeted is similar in func-

tionality to the AmplifiedDOS application, however when generating a flow

rule it will only duplicate the flow to a subset of the ports of a particular

switch which will direct the duplicate packets in the direction of the target

host. For testing purposes this is hard-coded into the application. For the

example network in Fig 4.3, if I assume H4 is the target and I have a flow

from H1 to H4. The application will cause the flow to be forwarded to switch

S2 and S6. The application will then instruct S2 to forward to S3 and S6, and

switch S6 to forward to S2 and S5, and so on. In order to prevent exponential

packet growth, the flow rules prevent packets being sent back out of the port

they came in on. This results in duplicate packets being received by the target

with less chance of flooding the network. For example, on the test network

a flow from H1 to H4, with H4 as the target, the attack results in 8 packets

being received by the H4 for every packet sent by H1.

• Controller crash This application terminates the current Java Virtual Ma-

chine (JVM) instance when a PacketIn message to a particular IP address is

observed. The JVM is terminated by a simple call to System.exit(0).

• Redirect eavesdropping The Eavesdropping application is almost identical

to the default forwarding application, except that for any flow to or from the

target addresses, an extra action will be added to the flow rule outputted by

the application mirroring the traffic to the appropriate port where the data

collection machine is sat.

• Person-in-the-middle (PiTM) The PiTM application is a modified version

of the Forwarding application which is programmed to configure flow rules for

the target flow to output on the first port on which the attack machine is

connected. The attack machine has two connections to the switch, and will

output packets on the alternate connection to the one they were received
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on. The malicious application will forward any flows coming from the second

attack port onto the original target. This is done in both directions for the

target flow.

• Traffic Redirect The Redirect application, built upon the Forwarding ap-

plication, intercepts packets to the target server IP address. For any pack-

ets destined for that address, the application sets the outbound port for the

FlowMod and PacketOUT to the port on which the attacker controlled host is

connected.

• Route increase The RouteIncrease application manually modifies the in-

stalled route between H1 and H4. By default, the route that is installed

would be H1–S1–S2–S3–S4–H4, representing a path length of 5. Through

modifying flow rules, the malicious application instead directs the flow on

the H1–S1–S2–S6–S5–S3–S4–H4 path which visits all switches, increasing the

path length to 7.

• Flow Mod Blocking, PacketIN Eavesdropping and Controller Packet

Tampering

The RuleBlocker application is used for preventing the controller from in-

stalling flow rules onto the switch. This application is almost identical to the

standard Forwarding application, except that it will only allow target packets

to be forwarded through PacketOutmessages, and will not generate flow rules.

This means that all packets in the flow have to pass through this application.

Packets that are not in target flows are passed onto the next application for

normal processing. The application can modify packet contents, allowing for

packet tampering. The attack can be targeted or indiscriminate.

4.4.2 Results

For testing, I use host H4 as a target for attack. To measure a baseline perfor-

mance, I make 10 pings of 4 packets each from H1 to H4, with a 6 second pause

between each (the default flow rule inactivity timeout is 5 seconds), and take the

mean round trip time (RTT) of the packets. A ping from H1 to H4 has an aver-

age RTT on the first packet (where flow setup occurs) of 7.95ms (SD 1.62), with
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the subsequent packets, matched to a flow rule, having a mean RTT of 0.105ms

(SD 0.042). These figures assume the controller already knows the location of

each host, which would be the case in an established network. In cases where

the destination is not know, the flow setup time is greater as an initial packet

flood is performed to identify the location of the host. This results in a slightly

larger flow setup time, with greater variation, however subsequent packets on the

flow are unaffected. I also use the pingall command provided by mininet to test

connectivity between all hosts. This performs a single packet ping between each

pair of hosts, printing X if there is no connection between two hosts. An example

of the output of pingall when not under attack is below:

mininet> pingall

*** Ping: testing ping reachability

h1 -> h2 h3 h4 h5 h6

h2 -> h1 h3 h4 h5 h6

h3 -> h1 h2 h4 h5 h6

h4 -> h1 h2 h3 h5 h6

h5 -> h1 h2 h3 h4 h6

h6 -> h1 h2 h3 h4 h5

*** Results: 0% dropped (30/30 received)

Listing 4.3: Mininet pingall example

4.4.2.1 Denial-of-Service

Controller Crash When a packet destined for H4 is seen, the malicious appli-

cation kills the JVM, resulting in the controller going offline. As no backup has

been configured, no communication is possible within the network. This can be

seen in the pingall output below:
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mininet> pingall

*** Ping: testing ping reachability

h1 -> h2 h3 X X X

h2 -> X X X X X

h3 -> X X X X X

h4 -> X X X X X

h5 -> X X X X X

h6 -> X X X X X

*** Results: 93% dropped (2/30 received)

Listing 4.4: Controller Crash pingall Output

Drop Packets I drop all packets destined for H4 using the TargetDropper

malicious application. The output of pingall is below:

mininet> pingall

*** Ping: testing ping reachability

h1 -> h2 h3 X h5 h6

h2 -> h1 h3 X h5 h6

h3 -> h1 h2 X h5 h6

h4 -> X X X X X

h5 -> h1 h2 h3 X h6

h6 -> h1 h2 h3 X h5

*** Results: 33% dropped (20/30 received)

Listing 4.5: Drop Packets pingall Output

All packets destined for H4 were dropped, meaning each host received no ping

response. Similarly, as responses from other hosts to H4 are also dropped, H4

is unable to receive responses from any other host (however, requests from H4

are received by other hosts as the blocking is unidirectional), meaning that the

pingall output shows no connectivity from H4 to other hosts. I only focus on

destination IP addresses in this test, but it would be trivial to match a source IP

address as well to prevent communication between a specific pair of hosts whilst

allowing other hosts to communicate normally.
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Amplified DOS (Flooding) I trigger the malicious application whenever a

packet destined for H4 is seen on any switch. As the packet is replicated at every

switch, the number of packets grows exponentially and very quickly the network

is overloaded. To demonstrate this more clearly, I send a single ping packet from

H1 to H4, and then attempt to ping from H3 to H5:

mininet> h1 ping -c 1 h4

PING 10.0.0.4 (10.0.0.4) 56(84) bytes of data.

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=1013 ms

--- 10.0.0.4 ping statistics ---

1 packets transmitted, 1 received, 0% packet loss, time 0ms

rtt min/avg/max/mdev = 1013.590/1013.590/1013.590/0.000 ms

mininet> h3 ping -c 4 h5

PING 10.0.0.5 (10.0.0.5) 56(84) bytes of data.

From 10.0.0.3 icmp_seq=4 Destination Host Unreachable

--- 10.0.0.5 ping statistics ---

4 packets transmitted, 0 received, +1 errors, 100% packet loss, time 3081ms

Listing 4.6: Amplified DoS Attack

As can be seen, the first ping is successful (though experiences a heavy delay).

Even after the initial ping has stopped, I see a very large number of packets

entering the controller. On the ping from H3 to H5 (which are both not targeted

by the attack), the connection fails as the network is overloaded and the controller

is dealing with a very large number of requests. As an example, I perform a packet

capture on a single port on one of the switches, seen in Figure 4.4. After just 10

seconds, the packet capture contains more than 390,000 duplicated packets from

a single ping (all packets have matching ids and sequence numbers), with the rate

increasing as more and more packets are duplicated.
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Figure 4.4: Amplified DOS Attack

Amplified DOS (Targeted) I start the targeted DOS attack against host H4.

As can be seen by observing the network traffic using Wireshark configured on

H4, on sending a ping from H1 to H4, for each packet sent by H1, 8 are received by

H4, and H1 received 8 responses back. Whilst this is not enough to overload the

host, it shows the attack is feasible. If a heavier (higher throughput) application

when compared to ping is used, it is expected that H4 will be taken offline as

the attack essentially emulates a distributed denial of service attack. Below is

the ping output from pinging H1 to H4, after the malicious flow rules have been

setup:

mininet> h1 ping -c 2 h4

PING 10.0.0.4 (10.0.0.4) 56(84) bytes of data.

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.126 ms

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.186 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.190 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.194 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.197 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.200 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.203 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=0.206 ms (DUP!)

64 bytes from 10.0.0.4: icmp_seq=2 ttl=64 time=0.197 ms
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--- 10.0.0.4 ping statistics ---

2 packets transmitted, 2 received, +7 duplicates, 0% packet loss, time 1021ms

rtt min/avg/max/mdev = 0.126/0.188/0.206/0.028 ms

Listing 4.7: Amplified DoS Targeted Attack

The first ping request (icmp seq=1), is duplicated 8 times by the network, and

8 responses are returned to the sender (which the ping utility correctly identifies

as duplicates). Note that in the example 2 pings were sent, but only a single

response is shown for the second ping (icmp seq=2). This is because the ping

tool will exit on receiving the first response to the final request, even though 8

responses are actually received. If the ping tool is only instructed to send a single

packet, it will only count a single response, even though 8 are received.

4.4.2.2 Eavesdropping

Redirect Eavesdropping To demonstrate the redirect eavesdropping attack,

I use a simpler topology, as seen in Figure 4.5. In this topology, H3 is the attacker

controlled machine, and H1 and H2 are the communicating hosts. The malicious

application, on seeing traffic to or from H1 (10.0.0.1), will add an additional action

to the flow rule to output traffic to port 3, where H3 is connected. Figure 4.6

shows the Wireshark capture on the ethernet interface of H3, whilst a ping is

made from H1 to H2 (10.0.0.2). The ICMP packets between H1 and H2 are also

received on H3, which would normally not be able to observe these packets, even

if capturing in promiscuous mode (in this case promiscuous mode is disabled).

S1

H2

H1 H3

Figure 4.5: Simple network used for redirect eavesdropping and redirect traffic
attacks
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Figure 4.6: Redirect Eavesdropping Attack

4.4.2.3 Data Tampering

Controller Packet Tampering For a demonstration of this attack, please see

Section 4.5.4.4.

Person-in-the-Middle For a demonstration of this attack, please see Sec-

tion 4.5.4.5.

Traffic Redirect To demonstrate the traffic redirect attack, I again make use

of the simpler topology seen in Figure 4.5. In this scenario, H1 (10.0.0.1) is

the target server, H3 (10.0.0.3) is the client, and H2 is the attacker controlled

machine. I run a simple web server on H1, running on port 998, using the Python

3 http.server. The folder in which Mininet runs contains 2 folders, host1 and

host2, which each contain a file called host.txt, which indicates on which host

the web server is being run. I start a web server on H1, using the host1 folder as

the root. The host.txt file within this folder contains “This is host 1 (10.0.0.1)”.

When not under attack, if H3 requests this file from IP address 10.0.0.1, they will

receive a file from host 1. This can be seen in Figure 4.7a.

I then introduce an attacker machine, H2, which is configured to have the

same IP and mac address as H1. H2 is also running a web server, also bound to

IP 10.0.0.1 on port 998, but in this case serving the contents of folder host2. The

malicious application, in seeing a packet destined for 10.0.0.1 (H1), will direct it

out of port 2 where H2 is located, instead of port 1 where H1 is located. This

means that, when H3 sends a request to H1, the request is instead redirected to
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H2, and the contents of the host.txt file within the host2 folder is returned.

This can be seen in Figure 4.7b. As can be seen in the output, the returned file

is that of H2.

4.4.2.4 Service Degradation

Flow mod blocking & PacketIN Eavesdropping On preventing flow rules

from being installed for a target, I repeat the 10 repeated pings and take the

mean packet times, excluding the first packets. The mean RTT for packets was

4.16ms (SD 0.95), which is a substantial increase on the normal case (0.105ms).

Note that this attack only works in one direction, preventing flow rules from being

installed for packets towards H4, but not the return path to H1, which means

that the latency is a substantial increase, but does not extend to the 7.95ms mean

bi-directional setup time.

Below is an example of pinging from H1 to H4 whilst H4 is the target of the

attack:

mininet> h1 ping -c 5 h4

PING 10.0.0.4 (10.0.0.4) 56(84) bytes of data.

64 bytes from 10.0.0.4: icmp_seq=1 ttl=64 time=11.9 ms

64 bytes from 10.0.0.4: icmp_seq=2 ttl=64 time=4.81 ms

64 bytes from 10.0.0.4: icmp_seq=3 ttl=64 time=5.88 ms

64 bytes from 10.0.0.4: icmp_seq=4 ttl=64 time=3.50 ms

64 bytes from 10.0.0.4: icmp_seq=5 ttl=64 time=4.35 ms

--- 10.0.0.4 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4009ms

rtt min/avg/max/mdev = 3.507/6.110/11.983/3.035 ms

Route Increase The effect of the route increase attack was first verified by

monitoring packet captures on individual switches. By doing this, I confirm that

the H1-H4 flow does indeed pass through the longer route. The RTT of packets

increases slightly from 0.105ms (SD 0.042) to 0.114ms (SD 0.016). This is a
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(a) Request from H3 to H1 whilst not under attack

(b) Request from H3 to H1 when under attack

Figure 4.7: Redirect traffic attack

smaller increase than expected, which I believe is down to the efficient nature of

Mininet, in which all links feature minimal latency. To verify this, I ran a simple

test of the packet RTT between H1 and H2 (a 3 hop path) and H1 and H3 (a 4

hop path). These achieve mean packet RTT of 0.089ms and 0.1 ms respectively, a

very small increase. Whilst the attack has a minimal impact in this test scenario,

in a real-world setting where inherently slower links exist the effect of this attack

can become more noticeable.

4.4.3 Discussion

As can be seen in Section 4.4.2, I have been able to successfully demonstrate

almost all of of the proposed attacks within a simple network environment, with
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the remainder demonstrated against an industrial control system environment

later.

For denial-of-service type attacks, the effect of these can be clearly seen. For

example, the controller crash and flow mod blocking attacks clearly prevent com-

munication from occurring. Whilst the controller crash and amplified DOS at-

tacks would impact the whole network, the targeted amplified DOS and drop

packets attacks can be targeted to particular hosts whilst leaving the rest of the

network unaffected.

The service degradation attacks also have a clear effect on the network per-

formance. The impact of these attack very much depends on the type of traffic

being affected. For simple web browsing type traffic, the noticeable impact of

these attacks would be minimal. However, in scenarios that rely on maintaining

low latency communication, for example video conferencing, these attacks could

have a major impact. Of particular concern are real-time systems, which I ex-

plore in the context of industrial control systems in Section 4.5. The differing

attacks have different levels of detectability. The flow mod blocking attack is

going to create a very noticeable change in the switch-controller traffic, as the

switch now has to forward every packet to the controller. On the other hand,

the route increase attack is set up as a normal flow would be, just with a longer

path, which would be harder to identify.

Whilst the PacketIN eavesdropping attack has a noticeable impact on the

underlying traffic, the redirect eavesdropping attack allows the flows to be routed

as normal, with only the addition of the mirror ports. This can allow the attacker

to capture traffic that they would otherwise not be able to. This attack could

also be performed by compromising the switch, and if it is supported, configuring

a mirror port.

Finally, the data tampering attacks represent the most interesting set of at-

tacks that really show the potential impact om SDN. The traffic redirect attack in

particular could be extremely useful to an attacker in facilitating further attacks

such as phishing. Whilst these types of attacks could be achieved using more

traditional means such as ARP spoofing, these are easy to identify using intru-

sion detection systems to the the more active nature of them. The SDN-based

attacks, on the other hand, do not require the attacker controller machine to send
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any additional packets, only to receive and forward traffic sent to them, which is

far less obvious.

Some of these attacks could be detected/prevented by existing systems de-

signed for preventing malicious controllers, such as [6, 7, 111, 185, 195]. This par-

ticularly applies to attacks which terminate communication, such as the sinkhol-

ing DoS attack, or the Amplified DoS attack, which introduces network loops. As

these type of systems usually apply some kind of detection function to identify

attacks occurring, then it is not possible to be able to identify all malicious con-

troller responses with 100% accuracy if a single controller is in use, in particular

when the more subtle attacks, such as route increase, are used, as very similar

effects could be caused by legitimate application such as load balancers. A con-

sensus approach, such as SDBFT, will be able to identify any of these attacks

occurring as long as there is a single correct controller, as all of these attacks will

result in a controller response different to the normal, non-malicious case.

Difficulty in Performing Attacks Within this simple scenario, these attacks

do not require a large amount of skill to perform. The most difficult aspect is

reverse engineering the Forwarding application to identify the normal flow of op-

eration and the locations where this application can be modified to achieve the

desired goal. Within this testing, the malicious applications are hard coded to per-

form attack actions, such as forwarding packets to specific destination addresses

out of specific ports. This itself represented a manual process to implement the

logic within the malicious application, requiring knowledge of the ports to which

hosts are connected. A particular example of this is in the RouteIncrease appli-

cation, which requires almost 300 lines of additional code consisting of condition-

als to handle the target flow at each switch on the path. Rather than implement

this type of attack through a malicious application, it could be possible to instead

modify the datastore used by Floodlight, which stores connection information for

devices and switches, to cause the Floodlight topology manager to return desired

routes for target flows.

Similarly, some of the described attacks require the attacker to know the

topology of the network, to the level of which ports on switches connect to which
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devices or other switches. Again, this information is stored by Floodlight (as-

suming the network has been operational for some time and all device locations

are known), and so an attacker who has access to the Floodlight instance could

extract this information.

4.5 Real World Impact — Industrial Control

Systems

Our previous attack demonstrations show the impact of attacks happening within

a simulated network environment featuring simple traffic. Whilst that can clearly

show the base impact of the attacks, it is not a real-world application. In this

section, I use a case study of Industrial Control Systems (ICS) as an example of

a real-world environment where SDN use is proposed, and attacks could have a

major impact. In particular, within an ICS setting real-time protocols are used

extensively, and so I can demonstrate the impact of some simple SDN based

attacks on such protocols in a lab environment consisting of physical industrial

devices interacting with a simulated physical process. This work has been pub-

lished as “Controller-in-the-Middle: Attacks on Software Defined Networks in

Industrial Control Systems” [87].

4.5.1 Industrial Control Systems

ICS, as the name suggests, are the systems that control industrial processes.

Typical examples of these types of processes include manufacturing, power gen-

eration and distribution and water treatment. Many elements of critical national

infrastructure (CNI) involve the use of industrial control systems as key compo-

nents [36]. As ICS interacts with real-world, physical processes, it is an example

of a cyber-physical system (CPS). Operational technology (OT), as opposed to

information technology (IT), refers to the devices and software that makes up

an industrial control system. Whilst there is some overlap between OT and IT

systems, generally they will be handled by different teams within an organisation,
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with OT largely maintained by engineers, and IT systems by more traditional IT

professionals.

In a traditional IT system, the confidentiality, integrity and availability triad

of attack impact is largely applicable in that order i.e. the confidentiality and

correctness of data is prioritised over its availability. In an OT system, a 4th

concept is introduced in safety, which is given the highest priority, very closely

followed by availability [124, 73]. The safety aspect refers to the fact that an ICS

often controls large, physical process in dangerous environments. If the control

system were to malfunction, either through error or malicious action, it could

potentially cause serious injury, or even death, to those in the vicinity of the

process. Availability has both a financial impact, as a process that is not running

does not generate revenue (e.g. in manufacturing), and also the knock on effect

of a services process being disrupted, e.g. if a water treatment plant or power

generator goes offline, then it could potentially affect thousands of people who

rely on those services.

To demonstrate a standard architecture for an industrial control system, I

will use the Purdue Enterprise Reference Architecture (more commonly known

as the Purdue Model), which is commonly used as the basis for industrial control

systems architectures [237, 246]. A representation of the Purdue model can be

seen in Figure 4.8.

Levels 0 to 3 represent the OT environment. At the lowest level, level 0,

there is the physical process, made up of a number of devices such as sensors,

actuators, drives and robots. These are connected to the process control devices,

found in level 1. This connection is often physical wiring, or sometimes wireless

protocols such as WirelessHART. The devices in level 1 are the key specialist

devices within ICS, consisting of devices such as programmable logic controllers

(PLCs), remote telemetry units (RTUs) and distributed IO devices. Common

vendors for such devices include Siemens, Allen Bradley (Rockwell Automation),

Honeywell, Delta, Schneider and General Electric. In the simplest ICS, a PLC

runs a program (referred to as the ”logic”), which reads inputs from the sensors

and sets the state of the drives and actuators. It is usually physically wired to

these inputs and outputs. A distributed IO device can reduce the amount of

physical wiring required by providing a local device which communicates with
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Figure 4.8: Purdue Reference Architecture [237, 246]

a secondary controller over either a serial or ethernet connection. ICS devices

are designed to last a number of years and operate with close to zero downtime,

however in terms of security they are often lacking even basic security controls

by default and suffer from many simple yet critical vulnerabilities, which often

go unpatched [227, 228].

The level 1 devices can communicate with local area supervisory control sys-

tems in level 2, commonly referred to as Supervisory Control and Data Acquisi-
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tion (SCADA) systems. These provide human-machine interface screens within

a control centre, allowing operators to interact with and monitor the process.

Level 3 covers the site wide operations and control, including engineering

workstations, HMIs, application servers, data historians and domain controllers.

Devices in level 1 use a number of ICS-specific protocols for communicating

with each other, and level 2 and 3 services. Some of these are vendor specific and

proprietary, such as Siemens S7Comm, whilst others such as Ethernet/IP and

Modbus are open standards used by multiple vendors.

Between the OT and enterprise environments is the industrial demilitarised

zone (DMZ), which is accessible to both the enterprise and OT networks, but

provides a barrier between the two.

Finally Levels 4 and 5 represent the enterprise network of the organisation.

In level 4 there are the core enterprise systems, including domain controllers,

business servers, internal web servers and enterprise PCs. Level 5 is the internet

DMZ, where the publicly accessible servers are located, such as email and web

servers.

Communication from levels 1 upwards is nowadays provided through IP net-

works. Traditionally, for security purposes, there would be a physical air-gap

between Levels 3 and 4 with no connection between the two, however this is of-

ten no longer the case, especially with the increased use of the cloud and the

industrial internet-of-things with the shift to “Industry 4.0” [191].

OT networks are relatively static when compared to enterprise IT networks.

It is not common to add new devices, and devices will stay connected for long pe-

riods of time, with predictable traffic patterns. For example, a data historian will

consistently read from a PLC once every second. Within OT networks it is very

common to use security appliances such as firewalls and intrusion detection sys-

tems. Firewalls, in particular, are an important tool in preventing unauthorised

access to devices, with only specific servers and workstations able to commu-

nicate with devices and network segmentation being a key security mechanism.

This lends well to an SDN deployment — the security functions of the network

can be built into the controllers, and new devices added to the network can be

handled appropriately. In particular, an ICS-SDN deployment would most likely
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heavily relay on proactive flow rule configuration rather than reactive due to the

static nature of the underlying network

Proposed uses of SDN in ICS There have been a number of proposed uses

of SDN in an ICS environment. As well as utilising SDN to help reduce network

management overhead, SDN is used as a tool to enable dynamic defences against

attack [48]. I discuss a selection of these here.

Silva et al. propose a multipath routing mechanism built using SDN as a

method for mitigating eavesdropping attacks [217] in ICS networks. In this ap-

proach, shortest paths are computed between pairs of devices (using Dijkstra’s

algorithm [67]), and chosen. After a short timeout, the cost of the used path is

increased, and the shortest path is recalculated, with the new shortest path is

then used. This means that the flow changes path frequently making it harder

to eavesdrop on a flow for a continuous period.

Another use for SDN as a security mechanism is as a network intrusion de-

tection system (NIDS). Silva et al. propose a one-class NIDS in which the SDN

controller collects snapshots of Openflow statistics from switches which are sent

to a data historian and then used to detect attacks, relying on the generally static

nature of ICS networks [218].

Derhab et al. propose an SDN-WAN based architecture for IDS, which mi-

grates the control layer to the cloud [66], along with a intrusion detection sys-

tem to detect forged commands to ICS devices, and a blockchain-based integrity

checking system for identifying attacks which modify switch flow rules.

One particular use case that has been proposed for SDN in an ICS environ-

ment is within smart grids. Rehmani et al, provide a details survey of SDN

use within smart grids, including the security and privacy scheme within such

architectures [193].

4.5.2 Attacker

ICS networks are generally not the targets of low-level attackers, such as script

kiddies, due to the highly sensitive nature of the targets. As ICS often make

up aspects of critical national infrastructure, then there is a much higher risk
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in attacking such systems, for relatively little financial gain. Rather, ICS are

generally the target of far more highly motivated attackers, including nation

states, cyber-terrorists and organised crime who are trying to cause widespread

disruption to services, or extort for financial gain.

Attacker Goals The overall goal of the attacker is usually going to be one of

the following two scenarios. First the attackers overall goal is to cause disruption

to the physical process to cause physical damage or disruptions. The well known

example of this is Stuxnet, which was a worm, believed to be a joint effort between

the US and Israel, that targeted the Iranian nuclear program. Stuxnet targeted

the centrifuges used to enrich uranium. By targeting the controllers, the worm

was able to rapidly speed up and slow down the centrifuges, causing them to

become damaged, disrupting the Iranian nuclear program. It is believed that

up to one fifth of Iran’s nuclear centrifuges were destroyed by the attack [110].

This form of attack has largely non-financial motivations, and will be the goal of

nation state attacker and cyber terrorists. A similar example of a successful, yet

mitigated, attack on an ICS system occurred in 2021 where a hacker attacked a

Florida water treatment facility and increase the amount of sodium hydroxide in

the treated water to toxic levels [18]. Fortunately, this attack was detected by an

operator and no unsafe drinking water escaped the plant.

The other potential attack goal is to cause the threat of disruption to the

physical process, and require ransoms to be paid to recover the process/prevent

attack. As well as the increasing threat of ransomware, of which ICS are becoming

an increasing target [180], more targeted attacks where an attacker shuts down a

process and refuses to allow it to recover until a ransom has been paid could occur.

Though this hasn’t occurred on OT devices as of the time of writing, it inevitably

will. Ransomware has had an impact, however. In 2021, the US Colonial Pipeline

in the US, which supplies fuel to the east coast [17], was affected by a ransomware

attack affecting its billing systems. Whilst the attack did not directly affect the

OT networks, it shut down operations on the pipeline as billing could not be

carried out. This type of attack is more likely to be attributed to organised

crime gangs or hacker groups than nation state level attackers, as traditional

ransomware is an attack for financial rather than political gain.
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Many ICS focussed protocols are real time in nature, and require minimal

latency. An attack launched by a malicious SDN controller could easily introduce

latency into the communication, enough to break real-time properties. As an

example, the IEC 61850 standard for power systems specifies that the latency for

fault isolation and protection services shall not exceed 3ms [92]. As I have shown

in Section 4.4.2.4 above, and demonstrate against the real-time Profinet protocol

below, achieving this additional latency is feasible even with a single switch.

The compromise of the SDN controller can both be used to directly launch

attacks, as well as to assist in performing traditional host-based attacks within

the network. As the attacked gains a large amount of control over the routing of

the network, as well as potentially other networking functions such as firewalls,

gaining control over the SDN controller could become a key target for an attacker,

in particular for facilitating further attacks.

4.5.3 Setup

To measure the impact of SDN-based attacks within an ICS I have created a

small-scale testbed, consisting of real-world, physical PLCs controlling a virtual

factory process. This small-scale testbed represents Layers 0 and 1 of the Purdue

model, as found in Figure 4.8.

4.5.3.1 Physical Process

In order to measure the effect on a physical process, I use FactoryIO from Real-

Games [192]. FactoryIO is designed to be used for learning PLC programming,

with the ability to build large scale factory simulations which are controlled by

real-world devices. The software talks to PLCs using an Ethernet connection

and is able to utilise a number of industrial protocols, including S7Comm, Eth-

ernet/IP and Modbus. This allows me to easily connect it up to different devices

over a SDN network and measure the impact of the attacks on the different pro-

tocols. The scene I test with is a simple sorting scene, in which small and large

boxes are moved down a conveyor belt and measured. The larger, taller boxes are
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(a) FactoryIO scene used for testing. The larger, cube-shaped
boxes are pushed off the main conveyor, the rectangular boxes
are not

(b) FactoryIO when under the flow rule blocking attack

Figure 4.9: FactoryIO

pushed onto a secondary conveyor, whilst the shorter boxes are not. An example

of this scene can be seen in Figure 4.9a.

4.5.3.2 SDN

Networking is provided by a Dell EMC PowerSwitch S3048-ON 1000BASE-T

48-port 1GbE top-of-rack (ToR) switch, which features support for SDN using

OpenFlow (versions 1.0 and 1.3), and can operate with 3rd party controllers
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and operating systems (the ON portion of the model number represents Open

Networking). The switch is running Dell EMC Networking OS9 (specifically 9.13),

and has been configured to use Openflow 1.0. I use the Floodlight controller [187]

to provide network control.

4.5.3.3 Devices and Protocols

I make use of four common ICS protocols in this testing:

Profinet - Profinet is a real-time protocol commonly used by Siemens devices.

In particular, it is the protocol in use for providing communication between

Siemens PLCs and HMIs, as well as when using remote IO . I make use of two

S7-1200 PLCs running firmware version 4.2. One operates as the controller,

and the second as the remote IO device. The laptop running FactoryIO is

connected to the remote IO device over Ethernet, using S7Comm to commu-

nicate. The SDN switch sits between the two PLCs for these tests.

S7Comm - The S7Comm protocol is the primary protocol used for workstations

and SCADA systems to interact with Siemens PLCs. As well as downloading

programs to the device, it can be used to read and write memory addresses to

the device. As an example, it is common for software such as data historians to

use S7Comm to read values from devices. S7Comm is unencrypted, though

newer devices use S7CommPlus which do use encryption (though this has

been shown to be insecure [26]). S7Comm is used between FactoryIO and the

remote IO PLC, with the SDN switch moved between the two. The connection

between the two PLCs is instead through a standard Mikrotik switch.

Ethernet/IP - Ethernet/IP is an open protocol, most commonly used by Allen

Bradley devices for communication, including remote IO, although unlike

Profinet it is not a real-time protocol. I use an Allen Bradley Micro850 PLC,

connected to FactoryIO over the SDN switch.

Modbus/TCP - Finally, I use the common Modbus/TCP protocol. I use

OpenPLC1 installed on a Raspberry Pi 4 Model B (4Gb Ram). OpenPLC is

an open source PLC commonly used for research projects using the Modbus

1https://www.openplcproject.com
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protocol [9]. To use FactoryIO with OpenPLC, FactoryIO runs a Modbus

server, which OpenPLC treats as a slave device. The SDN switch sits between

OpenPLC and FactoryIO.

(a) Siemens S7-1200 PLC

(b) Siemens S7-1200 PLC
and HMI in box

(c) Allen Bradley Mi-
croLogix 850 and HMI in
box

Figure 4.10: ICS devices

The topologies for each protocol are shown in Figure 4.11. In the diagrams,

the labels on lines indicate the protocols in use. Note that the SDN controller

is not shown, however it running on a blade server directly connected to the

switches management port. Where two devices are not shown to be connected

using a switch, they are connected through a direct Ethernet connection.

4.5.4 Attacks

4.5.4.1 Flow Rule Blocking

I apply the flow mod blocking attack to the ICS environment. This attack should

cause a large amount of additional latency, which should have a major impact

on the real-time Profinet protocol, and a noticeable impact on the three non

real-time protocols. For the non real-time protocols, I expect this latency will

introduce delays into the operation of the physical process.
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SDN
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S7Comm

Profinet
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Profinet
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S7Comm

(b)
S7Comm

SDN

FIO

Micro850

Ethernet/IP

(c) Ether-
net/IP

SDN

FIO

OpenPLC

Modbus/TCP

(d) Mod-
bus/TCP

Figure 4.11: Topologies used for testing. SDN = SDN Switch. FIO = FactoryIO
host.

Demonstration I apply this attack to all four protocols in the test setup. The

attack is targeted to the PLC device; any other flows will be unaffected. On first

seeing a request to the target device, the malicious application will allow any

handshakes to complete, and after 20 second clear the flow table of the switch

and then apply the attack. I apply flow rule blocking with no additional delay

introduced by the controller (except the delay of contacting the controller itself,

which is 3-4ms), and also with artificial additional delay on sending responses

from the controller to measure how much extra latency is enough to cause the

physical process to no longer sort blocks.

I presents the results of this attack on the four protocols in Table 4.1. As can

be seen in the third column, all of the protocols, other that Profinet, were able

to operate whilst under this attack. Profinet, the only real-time protocol, quickly
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Protocol
Real-
time?

Operates with
blocking?

Physical process
affected?

Additional de-
lay for failure

Profinet Yes No Yes -
S7Comm No Yes No 40ms
Ethernet/IP No Yes Yes 10ms
Modbus/TCP No Yes Yes 10ms

Table 4.1: Results of flow-rule blocking attack.

raises an alarm once the attack begins, triggering an error state on the PLC. On

inspecting the requests to the controller, Profinet messages are sent at a sufficient

rate that the controller is unable to process requests and forward packets quick

enough and a backlog forms. This, along with the additional latency, breaks the

real-time properties of the protocol and causes Profinet to fail.

For those protocols that still managed to operate when under attack, only

S7Comm showed no obvious impact on the physical process. Both Ethernet/IP

and Modbus/TCP, when faced with the additional latency of passing packets

through the SDN controller, both exhibited a noticeable lag in the pusher oper-

ation in the physical process, pushing blocks late and in some cases late enough

that the block remain on the main conveyor. This clearly shows that there is a

potential safety impact from this attack, as the reaction time of the process for

any aspects which rely on this network communication are impaired.

Finally, I measure how much additional latency is required to cause the pusher

to completely miss blocks, preventing sorting. S7Comm requires 40ms of addi-

tional delay, whilst Ethernet/IP and Modbus/TCP both only required 10ms ad-

ditional controller delay to fail. This small value indicates that both Ethernet/IP

and Modbus/TCP could be vulnerable to other SDN attacks that increase la-

tency, for example through increasing path lengths. This effect can be seen in

Figure 4.9b.

4.5.4.2 PacketIN Eavesdropping

The PacketIn eavesdropping attack could be applied to an ICS environment. For

an attacker there are two obvious benefits to this. First, it is useful in asset dis-

covery, as it reveals IPs, MAC addresses and protocols in use to the controller.

Further, in some protocols, such as S7Comm, device specific details such as model
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numbers and firmware versions are sent as part of the protocol which can also aid

in asset discovery. The second benefit is that if the protocol in operation can be

observed, then the attacker can potentially learn about the behaviour of the un-

derlying process by observing transmitted data. For example, Ethernet/IP reads

and writes each individual register, including the register name, as individual

requests. If these are used for remote IO or a data historian, an attacker could

monitor these over a period of time to learn which registers could be tampered

with to affect the process.

4.5.4.3 Redirect Eavesdropping

I apply the redirect eavesdropping attack to the physical topology. Whilst this

attack performs no differently to the example shown in the simulated environ-

ment, this does show the attack also works on a physical topology with clearly

separated devices.

Demonstration Our malicious forwarding application, on creating a flow rule,

adds an additional action field to output packets to the port where the attack

laptop is connected, on which I run Wireshark. As soon as a new target flow

is setup, then Wireshark will start capturing all traffic on the flow. S7Comm

packets only appear into the network capture only begins when the attack is

started, as the laptop does not usually have visibility onto those packets, even

when running in promiscuous mode.

It is important to note that for established flows, the simple version of this

attack will not work as the controller will not be contacted to install the flow

rule for the target device. The controller will have to direct the switch to delete

the existing flow rule, and then install an updated flow rule proactively. The

controller can do this in one command, which will prevent any disruption to the

existing network.

4.5.4.4 Controller Packet Tampering

I apply the controller packet tampering attack to modify the packets of the in-

dustrial protocol. In cases where the full packet is sent to the controller, and the
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protocol is unencrypted (as S7Comm, Ethernet/IP and Modbus/TCP all are by

default) I can make arbitrary modifications to the packets to perform a person-

in-the-middle attack. The advantage of this attack is that no new routes are

created — the switch already communicates with, and forwards packets to the

controller. The primary effect on the network is a large increase in the volume

of packets sent from the switch to controller. In this example, I wish to over-

write the values relating to the pusher in the example process, to prevent blocks

from being pushed off the main conveyor. Packets are modified by modifying the

packet data when the PacketOUT message is created by the malicious forward-

ing application.Note that I cannot apply this to the Profinet connection, as the

connection fails if packets are routed through the controller due to the additional

latency.

One small issue arose when developing this attack. If the data is simply

changed, the packets TCP checksum is then incorrect and FactoryIO disconnects.

This means that the malicious application needs to deconstruct the TCP layer

of the packet, modify the TCP payload, and then rebuild the TCP header. This

adds a very small amount of additional overhead to the packet processing, and

hence latency to the connection.

Demonstration For S7Comm, FactoryIO uses a ReadVar S7Comm packet to

read the state of the output addresses on the PLC. Within the response, the

final 2 bytes of the packet, containing the read values, are returned, which are

B100 when the pusher is not being pushed, and B900 when the pusher is active.

Therefore, for any packets from the target device which contain B900 as the

final 2 bytes, these are replaced by B100 successfully preventing the pusher from

operating.

In the Modbus/TCP setup, OpenPLC updates the coil state to FactoryIO

using the Write Multiple Coils request type, sending 2 bytes of data over.

When the pusher is inactive, these 2 bytes are B300, changing to BB00 when the

attack is active. Similarly to S7Comm, these are the final 2 bytes of the packet.

Again, the attack successfully blocks the pusher from operating.

The attack is a little more complicated in the case of Ethernet/IP. Whereas

S7Comm and Modbus/TCP both request/write all of the output registers in a
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single request, within Ethernet/IP each individual output register is requested

individually. This means that I need to observe the request from FactoryIO to

the PLC for the register corresponding to the pusher (in this case BOOL OUT 3),

and then only modify the following response, replacing the final 3 bytes of the

packet — C10001 with C10000’. As with this other two protocols the attack is

successful.

In this demonstration I prevent the pusher from pushing, however the same

attack could be applied to, for example, overwrite values being sent to a SCADA

server, potentially preventing alarms from being raised.

4.5.4.5 Person-in-The-Middle

In this implementation of the person-in-the-middle attack, the attacker wishes to

modify the packets sent between the PLC and FactoryIO (the physical process)

in order to make the process go wrong.

Demonstration I demonstrate this attack using FactoryIO with a Siemens S7-

1200 PLC using S7Comm. I introduce a third device into the network, a laptop

running Ubuntu 18.04. This laptop simulates a host within the network that is

under control of the attacker, for example a host they were able to successfully

compromise. The laptop has two Ethernet connections to the switch, and on

the laptop a virtual network switch is deployed using OpenVSwitch (OVS), with

both physical adapters added as ports to the virtual switch. The OVS switch

is controlled by its own Floodlight instance, which simply directs packets out of

the adapter which the did not come in on, effectively making the virtual switch

a proxy. The OVS controller instance also has the controller packet tampering

application installed, and so will intercept all target packets and modify them

in the same way as the previous attack, however this behaviour is contained to

the attacker laptop. Note that using the controller packet tampering approach

within the attacker machine does introduce a small amount of additional latency,

and is only used as a proof of concept. With greater effort the attacker could use

an alternate approach, such as through use of a proxy, to remove this additional
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latency. On the core SDN switch, flow rules are manually installed through a

malicious application to direct target flows through the laptop.

Through this attack, I was successfully able to perform a person-in-the-middle

attack without the use of traditional techniques such as ARP spoofing. Within the

data plane there are no unusual packets, only flows taking an unusual route. As

with the controller packet tampering attack, as well as interfere with the physical

process this attack could be used to modify packets sent back to SCADA systems

to prevent monitoring and alarms.

4.5.5 Discussion

The aim of these demonstrations were to show the impact of some of the pro-

posed attacks within a real-world setting, in particular the setting of an industrial

control systems environment. I show the impact on one real time, and three non

real-time (though used as real-time protocols in some scenarios) protocols, and

also demonstrate the attacks agains a commercial, physical SDN switch.

As I have shown, the timing related attacks are able to completely break the

real-time properties of the Profinet communication. If used for distributed IO,

as is the case here, this could have a devastating impact on the operation of the

physical process as all control would be lost, with only separate safety systems

remaining to ensure the process returns to a safe state. Even in the non-real

time protocols, adding only small amounts of additional latency (<10ms) allows

the protocols to continue operating, but provides a delay to the physical process

which causes failures in the normal operation of the process. Whilst Ethernet/IP

and Modbus/TCP are not real-time protocols, they are used for distributed IO

and so latency should be kept to a minimum.

The two tampering attacks also demonstrate a clear serious safety issue within

the industrial control system. In particular, the person in the middle attack

could allow an attacker to intercept packets with minimal additional latency. As

I demonstrate, this could be used to interfere with IO packets to cause disruption

to the physical process. It could also similarly be used to modify data sent

to historians and SCADA control systems, which could cause human operators
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within control centres to see incorrect information, which is again a major safety

concern as operators may take incorrect actions.

Difficulty in Performing Attacks The core routing modifications of these

attacks is no more difficult than the examples provided in Section 4.4.2, as the

underlying network is similar. The attacks could be made more difficult if non-

SDN firewalls and access control were used, which could potentially require the

attacker to have to be more careful in the routes they configure. Usually, ICS

networks have much tighter firewalls and access control than enterprise and other

networks, which the attacker may have to work around. Of course, if these

network functions were performed by the SDN controller, then this would be far

less of an issue.

4.6 Conclusion

In this chapter I aimed to provide an overview of the attacker who would com-

promise an SDN controller, and demonstrate the attacks that such an attacker

could perform.

I began by modelling the type of attacker, including their goals and attack vec-

tor. I envision that these attacks would be restricted to well-resourced attackers,

such as nation state or organised crime gangs who are well resource, highly skilled

and well motivated. Their goals can include both directly interfering with the

operation of the underlying network to perform attacks such as denial-of-service,

but also to facilitate traditional, host-based attacks such as person-in-the-middle

attacks which would usually require techniques such as ARP spoofing.

I then propose a number of attacks, some of which are new and some of which

are taken from the literature, and demonstrate a number of these within a simu-

lated network environment. I then go on to demonstrate a subset of these attacks

within a real-world setting, namely that of industrial control systems, where in

particular I show the impact of attack on real-time protocols, and demonstrate

how these relatively simple attacks can have a major safety impact on a physical

process.
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To the best of my knowledge, this represents one of the most comprehensive

demonstrations of attacks that can be launched using a compromised SDN con-

troller, and the first such exploration of these attacks within an industrial control

systems setting.

In the next chapter, I propose a system, Software-Defined BFT (SDBFT),

which is able to prevent all of the described attacks from occurring.

120



Chapter 5

Designing An Efficient Consensus

Approach for SDN Control

5.1 Introduction

In the previous chapter, I discussed and demonstrated the potential impact from

a compromised SDN controller. I showed that even simple malicious updates

from a compromised controller can have severe impacts on the operation of the

network, which could cause major issues, in particular in real-time systems. In

this chapter I propose a protocol, Software-Defined Byzantine Fault Tolerant

control (SDBFT), for providing fault handling in a distributed SDN controller

architecture, which is able to prevent a compromised SDN controller from pushing

malicious updates to switches.

5.2 System Overview

In the traditional SDN model, as seen in Figure 5.1, an SDN switch is controlled

by a single controller. The switch is connected to a single controller, and sends re-

quests to the controller, usually in the form of PacketIn messages, and receives

a response from that controller, usually consisting of PacketOut and FlowMod
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Control Network

Switch

Controller

Figure 5.1: Traditional controller architecture

Control Network

Switch

Controllers

Figure 5.2: SDBFT controller architecture

messages. The connection from the switch to the controller is either direct, or

through a network. The control network can either be separated from the un-

derlying SDN-controlled data plane, or could in some cases be provided over the

controlled data plane. I assume for this work that the switch to controller net-

work is isolated from the SDN controlled data plane provided by the switches.

Whilst multiple controllers may exist within this environment to provide scalabil-

ity and redundancy in the case of controller failure, at any one point in time the

switch is only controlled, and receives instruction from, a single controller. This

is a clear single point of failure, either for genuine controller fault, or malicious
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compromise.

I propose Software-Defined Byzantine Fault prevenTing control (SDBFT), an

architecture in which the switch contacts multiple controllers simultaneously, and

applies a simple fault-preventing (fault detecting with recovery) protocol to pre-

vent compromised controllers from installing malicious flow rules onto switches.

Figure 5.2 provides an overview of the SDBFT controller architecture. In this de-

sign, a switch has an additional component, the response processor, which collects

the responses from the multiple controllers and chooses a command (flow rule,

packet out etc) to be followed by the switch. If a faulty or compromised controller

is detected, then a fault recovery protocol is applied to bring in further controllers

from a backup pool and apply a majority vote in order to prevent the malicious

flow rules from being installed. Previous work where a full byzantine fault-tolerant

protocol is applied [136] is also able to provide fault tolerance against malicious

controllers, although has the downside of requiring 3f +1 controllers to handle f

faults, and requires multiple rounds of communication (typically 5 as is the case

with PBFT [41]), which increases the amount of time to reach consensus. This

extra communication also utilises a large amount of bandwidth on the control

network, which has an impact on scalability. The key difference between SDBFT

and traditional BFT algorithms is the relaxing of the definition of fault tolerance

to fault detection, with recovery, which allows me to, in the case without fault

(which should represent the default situation), require 2f + 1 controllers, utilis-

ing just f + 1 controllers, and a just two rounds of communication under normal

operation, with the addition of f further backup controllers, and a additional two

rounds of communication when a fault has been detected, reverting to two rounds

of communication for subsequent switch requests. When acting as a backup, a

controller performs minimal processing relating to the switch, and so only a small

amount of controller capacity needs to be reserved to act as a backup if required.

5.2.1 Requirements

I define a set of four requirements for the SDBFT protocol:
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R1: Low latency The additional actions required to apply quorums to the

controller architecture should introduce little extra latency to responses to

switch requests.

R2: Fault-preventing The protocol should be able to prevent both arbitrary

byzantine failures, as well as targeted malicious insiders.

R3: Consistency As the system relies on properly replicated controllers, it

is important to ensure that there is consistency in the states of the different

controllers, as well as the back end datastore(s). Consistency is an important

requirement in any distributed SDN control architecture [16].

R4: Scalable The protocol should provide scalability and be able to support

large numbers of controllers and switches as the size of the network (and

network load) grows.

There are further optional requirements that, whilst not required for operation

of the protocol, can be met with simple additions to the protocol in order to

provide stronger security guarantees, with a cost to performance:

R5: Non-Repudiation Message senders should be verifiable in order iden-

tify which controllers send malicious updates to switches. Similarly, non-

authorised controllers should not be able to send updates to switches by

spoofing authorised controllers.

R6: Message Integrity Messages should not be modifiable on the wire, for

example through the use of man-in-the-middle attacks.

5.2.1.1 Message Ordering

A key requirement of traditional BFT approaches (as described in Section 2.11.2)

is the message ordering requirement, which dictates that server replicas should

process messages in the same order in order to guarantee consistency. This mes-

sage ordering is responsible for a large portion of the required communication

steps within these protocols, which introduces both communication overhead and

additional latency. This ordering ensures that the state of the replicas is consis-

tent, as requests to the replicas can modify the state of each replica, and hence
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the responses they generate. As an example, a data store is commonly used as an

example use case for BFT algorithms — if reads and writes are not synchronised

then subsequent reads and writes across replicas may return different results.

The SDBFT protocol does not enforce message ordering within the proto-

col. For many core SDN applications, including routing, the operation of these

applications is deterministic. For example, the routing applications in the Flood-

light controller (Forwarding and LearningSwitch), both apply the deterministic

Dijkstra‘s algorithm to the current view of the network topology held by the con-

troller. Therefore, two SDN controllers holding the same view of the network

should return the same result to a request from the switch. This can hold for

other applications such as Firewalls. As long as the knowledge maintained by the

controller is up to date, then requests from the switch do not update the state

of the controller. When a new device is added to the network this knowledge

is included into the controller’s view, and so as soon as a device sends its first

packet in the network then the controller gains knowledge of its location within

the network and adds it to the view it maintains. This mode of operation means

I can relax the ordering requirement for the SDBFT protocol to reduce traffic

overhead, on the assumption that only deterministic controller applications are

used, and that there is a process for propagating network view updates across

controllers.

5.2.2 Notation

I define the set of all switches S = {S1, S2...Sm} where m is the number of

switches. I also define the set of all controllers C = {C1, C2...Cl} where l is

the number of controllers. Each controller is a replicated state machine, where

I assume that in the correct state each controller on receiving the same event

notification from a switch will produce the same response.

I use the term quorum to define the set of controller that are controlling one

particular switch. Within a network, there will be a number of possible quorums.

I define the set of quorums Q = {Q1, Q2...Qq} where q is the total number of

quorums, and Qi ⊆ C where 0 ≤ i ≤ q. The size of the quorums |Qi| = k is a
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Table 5.1: Notation

Symbol Description
C Set of all controllers
F ⊂ C Set of faulty controllers
CC ⊂ C Set of non-faulty controllers
S Set of switches
l Number of controllers
m Number of switches
k Primary quorum size
b Backup quorum size
f Number of faulty controllers
Q Set of possible quorums
q Number of possible quorums
PQSi

Primary quorum for switch Si

BQSi
Backup quorum for switch Si

EQSi
Extended quorum for switch Si

H Hash function
rq Request from switch
R Multiset of responses for a given request

rq
rc ∈ R Response for controller c for given re-

quest rq

system parameter, chosen to provide the required level of fault tolerance. This is

discussed further in Section 5.3.1.

A full overview of all used notation is available in Table 5.1.

5.3 Quorums

I use the term quorum to refer to a set of controllers that are responsible for

the operation of an individual switch. As mentioned, a switch will communicate

with a set of controllers rather than a single controller, as is the case in the tradi-

tional model. The formation of quorums is dictated by the controller assignment

method. I discuss some approaches to this problem in Section 5.6 below.

5.3.1 Quorum Size

A limitation of byzantine fault tolerant agreement systems from the literature

is the requirements for the number of replicated processes that are required to
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handle a pre-defined number of faults, f . The best that can be achieved while

maintaining the fault tolerance guarantee is n ≥ 2f + 1. Typically, BFT ap-

proaches, including PBFT requires 3f + 1 replicas. These systems are designed

to reach agreement with the presence of faults. This has two limitations. First,

it requires the designer to choose a value for f beforehand based upon on the

expected number of faults. Secondly, it requires a large amount of replication

in all runs of the algorithm to handle the case where there are faults, when in

reality faults should only occur in the minority of cases. In particular for complex

services such as SDN controllers, this can have an impact on scalability and cost,

as extra replicas require further resources. Increasing the number of replicas can

also lead to increased processing time for switch events due to the extra network

communications involved.

Therefore, I make use of an approach that only requires 2f + 1 replicas,

using f + 1 when under normal operation, reverting to 2f + 1 if a fault occurs.

This is done by relaxing the fault tolerant requirement to a level more akin to

fault detection, with a recovery process built into the protocol to provide fault

tolerance, but only when required. I assume that there are further quorums of

controllers outside of the primary quorum, which are able to be called upon if

required. This allows me to use an all-or-nothing approach to consensus. If at

any point there is disagreement, the switch will choose a second quorum of size

f , combining the responses from this new quorum with the original and take a

majority vote with a 2f +1 level of fault tolerance. This allows for more efficient

processing of flows in scenarios where no fault occurs, but still provides tolerance

when faults do occur.

5.4 SDBFT protocol

SDN controllers can operate in both reactive mode, where the switch sends a

request to the controller, and the controller sends a response, and proactive mode,

in which the controller sends instructions to the switch without a switch event to

trigger the action. I focus on the reactive case, and leave the handling of proactive

controller behaviour to future work. This does limit the suitability of controller
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applications to those that are purely reactive in nature. Even some applications

which at first glance appear to be reactive are not necessarily suitable, for example

the Floodlight controllers Forwarding application only activates in reaction to a

request from a switch, however will proactively install flow rules to route a new

flow on all switches in the path under its control.

This protocol differs from existing Byzantine fault tolerant protocols in two

ways. Firstly, the fault-tolerance of the protocol is relaxed to instead be fault-

detecting, with a recovery process to prevent a detected fault from impacting

the network. This allows for the simpler consensus protocol described below,

and meet requirement R1 (low latency), whilst also meeting requirement R2

(fault tolerant). Secondly, the protocols relaxes the ordering requirement usu-

ally found in fault tolerant protocols. Within an SDN network there is not a strict

requirement that requests from switches are handled by a controller in any partic-

ular order, especially if the controller has a reliable view of the network topology.

I do not enforce message ordering, which reduces the amount of communication

steps required and further helps meet requirement R1. By reducing the num-

ber of controllers required as part of the primary quorum, I also help to meet

requirement R4 (scalable) as fewer controllers are required within the system

compared to traditional BFT approaches, with a reduced number of messages

(and hence network load).

5.4.1 Assumptions

I assume controllers are deterministic. Controllers are running applications which,

on receiving a request from a switch, should give the same result, on the assump-

tion that different controller instances share the same up to date view of the

network. As an example, the Floodlight Forwarding and LearningSwitch appli-

cations, the two default used for routing, utilise an implementation of Dijkstra‘s

algorithm to identify the shortest route to the destination, which is a determin-

istic algorithm. Other applications, such as firewalls, should operate similarly.

For more complex applications, such as load balancers, this may not hold true

and would rely on sufficient data being shared amongst controllers to ensure an

up-to-date view of the network state is maintained.
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ControllerSwitch

PacketIn

Response = FlowMod, PacketOut

Acknowledge

Figure 5.3: Typical switch to controller communication

C1S C2 C3

Request

Response

Acknowledge

Figure 5.4: Switch to controller consensus, working state

I assume that an individual controller only requires knowledge of the switches

for which it is a member of the primary quorum and the backup quorum. A

controller itself does not require knowledge of which other controllers form the

primary quorum, and which controllers form the backup quorum, because the

SDBFT protocol does not require messages to be sent between controllers for the

protocol. Further, a controller does not know which controllers are responsible for

other switches within the network. This knowledge is only known to the network

administrator. In the current SDBFT approach, controllers learn the identity of

the other controllers in the primary and backup quorums due to the publisher-

subscriber model used for consistency (as discussed in Section 5.7). An attacker

in the network could use this information in order to perform targeted attacks on

switches by identifying which controllers to compromise. At this stage, I do not

consider this kind of insider threat as part of the threat model.
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Algorithm 1 Switch action on receiving packet not covered by existing flow rule,
normal operation (reactive control)

Require: Primary Quorum PQSi

procedure ProcessPacketIn(p)
for all Cj ∈ PQSi

do
sendPacketIn(p,Cj)

end for
waitForAllResponses()
if allResponsesEqual() then

forwardToSwitch(response)
sendAcknowledgement(PQSi

)
else

PQSi
= faulty

contactBackupQuorum(BQSi
)

end if
end procedure

5.4.2 Normal Operation

On receiving an unmatched packet, the switch will send a request rq (usually a

PacketIn message) to the set of controllers in the current primary quorum PQSi
.

Each controller will process the request and generate a response (rc), which is

returned to the switch. The switch will then collect the responses from each

controller, forming the multiset R (under normal operation, all elements should

be equal and so a multiset is required). All responses have been received when

|R| = k = |PQSi
|. The root set (the set of distinct elements) of R should have

a cardinality of 1, and the correct controller response should have a multiplicity

of the quorum size k. If this holds, then all responses are equal and the switch

will process the response and perform the command (install a flow rule, send

packet out, etc.), and will send an acknowledgement to each controller indicating

acceptance. The acknowledgement contains a copy of the switch request, and

controller response. Each controller can then update its datastore with the new

switch state. Optionally, all messages can be signed by the sender to allow for

verification later. An example of the communication between a switch and single

controller can be seen in Figure 5.3. Figure 5.4 shows the full communication

between a switch and quorum in the non failure state for a quorum of size 3.
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Note that only two rounds of communication are required between the switch and

controller to complete the routing decision and allow the network flow to proceed,

as the acknowledgements are only used for verification. As acknowledgements do

not need to be received instantly by the controller, they may also be buffered on

the switch and then sent in batches at regular intervals to reduce communication

overhead.

5.4.2.1 Proof

I now provide a proof of correctness of the protocol in normal operation. In the

first instance, I prove that under normal operation all honest (non-faulty) con-

trollers should return the same result. I then provide a proof that under normal

operation, the protocol will complete in at most two rounds of communication.

Lemma 5.4.1. Given a primary quorum PQ of controllers of size k, if all con-

trollers are honest (non-faulty) then the set of returned responses R for a given

request rq should be equal, which is accepted by the switch.

Proof. If all controllers (and running applications) are deterministic and share

an equal view of the network (see Section 5.4.1), then for a given request rq,

each controller c ∈ PQ, where c ∈ CC should handle this request and return a

response rc ∈ R, such that ∀rc ∈ R • c ∈ CC → correct(r), and on receiving

all responses |R| = k As all controllers are non-faulty, the switch will eventually

receive a response from every controller.

Lemma 5.4.2. Given the multiset of received responses R where |R| = k, with

the cardinality of the root set of R being 1, then the protocol will complete in no

more two rounds of communication

Proof. If, as by Lemma 5.4.1, all responses returned from the set of controllers

are equal, indicating that all controllers are honest (non-faulty), then a switch

will not need to take any further communication with the controllers in order
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C1S C2 C3 C4 C5 C6

Request

Reply

Failure
Resend Request

Reply

Acknowledge

Figure 5.5: Switch to controller consensus, failure state. C3 sends an incorrect
response to the switch. Second quorum of {C4,C5,C6} is contacted.

to take an action with the processed network flow/packet. Given the primary

quorum PQ, then if ∀c ∈ PQ • c ∈ CC, the switch will receive a correct response

rc ∈ R from each controller. Once |R| = k, the response can be sent to the

switch. Therefore, only two rounds of communication are required — the first is

the broadcast of the request to the controllers of the primary quorum, and the

second is the sending of a response from each controller to the switch. Controllers

can send this response simultaneously without communicating with each other.

This is equal to the traditional SDN control model, where communication is also

completed within two rounds.

5.4.3 Failure Operation

There are two fault scenarios which could cause disagreement: fail-stop and

byzantine faults.

Fail-stop faults A fail-stop fault will manifest when a controller goes offline and

does not respond to a switch request. This is either caused through controller

crash, or maliciously through termination of the controller process or a block

on the controller from responding to messages. In the case where the controller

process is terminated, this can be caught through a broken socket. In the case
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Algorithm 2 Switch action on receiving packet not covered by existing flow rule
whilst in failure state (reactive control)

Require: ExpandedQuorum EQSi
= PQSi

∪BQSi

procedure ProcessPacketIn(p)
agreed=false
for all Cj ∈ EQSi

do
sendPacketIn(p,Cj)

end for
waitForResponses()
while agreed=false do

receiveResponse()
if hasMajorityResponse() then

forwardToSwitch()
acknowledge()
agreed=true

end if
end while

end procedure

where the controller takes too long to respond, a timeout can be used. The

timeout should be set based on the average response time of controllers. In

this scenario the cardinality of the multiset of responses |R| < k, however the

cardinality of the root set is still 1.

Byzantine faults A byzantine fault will manifest as a controller response that

does not match the correct operation. As mentioned, to allow for smaller

quorum sizes I take an all-or-nothing approach for consensus. If even one

controller return a response different to that of the others, then the switch

will enter recovery mode and choose a new quorum. This activity can be

performed as soon as the switch receives a response that does not match

those previously received. In this scenario, the cardinality of the multiset of

responses is |R| = k, whilst the cardinality of the root set is greater than 1.

In practice, a scenario could occur where both a fail stop and byzantine fault

occurs simultaneously, however the same protocol applies.

On receiving a set of responses from the control quorum that are not in com-

plete agreement, the switch will move into failure mode. The switch will contact
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the assigned set of backup controllers, BQSi
. The goal of the switch is to construct

an extended quorum, EQSi
, of size |EQSi

| ≥ 2f+1, where EQSi
= PQSi

∪BQSi
.

The switch will send the original request to the quorum of backup controllers,

and collect responses from each. The switch will then accept the majority re-

sponse from both the primary and backup controllers. For future requests, the

switch will contact both the full extended quorum EQSi
in one step, and always

take the majority response. This will continue until manual intervention from an

administrator to remove the faulty/compromised controller(s).

When a failure occurs, the switch acknowledgement will include the original

request and a copy of each response from the controllers. This can be logged

by controllers to be used by network administrators to identify the malicious

controller based on the response.

Figure 5.5 shows the recovery protocol for an initial quorum of size 3, where

one is faulty. A second quorum of 3 controllers is incorporated, and the switch

forwards the initial request to them. In the recovery state, 2 extra rounds of com-

munication are required over the normal case. For all subsequent communication

whilst under the failure state, the switch will send all request to the expanded

quorum as is done in the working state, resulting in 2 rounds of communica-

tion (including acknowledgements), with the only difference being the use of a

majority vote for responses.

5.4.3.1 Proof

I will now prove the correctness of the protocol under failure operation. I will

first show that as long as one controller is honest (non-faulty), then the presence

of faulty or malicious controller can be identified and failure operation triggered.

I will then prove that, on the occurrence of a fault the protocol will complete in at

most 4 rounds of communication, and then revert to two rounds of communication

in further rounds.

Lemma 5.4.3. Given a primary quorum of controllers of size k, where k = f+1,

as long as one controller is honest (non-faulty), then the protocol will enter failure

mode even if all other controllers are malicious or faulty.
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Proof. In the case of failure there exists a faulty subset of the primary quorum

FQ ⊂ PQ, where ∀c ∈ FQ, c ∈ F and |FQ| ≤ f . There also exists a correct

subset CQ ⊂ PQ, where ∀c ∈ CQ, c ∈ CC, |CQ| ≥ 1. These two sets are

disjoint, CQ ∩ FQ and |CQ|+ |FQ| = k.

If all controllers in PQ return a response rc to form the set of responses R,

then it can be assumed that the set of responses will contain a subset of incorrect

responses FR ⊂ R, where |FR| = |FQ|, and a subset of correct responses CR ⊂

R, where |CR| = |CQ|. This will result in the cardinality of the root set of

R becoming greater than 1, which will trigger failure mode. Note that this

assumes byzantine failures — any indication of a fail stop failure where a controller

disconnects from the switch or fails to return a response within a given timeframe

will trigger failure mode. This can be formalised as if the request was sent at

time T with a pre-defined timeout t, then if at time T + t the set of responses

|R| < k, then a failure can be assumed to have occurred.

Lemma 5.4.4. Given an extended quorum EQ = PQ∪BQ, where |EQ| ≥ 2f+1,

then as long as f + 1 controllers are honest (non-faulty) the protocol will return

a correct response, meaning that a switch is required to be mapped to 2f + 1

controllers to handle f faulty controllers.

Proof. In the case of failure mode there exists a faulty subset of the extended

quorum FQ ⊂ EQ, where ∀c ∈ FQ,C ∈ F and |FQ| ≤ f . There also exists a

correct subset CQ ⊂ EQ, where ∀c ∈ CQ, c ∈ CC and |CQ| ≥ f + 1. These two

sets are disjoint, CQ ∩ FQ and |CQ|+ |FQ| ≥ 2f + 1.

The expanded set of responses R from the extended quorum will contain

FR ⊂ R faulty responses where |FR| = |FQ|, and CR ⊂ R correct responses

where |CR| = |CQ|. In order to provide a majority vote, |CR| > |FR|, and

therefore |CQ| > |FQ|, so to handle f faulty nodes |EQ| ≥ 2f + 1. To simplify,
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on receiving a set of responses R from the extended quorum of controllers of

size 2f + 1, the switch will look for the most common response within this set,

representing the majority response from the controllers. If f+1 of the controllers

are honest and non-faulty, and therefore return a correct response that is received

by the switch, then this will always form the majority response, as the non-faulty

controllers outnumber the f faulty controllers. Therefore the minimum number

of controllers to ensure this majority is 2f + 1 to handle f faulty nodes. In the

case of fail stop failures, if faulty controllers fail to send responses, the switch can

complete the protocol as soon as it receives f + 1 matching responses from the

correct controllers.

Lemma 5.4.5. Given an extended quorum EQ, where |EQ| ≥ 2f + 1, then the

protocol will complete in no more than 4 rounds in handling the first request where

a fault is identified.

Proof. As per Lemma 5.4.3, on the initial request rq from the switch where at

least one controller is faulty such that FQ ⊂ PQ and |FQ| ≥ 1, then failure mode

will be triggered. This initial request will require two rounds of communication

as in normal mode (see Lemma 5.4.2).

The protocol now needs to form the extended quorum EQ = PQ ∪ BQ by

resending the request to the backup quorum BQ. This will again require two

rounds of communication — to send the request to each c ∈ BQ and to receive for

a response from each with an aim to collect a set of responses R where |R| = |EQ|.

On the assumption that the correct subset CQ ⊂ EQ is sufficiently large, such

that |CQ| ≥ f + 1, then after all correct members of the backup quorum BQ

have returned a response, the subset of correct responses CR ⊂ R will represent

the majority response of all controllers such that |CR| ≥ f + 1, resulting in a

accepted response by the switch and the completion of the protocol.

Lemma 5.4.6. Given an extended quorum EQ, where |EQ| ≥ 2f+1, the protocol
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will complete in no more than 2 rounds for all further requests following the

occurrence of a fault.

Proof. As in the normal operation and Lemma 5.4.2, on future requests following

the triggering of failure mode the switch broadcasts the request to both the

primary and backup quorums (the extended quorum EQ in one round. Each

controller in EQ will return a response whether faulty or non-faulty (or will not

send a response in the case of fail-stop failures), such that the set of responses

R will contain a subset CR ⊂ R of correct responses, where |CR| ≥ f + 1.

On receiving f + 1 matching responses, then the switch can perform the action

contained in the response and requires no further communication with controllers.

No inter-controller communication rounds are performed.

5.5 Signatures

The first benefit to introducing signatures into the SDBFT protocol is to meet

requirementR5 (Non-Repudiation). By only permitting signed messages from

controllers, the switch can verify that a controller is part of its primary (or backup

when in failure mode) quorum and discard messages from other controllers, or

third-party hosts injecting forged messages from a spoofed controller. Further-

more, the use of signatures also provide message integrity, meeting requirement

R6 (Message Integrity). Once the controller has signed a message, the signa-

ture can be used to ensure that the message has not been changed in transit.

In order to use signatures, both controllers and switches are required to gener-

ate a public key, pk and a private key, sk. The private key must be kept securely

on the switch, or controller host. I assume that each switch knows the public key

of all the controllers within the network, and similarly each controller knows the

public key of all switches. In the simplest case, the keys can be generated and

distributed manually on setup. Secure key distribution is a complex problem and

is out of scope of this work, and so I make the assumption that public keys have

already been securely distributed to the relevant parties.
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For each message sent between the switch and controller, a cryptographic

signature is generated, and sent along with the plaintext message. The specific

signature algorithm in use can be chosen by the implementor of the protocol

to provide the require level of security to performance impact (see 5.5.2). In

this implementation of the protocol, I use the Java Crypto library for providing

signatures, using RSA with a 1024 bit key with the SHA512 hashing algorithm

(as discussed in Section 6.3.4).

To generate the signature, the plaintext message is first hashed, and then this

hash is encrypted using the private key of the sender. I represent this action

through the use of a Sign{message, key} function where message is the message

to be signed, and key is the private key sk of the sender. I use the skn notation

to refer to the secret key of sender n. The Sign function returns a cipher-text,

cs which is the cryptographic signature. This is appended to and sent with the

plaintext message.

On receiving a signed message, the receiver extracts the signature. Using

the known public key pkn of the sender, they use a V erify{message, cs, pkn}
function, which takes the plaintext message, signature and public key and verifies

that the message is correct. This is usually done by computing the hash of the

plaintext message, decrypting the signature (which should return the hash of

the sent message), and check that both the hash of the received message and

signature hash match. If both match, then the message is genuine and the sender

is verified. An example of signed communication can be seen in Figure 5.6

The Sign and V erify functions are provided by a cryptographic library, for

example the Java Crypto library or OpenSSL.

For the SDBFT protocol itself, only messages sent from controllers to switches

need to be signed, as the SDBFT protocol is designed to protect against malicious

controllers, with the assumption that the switch itself is not compromised. It is

strongly recommended, however, that messages from the switches are also signed.

This ensures message integrity and non repudiation on behalf of the switch. As I

have previously mentioned, an attacker could intercept responses from a controller

to a switch through a person-in-the-middle attack to inject faults into the network.

It is possible that an attacker could also intercept a request from a switch to a

controller, and modify the PacketIn message to cause the controller to return
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ControllerSwitch
Request = request, Sign{request, sks}

Response = response, Sign{response, skc}
Ack = ack, Sign{ack, sks}

Figure 5.6: Signed switch to controller communication

an incorrect response. Signing messages from the switch provides a mitigation

against such attacks. Further, it provides some level of protection against a

compromised switch, which even though is out of scope of this work, is a valid

concern in a network under attack.

5.5.1 Controller Verification

When a fault occurs, the switch, on receiving an update from the expanded quo-

rum, will send an acknowledgement to all controllers containing the original signed

request, as well as the signed responses from all controllers. This can be logged by

controllers and used by network administrators to verify which controllers were

compromised, with the signatures used to verify that controllers send the updates

(and can be crossed checked with controller logs). The acknowledgement mes-

sages could be expanded to apply automated verification amongst controllers, for

example by applying a version of the SDN-RDCD protocol as proposed by Zhou

et al., although I leave this to future work [245].

5.5.2 Limitations

The primary limitation of introducing signatures is the cost associated with sign-

ing all messages. For an individual switch request, two signing and two verifica-

tion operations need to be carried out before the flow rule can be installed on the

switch (the signing of acknowledgements does not need to occur for a flow rule to

be installed). These operations increase the processing time for a request, and so

increase request latency. Furthermore, in particular for a high-traffic, dynamic

network where a large number of switch requests need to be processed, this can
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represent a substantial additional amount of processing, in particular on the con-

troller side, which reduces the volume of requests controllers can handle. This

represents a decision on behalf of the network operator in order balance the re-

quired network performance, with the security benefits of using signed messages.

Whilst OpenFlow is designed to be sent over TCP connections, which provides

some protection against replay attacks through the TCP protocol, OpenFlow it-

self does not feature any anti-replay mechanism. It is therefore feasible that an

attacker who can sit on the connection between the switch and controller and per-

form a person-in-the-middle attack, for example through the use of ARP spoofing,

could replace packets with previously collected and signed OpenFlow requests or

responses, which would pass the verification step. This could be prevented by

incorporating an anti-replay mechanism into the OpenFlow protocol. A simple

approach to this would be to use the xID field within the OpenFlow packets as

a sequence number, and ensuring that messages received from the switch do not

use a previously seen xID field. Alternatively, an anti-replay token could be incor-

porated into the encrypted signature, which can be checked and removed before

the hash is verified.

5.6 Controller Assignment

The problem of controller assignment is one of the more difficult problems to solve

when considering a consensus based SDN control approach. Whilst the problem

is also an issue in traditional distributed SDN architectures where multiple con-

trollers are in use, it becomes more complicated when a single switch needs to

communicate with multiple controllers at the same time.

The controller assignment has two main impacts on the network. First, con-

troller assignment in the SDBFT architecture corresponds to the construction of

the primary and backup quorums for a given switch. Secondly, the controller as-

signment approach, in particular how efficiently controller resources are utilised,

can dictate how many controllers are required in the network.

In this Section I define the requirement for controller assignment in SDBFT,

and provide a simple algorithm for performing controller assignment in the SDBFT
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architecture. Using a Java-based simulation I then perform a simple evaluation

of its performance across various network sizes.

There has already been a large amount of work in the literature providing

solutions to the controller assignment problem, both in the context of single-

primary with multiple backup controller architectures, as well as in the multiple

primary controller scenario. In Section 5.6.4 I provide an overview of existing

approaches to this problem from the literature, indicating how these could be

applied to the SDBFT architecture.

5.6.1 Requirements

The factors that need consideration when assigning controllers to switches are as

follows:

Switch to controller latency The switch to controller latency is the primary

limiting factor on the performance of the SDBFT system. More specifically,

as the protocol requires a response from all controllers within the primary

quorum, the highest latency controller limits the time to a response. There-

fore, minimising this latency is important. The switch to controller latency

to controllers in the backup quorum is also important, as in the failure state

the performance is then limited by the slowed switch to controller connection

in the controller set formed by the primary and backup quorums.

Controller load A controller has a maximum number of requests per second

that it is able to handle. Different switches will generate a varying number of

requests per second, depending on their traffic load. Therefore, when assigning

switches to controllers, this controller capacity must be respected. A controller

also needs to maintain some capacity as a member of backup quorums to

ensure it does not become overloaded when it becomes in use.

When using a traditional BFT approach, the controller to controller latency

is also an important factor as controllers need to communicate with each other

as part of the protocol. Whilst the controllers within the SDBFT system do

communicate to share network state information, this is out of band of the main

protocol and so inter-controller latency is not a major issue.
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5.6.2 Simple Algorithm

Algorithm 3 Simple Controller Assignment Algorithm

procedure Assign Primary Controllers
for all Si ∈ S do

SortControllerList()
while |PQSi

| < k do
for all Cj ∈ C do

if hasCapacity(Cj) then
assign(Cj, PQSi

))
reduceCapacity(Cj)

end if
end for

end while
end for

end procedure
procedure Assign Backup Controllers

for all Si ∈ S do
SortControllerList()
while k + |BQSi

| < 2f + 1 do
for all Cj ∈ C do

if hasCapacity(Cj) and Cj /∈ PQSi
then

assign(Cj, BQSi
))

reduceCapacity(Cj)
end if

end for
end while

end for
end procedure

I present a simple algorithm for performing controller assignment in the SDBFT

architecture, an overview of which can be seen Algorithm 3.

I assume a set of switches, S, and a set of controllers, C. Each controller

Ci ∈ C has a capacity(Cj), which indicates the available capacity of the controller,

i.e. the number of switches it is able to control. In the simple case, this will be

equal for all controllers. For each switch Si ∈ S, there is a list of latency(Si, Cj)

pairs, which represents the latency of switch Si to controller Cj.

The algorithm then operates as follows:
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1. For each switch Si ∈ S do the following to assign primary controllers:

(a) Construct a list of < Cj, latency(Si, Cj), capacity(Cj) > tuples, one for

each available controller.

(b) Sort this list of controllers

(c) Iterate through the list of controllers, and if the controller has available ca-

pacity, add it to the primary quorum PQSi
. Reduce the available capacity

for controller Cj.

(d) Stop once |PQSi
| = k

2. For each switch Si ∈ S do the following to assign backup controllers:

(a) Construct a list of < Cj, latency(Si, Cj), capacity(Cj) > tuples, one for

each available controller.

(b) Sort this list of controllers

(c) Iterate through the list of controllers, and if the controller has available

capacity, and the controller has not been assigned to the primary quorum,

Cj /∈ PQSi
, add it to the backup quorum BQSi

. Reduce the available

capacity for controller Cj.

(d) Stop once k + |BQSi
| = 2f + 1

The step of sorting the list of controllers is the key aspect in how the protocol

will assign controllers. The algorithm can either prioritise minimising switch–

controller latency, or maximising controller usage (ensuring control load is as

evenly spread as possible). If latency is prioritised, then the list of controllers will

be sorted first by increasing switch–controller latency, then decreasing available

controller capacity. This has the effect that switches will pick the lowest latency

controllers for the primary quorum first, but at the expense of a less evenly

distributed switch load amongst the controllers. If controller usage is prioritised,

then the controller list is first sorted by decreasing controller availability, and then

increasing switch–controller latency. If there is sufficient controller capacity, then

this will result in an even distribution of switches across the pool of controllers,

at the expense of switch–controller latency.
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Assuming each controller has the same initial capacity, the minimum number

of required controllers is equal to the size of the number of controllers required per

switch, multiplied by the number of switches, and divided by the initial capacity

of a single controller, such that:

requiredCapacity = s(k + b)

requiredControllers = ⌈requiredCapacity/controllerCapacity⌉

So, for example, with a primary quorum size k = 4, and backup quorum size

b = 3, with 100 switches, then the total required capacity is 700. If I assume,

for example, that a single controller can handle 40 switches, then the minimum

number of controllers is 17.5, which must be rounded up to 18 full controllers.

Note that by default this algorithm assumes that the assignment of a backup

controller requires as much controller capacity as the assignment of a primary

controller. In normal operation the switch does not utilise any capacity of the

backup controllers, unless a fault has occurred. However, to ensure there is

sufficient capacity amongst controllers to handle failures, then the capacity for

backups should be reserved. This is however up to the network owner — the

algorithm can be configured to reduce utilised controller capacity by a smaller

amount for backup assignments than primary assignments, which will result in

a requirement for less controllers, but at the expense of backup capacity in the

case of a large number of faults.

I also assume that each switch has an equal impact on controller capacity

meaning that every switch added to a controller will have the same reduction in

available capacity for that controller. In practice, however, switches have different

capacity requirements based upon their type and location within the network

(backbone switches will require much more capacity than edge switches). The

assignment algorithm can be extended to support different controller capacities

by assigning each switch a cost LSi
, which is deducted from the available capacity

of a controller when that switch is assigned as a primary or backup. This would
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change the computation of required capacity in the network to:

requiredCapacity =
∑
Si∈S

LSi
(k + b)

5.6.3 Simple Algorithm Performance

5.6.3.1 Implementation

In order to test the performance of the controller assignment algorithm, I utilise

a Java-based simulation. The simulation takes as a parameter the number of

switches and controllers to generate, the capacity of an individual controller and

the size of the primary and backup quorums. The simulator will then generate the

required number of switches and controllers, and for each switch will randomly

generate a latency from that switch to each controller. For testing purposes this

is an integer value in the range 1 to 10.

The simulator is able to calculate the minimum number of controllers required

to operate by taking the number of switches, and attempting to perform controller

assignment with an increasing number of controllers until there is sufficient ca-

pacity for all switches to have complete primary and backup quorums.

To provide a comparison, I also implement a fully randomised approach in

which the list of potential controllers is shuffled instead of sorted, resulting in a

random set of controllers for the primary and backup quorums.

5.6.3.2 Simple Example

To demonstrate the controller assignment algorithm I first use a simple example

of a 5 switch, 7 controller network, in which k = 4 and b = 3. In this example,

I assume a controller has a capacity of 10, and each switch has equal cost. I

provide the results of three tests — assignment prioritising switch-controller la-

tency, assignment prioritising controller capacity, and fully random assignment.

Switch to controller latencies are constant across the three tests, and can be seen

in Figure 5.7a.
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Controllers
ID 1 2 3 4 5 6 7

Switches

1 6 6 3 1 5 3 5
2 2 10 7 5 2 1 3
3 4 4 8 10 2 9 4
4 1 1 4 7 8 7 5
5 2 10 2 8 4 2 3

(a) Switch to controller latencies

Latency Capacity Random

Switches

1
Primary 3,4,5,6 3,4,5,6 1,2,3,5
Backup 1,2,7 1,2,7 4,6,7

2
Primary 1,5,6,7 1,2,6,7 2,3,4,6
Backup 2,3,4 3,4,5 1,5,7

3
Primary 1,2,5,7 1,2,5,7 1,2,4,5
Backup 3,4,6 3,4,6 3,6,7

4
Primary 1,2,3,7 1,2,3,4 2,4,5,7
Backup 4,5,6 5,6,7 1,3,6

5
Primary 1,3,6,7 3,5,6,7 2,3,4,6
Backup 2,4,5 1,2,4 1,5,7

(b) Controller assignments

Latencies Assignments
Primary Backup Primary Backup

Mean S.D. Mean S.D. Mean S.D. Min Max Mean S.D. Min Max
L 2.7 1.27 7.33 1.85 2.86 0.99 1 4 2.14 0.99 1 4
C 3.3 2.15 6.53 2.39 2.86 0.35 2 3 2.14 0.35 1 3
R 5.3 2.88 3.87 2.36 2.86 1.25 1 5 2.14 1.25 0 4

(c) Statistics. Modes L=Latency, C=Capacity, R=Random

Figure 5.7: Controller assignment example with 5 switches, 7 controllers. Primary
quorum size 4, backup quorum size 3, controller capacity 10

Figure 5.7b provides the output of this example, and Figure 5.7c shows the

overall characteristics of the outputs of the three approaches. Latency values

represent the mean switch-controller latency for a primary (or backup) quorum

connection. As can be seen, prioritising latency results in primary quorums with

the smallest mean latency, with less variance, whilst prioritising for controller

capacity results in slight higher latencies, but with much more variance. A ran-

dom controller assignment results in a high switch-controller latency. However,

prioritising latency has the impact that the lower latency connections are used

by primary quorums, resulting in higher latency connections for backup quorums

when compared to the approach prioritising controller capacity.
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Latencies Assignments
Primary Backup Primary Backup

Mean S.D. Mean S.D. Mean S.D. Min Max Mean S.D. Min Max
L 1.78 0.95 3.47 1.1 30 2.65 26 36 22.5 3.51 15 20
C 3.01 2.13 3.74 2.17 30 0 30 30 22.5 0.5 22 23
R 5.79 2.82 5.55 2.85 30 6.26 18 43 22.5 4.56 16 34

Figure 5.8: Controller assignment example with 150 switches, 20 controllers with
100 capacity each.

Conversely, prioritising capacity results in much more evenly distributed con-

troller load, shown by the lower variance in Figure 5.7c. Note that all approaches

result in the same mean value for primary and backup assignments - this is be-

cause the total of primary and backup assignments is always the same. The way

in which this load is distributed, shown by the variance, does change across ap-

proaches. The effect is limited in this example as a large amount of controller

load is utilised, however if I look at a large example of 150 switches, 20 controllers

(with 100 capacity each), as seen in Figure 5.8, then the benefit of prioritising

controller capacity is made more apparent. In this example, controller load is

almost perfectly distributed when prioritising controller capacity over latency.

Conversely, in this example prioritising latency results in substantially lower la-

tencies for primary quorums, and comparable latency for backup quorums. As in

the simple example, the random approach generates slower quorums with much

more uneven distribution of controller load.

5.6.4 Existing Approaches

Li et al. [136, 137] explore the issue of controller assignment in an architecture

utilising a BFT approach for SDN controllers. They define the controller assign-

ment in fault-tolerant SDN (CAFTS) problem. CAFTS represents the problem

of assigning controllers to switches, satisfying the requirements of the BFT al-

gorithm in use, minimising the latency between controllers assigned to a single

switch (to aid in the performance of the BFT algorithm) and to maximise the

utilisation of controller resources. The proposed controller assignment algorithm

takes into account the differing levels of security required by individual switches
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(a switch with higher security requirements is assigned a greater number of con-

troller replicas to provide greater resilience). Their requirements first assignment

(RQFA) algorithm is shown to provide more efficient controller assignment than

a randomised approach.

Mohan et al. explore a solution for fault tolerant SDN control that is similar

to the SDBFT protocol, with the work focusing on the controller assignment

problem. [158, 159]. The work focuses on the issue of controller assignment, where

they propose an algorithm that aims to minimise the total number of controllers

whilst considering the switch to controller latency and controller capacity. The

approach is similar to the simple approach described above, however also supports

the remapping of controllers when a failure occurs. The proposed algorithm,

MINCON, also prioritises controller assignment for switches with higher loads

in terms of flow counts to increase performance. It is worth considering that

although the approach aims to minimise the number of controllers, this may

not always be the best approach if the capacity to host additional controllers is

available, as a greater number of controller replicas can handle a greater number

of faults, with fewer switches under the control of controllers if they were to

become compromised.

5.7 Controller Consistency

Controller consistency is a well-known issue within distributed SDN controller ar-

chitectures [16]. Requirement R3 (consistency) dictates that controllers should

be properly replicated. The primary element of replication required within a dis-

tributed SDN control plane is the the knowledge stored by the controller on

the current state of the network. In order to provide routing functionality, the

controllers need to maintain information about where devices are located within

the network. At a low level, this includes the specific ports on switches to which

devices and hosts are connected, as well as the connections between switches. Dif-

ferent routing controller applications required different amounts of information

about the network topology when pushing a route. For example, the Floodlight

controllers layer 2 LearningSwitch application only considers the next hop on
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the route, i.e it knows which port to forward the packets to on a per-switch basis

(previously learnt using LLDP probes or observed packets). The Forwarding

application operates differently to this, and uses the Floodlight Topology ser-

vice to compute the complete route to the destination using Dijkstra’s algorithm,

installing appropriate flow rules on all switches along the path.

In the scenario where a single controller controls the network however this is

not an issue as the controller has a singular view of the network topology. If a

device location is not known, then it can flood packets in order to locate it and

updates its datastore. However, if multiple controllers are in use, each controlling

only a limited portion of the network, then controllers will have different views of

the current network topology. In particular, controllers in a backup quorum will

need to have a up-to-date view of the switch state so that they can make suitable

routing decisions if called upon.

If controllers are not properly replicated, the returned responses will not nec-

essarily match. As a simple example, if controller A has an up to date view of

a switch and sees a packet to device D, which it knows the location of, it will

return a PacketOut and a FlowMod directing the flow out of the correct port. If

controller B does not have this information, then it will only return a PacketOut

which will be flooded to all ports to identify which is the correct port to use. An

example of when this may occur is when the SDBFT protocol moves into failure

mode and the set of backup controllers are utilised, which have not received any

earlier requests from the switch.

Therefore, there needs to be a process for controllers to synchronise in order

to share information on the network topology. This approach could be expanded

to also include more detailed information about the network state to aid in more

complex applications, such as load balancing.

Consistency is either defined as strong or eventual. Strong consistency pro-

vides the guarantee of consistency — updates are pushed and action is only taken

once all replicas have received and processed the update, but at the cost of ad-

ditional latency (whilst an update is being replicated, no further requests can

be processed). Eventual consistency, on the other hand, only assumes that all

replicas will become consistent eventually, with the cost that some replicas may
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respond to requests with stale data. Applications using eventual consistency must

be able to handle responses based upon stale data.

I assume for SDBFT a requirement of eventual consistency. The primary

quorum will be consistent for a given switch state, as each request from a switch

will update the network state information stored by that controller. Backup

controllers will receive updates from primary controllers, and on being contacted

in the case of failure will also receive switch requests which can update stored

network state. Further controllers within the control plane will need to receive

updates, but a small amount of latency on these updates is acceptable. In the

case where inconsistency occurs, this will appear as a fault, triggering the fault

recovery protocol. As long as f + 1 of the combined 2f + 1 controllers of the

primary and backup quorum have an updated network state view, then the switch

will receive a correct response.

This does limit the potential applications that can be utilised. In the Flood-

light example, the single hop LearningSwitch application should be utilised

rather than the Forwarding application, which requires a wider view of the net-

work state.

5.7.1 Publisher-Subscriber Protocol

I use a publisher-subscriber model for distributing network state updates through-

out the network. In the simplest approach, all controllers act as publishers, and

are subscribed to updates from all other controllers. On handling a switch request

that generates new knowledge about the network state, e.g. device a is connected

to port b on switch c, a controller will publish an update. I do not specify

the exact format for this update, as it may vary based upon the specific SDN

controller being used. As an example, the Floodlight controller DeviceManager

application already writes updates to the Floodlight CommsService, which is a

publisher-subscriber system, whenever a new device is seen (for more informa-

tion see Section 6.4.4). All controllers controlling a switch will publish updates

whenever a new controller is seen.

In normal mode, on receiving f + 1 matching updates from the primary quo-

rum, the controller will then update its datastore with the new value. If f + 1
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updates are received, but they are not matching, then it can be assumed a fault

has occurred. In this scenario, the receiver will wait for f +1 matching responses

to be received, as this represents a majority from the primary and backup quo-

rums. This is a simplified version of the SDBFT protocol.

In the case where a fault occurs on a switch request for a new device, the

backup may not have received an update from a primary controller, or may

have received a malicious update from a compromised primary controller. In this

scenario, the backup will be sent the original request from the switch, which it can

process as the primary controllers would in order to extract sufficient information

to bring it up to the same state as the primary quorum.

In order to provide non-repudiation and message integrity, the updates can be

signed using the same public and private keys used for signing switch-controller

messages, previously described in Section 5.5. This also prevents controllers from

publishing false updates, as a full quorum of controllers will need to agree on the

update. For an additional level of protection, the original signed request from

the switch can also be included within the update, which would allow a receiving

controller to verify the switch state update is caused by an actual switch event.

5.7.2 Existing Approaches

There are a number of works which explore the concept of adaptive consistency

for distributed SDN controllers [13, 16, 200]. Rather than make the assumption

that all updates must be propagated fully consistently (strong consistency), it is

assumed that updates may take longer to propagate leading to different results

being returned from different controllers (eventual consistency), however applica-

tions are designed to tolerate this inconsistency. The adaptive approach applies

different consistency requirements to different types of controller decisions, with

more network critical decisions reliant upon strong consistency, with less critical

updates allowed to take longer to propagate. Whilst this approach may work in

the distributed controller architecture in which a single controller is responsible

for a particular switch, it would not work in solutions where multiple controllers

are responsible for a single switch, which requires strong consistency.
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A common approach taken by existing work is to apply a distributed datastore

across the distributed controllers. For example, the Onix distributed controller

architecture applies multiple techniques in order to synchronise its Network Infor-

mation Base (NIB) which stores information about switch and network state [115].

Onix utilises a transactional database for slow, but reliable, network state up-

dates. For network state updates requiring a higher update rate and availability

a Distributed Hash Table (DHT) (based upon Dyname [63]) is used. This DHT

supports one-hop, eventually-consistent, updates similar to my publisher sub-

scriber model, however comes with the limitation that only a single controller

can insert updates for a given value at any one time, otherwise collisions may

occur.

Botelho et al. propose a fault tolerant key-value datastore for a distributed

SDN controller architecture able to provide strong consistency [32]. Fault toler-

ance and consistency is achieved through the use of replicated state machines and

a total-order multicast protocol, in this case BFT-SmaRt [22]. One particular el-

ement of the design is that datastore writes include an counter field, which aims

to prevent inconsistencies from concurrent datastore writes, though it is unclear

how well this would work when a large number (f + 1 or more) controllers are

writing the same value simultaneously. A number of optimisations are proposed

to increase throughput and reduce latency of datastore operations, though in all

cases there is a noticeable impact on controller performance, as datastore reads

can take 3-5ms to perform.

5.8 Limitations of Approach

In this section I discuss some limitations and open issues with the SDBFT proto-

col, and suggest some potential solutions that can be explored as part of future

work.
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5.8.1 Proactive Control

The SDBFT protocol focusses on the reactive SDN mode of operation, in which

the controller only sends commands to the switch in response to a request from

a switch. There will be some scenarios where the proactive mode of operation is

also required in order to setup flow rules in advance. This could be down to proac-

tive applications on the controller, or through human administrators manually

configuring routes within the network. This presents two main challenges:

1. In the proactive application case, how can applications be synchronised to

send requests at the same time with requests that can be matched across con-

trollers? In the reactive case, a switch request triggers an immediate response

form every controller, with each individual response matched to a switch re-

quest.

2. A human administrator would not want to connect to multiple controller

instances in order to apply a single configuration change to a switch. This

increases the human cost in terms of time, and increases the likelihood of

erroneous updates being pushed by the administrator. This also has similar

issues to the proactive application case in matching the controller requests on

the switch.

It is feasible to assume that the majority of the functionality of proactive

applications can be adapted to operate in the reactive mode. This will have the

impact of a slight reduction in performance as the target flow will need to be sent

to the controller rather than being handled by a flow rule already installed on the

switch.

For the human administrator case, this could be partially solved through

the use of a master controller that exists on a heavily secured machine, and

does not take part in the normal control network but exists purely for manual

administrator configuration. This controller can be kept offline when not in use

to reduce the likelihood of compromise. This controller can authenticate to the

switch for example using signed messages, with the master controllers public key

loaded on the switch at install time and the private key kept securely. This
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controller can proactively install flow rules on the switch without requiring the

consensus protocol to be run.

Of course, this approach does not limit the impact of a malicious administra-

tor. Similarly, if the master controller does become compromised, then it would

gain arbitrary control over the network (though only when the master controller

is active).

5.8.2 Controller Diversity

A particular challenge of consensus-based SDN control is the problem of controller

diversity. The reasoning behind utilising multiple controllers is to limit the im-

pact of a subset of these controllers from becoming compromised, assuming the

majority of controllers are not compromised. The diversity of controllers, and

the architecture supporting them, provides a challenge to this assumption. As an

example, assume every controller consists of the Floodlight controller, deployed

into an Ubuntu 18.04 virtual machine, running Java version 10, with the same

user credentials across all virtual machines. On top of potential vulnerabilities

within the Floodlight controller itself, a critical vulnerability found within the

used libraries, java subsystem or operating system (or any other software on the

machine), or indeed compromised credentials could allow an attacker to poten-

tially gain control of every controller instance as if they find an access route into

one controller, then the same route can be applied to all as every instance is

identical.

This problem affects all consensus-based SDN control architectures. [136, 137,

22, 158, 159, 190]. The work by Qi et al. suggests controller diversity through

deploying different controllers (in the paper POX, NOX and Floodlight are used),

with the assumption that these controllers will still deterministically return the

same result to a switch request [190]. Utilising multiple controllers in this fashion

provides extra challenges — for example each application needs to be implemented

for each controller and tested to ensure it is deterministic. Further, this only limits

the compromise of the controller itself — if all controllers are running on identical

hosts then an attacker could still gain control of each instance.
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Whilst I do not attempt to solve this problem in this work, there are some

steps that can be taken to help increase diversity and reduce the potential for an

adversary to compromise all machines. Simple actions such as ensuring different

passwords are configured for individual hosts can help reduce attack surfaces.

Operating system defences such as Address Space Layout Randomisation (ASLR)

and stack canaries can make exploiting vulnerabilities such as buffer overflows

more difficult to exploit across multiple machines. Finally, removing unnecessary

software and regularly patching machines can help reduce the attack surface to

an attacker.

5.9 Conclusion

In this chapter, I discussed the design of the SDBFT protocol for fault-tolerant

SDN control. I gave an overview of the operation of the protocol, including how

it operates both under normal circumstances, and when a failure occurs. I then

discussed the application of signatures in order to enforce message integrity and

provide non-repudiation for controller messages. To support the SDBFT protocol,

I also provide the design of a solution to the controller assignment problem, and

a method for ensuring consistency amongst controllers.

In the next chapter, I discuss the challenges of implementing the SDBFT

systems, and then in Chapters 7 and 8 I experimentally evaluate the performance

of the SDBFT controller.
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Chapter 6

Implementing the SDBFT

Protocol

6.1 Introduction

In Chapter 5 I proposed a novel protocol for Byzantine fault tolerate agreement

amongst SDN controllers, SDBFT. In this chapter I describe an implementation

of the SDBFT protocol, and the challenges of implementing such a protocol.

The primary implementation is that of the SDBFT proxy, which sits on the

connection between a switch and a controller and carries out the switch-side logic

of the SDBFT protocol, without having to modify a switch firmware.

I also describe the implementation of a comparative system using a tradi-

tion byzantine fault tolerant protocol. For this purpose I use the BFT-SMaRt

protocol, implemented through the use of a publicly available Java library [22,

24].

6.2 SDBFT Implementation Overview

As the core SDBFT algorithm computation is performed on the switch side,

the main focus of the implementation needs to be on the switch. The optimal
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approach would be to take an existing virtual switch implementation, such as

OpenVSwitch, and modify the switch firmware to incorporate the SDBFT logic.

Whilst this would likely provide the most efficient implementation, this approach

has some drawbacks. Firstly, this would require kernel-level programming, which

is complex, and inserting the new logic into the switch whilst maintaining func-

tionality could prove challenging. Secondly, this limits evaluation to that one par-

ticular switch implementation. For example, if I were to modify OpenVSwitch, a

virtual switch commonly used for testing, I would be unable to test the logic on

a physical switch without also implementing the logic into the physical switches

firmware.

Rather than modify physical or virtual switch firmware, I decided to produce

an OpenFlow proxy that will sit on the connection between the switch and the

controller acting as a bump-in-the-wire device, leaving the switch unmodified.

As well as providing a generalised solution for testing purposes, the proxy can

support older switch hardware that would not be modifiable to handle multiple

controllers, and so the use of a proxy can be applied to older SDN networks. This

is a similar approach as taken by ElDefrawy and Kaczmarek, and Sherwood et

al., within SDN controller architectures [76, 215].

Whilst implementing SDBFT as a proxy is easier, and more flexible for testing,

it also has some potential drawbacks. Primarily, the proxy introduces an extra

communication step, which requires the processing of packets, including parsing

the OpenFlow messages from the intercepted packets, and then re-encoding them

as raw data to send onto the controller. These extra steps would not be required

if implemented on the switch, as the SDBFT logic can be applied before and

after messages are sent to and received from the controller. To measure this

effect, I perform testing with a simple TCP proxy in Chapter 8, which enables

me to learn the baseline impact of introducing a proxy into the connection. There

are potentially further efficiency improvements to be had with a native C based

implementation rather than using a Java implementation, however I are unable

to measure this without implementing the native version.

As well as the SDBFT proxy, I also require an SDN controller. I decided to

use the Floodlight controller for this purpose, which is a Java based open-source

controller [187]. Floodlight has a number of benefits for this use. Floodlight uses
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the OpenFlow Java library provided by Loxigen [189], which can also be used

for the proxy to provide consistency. Whilst other Java based controllers exist,

such as ONOS, Floodlight is a fully featured controller, which supports multiple

applications to be run simultaneously, whilst being a relatively small code base.

As the controller requires modification, the smaller code base makes this task

easier.

Controller 1

SDBFT Proxy

Controller 2

Switch 1

SDBFT Proxy

Switch 2
Controller 3

Controller 4

Figure 6.1: SDBFT Proxy Architecture

While Floodlight supports all OpenFlow versions up to 1.5, I focus on Open-

Flow 1.3 for development and testing purposes due to its wide support on SDN

switches. The SDBFT proxy also supports all OpenFlow versions up to 1.5 due

to the capability provided by the OpenFlow Java library.
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6.3 Proxy Implementation

The SDBFT proxy, implemented in Java intercepts all OpenFlow messages be-

tween the switch and controller(s). When configuring the switch, the IP address

and port number of the proxy is used as the controller configuration. An indi-

vidual instance of the proxy needs to be deployed for each switch in the network,

however a single proxy will connect to multiple controllers. An example of this

architecture can be seen in Figure 6.1.

The proxy is implemented using the OpenFlow Java library that is generated

by Loxigen [189]. Loxigen generates OpenFlow libraries for C, Python and Java,

based upon the OpenFlow specification. All versions of OpenFlow up to 1.5.1

are supported, though versions 1.0, 1.3.1 and 1.4.1 are intended for use in pro-

duction [189]. The library is generated as source code, which is directly included

within the Java project and compiled along with the proxy code. The library

includes readers for extracting OpenFlow messages from raw byte arrays, and

also includes factories for generating OpenFlow messages for a specified version

of the Openflow protocol.

The only modification to the switch is that it is configured such that it con-

nects to the proxy rather than to the controller. On receiving a connection from

a switch, the proxy connects to the appropriate controller instances. On receiv-

ing a packet, the proxy will use the OpenFlow library to parse the packet and

extract the OpenFlow message. It can then extract message type and perform

the appropriate action, which are discussed in Section 6.3.5.

6.3.1 Configuration

The implemented proxy is configured by the use of a simple configuration file, an

example of which can be found in Appendix A.1. The proxy implementation ac-

tually includes three proxy implementations — a simple TCP proxy, the SDBFT

proxy and the BFT-SMaRt proxy (see Section 6.5), and the same configuration

file is used for all three. The key parameters for the SDBFT proxy are the list

of primary controllers, and the list of backup controllers. If signatures are in use,

the configuration file is used to specify the parameters for the signing engine.
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6.3.2 Communication

Java sockets are used for communication. On launching the proxy, a ServerSocket

is started to accept a connection from a switch. On receiving a connection from a

client, a client specific socket is generated, and a new ClientConnection object

is generated. The ClientConnecticon is a Runnable object, which is responsible

for reading messages form the client socket, and sending messages to the client

over the socket. When the ClientConnection is created, a new thread is started

to allow the connection to be repeatedly read from.

When the client has connected, the proxy then creates a connection to each

controller, and creates a ServerConnection instance for each controller, which

is functionally similar to the ClientConnection. A thread is started for each

controller to allow concurrent communication with multiple controllers.

For certain switches, the switch makes an initial connection to the controller

before participating in the OpenFlow handshake. For example, this always occurs

when using the Mininet network simulator built upon OpenVSwitch. When these

types of switches are used, the first connection from a switch is ignored, though

from the switch perspective the controller is live. This connection is due to

Mininet first opening a connection to the controller to test for liveness before

instructing the switches themselves to connect. The proxy then waits for the

second connection from the switch before connecting to the controllers. If this

is not done, the controller will initiate the handshake on receiving a connection

which the switch will then ignore, and the handshake will not complete.

6.3.3 Message Acknowledgements

As part of the SDBFT protocol, the proxy needs to send an acknowledgement

of switch responses. When processing a response from the controller, the proxy

generates this acknowledgement and sends to each controller. As these acknowl-

edgements are not time-critical, the proxy can be configured to either send these

acknowledgements immediately on receiving a response, or alternatively these re-

sponses are added to a buffer on the proxy. A new thread process is started, which

sends the contents of this buffer to all of the controllers, clears the buffer and then
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waits for a pre-defined amount of time (for testing purposes this is 100ms). This

batch sending of acknowledgements reduces the amount of messages that needs

to be send between the switch and controller, allowing the proxy to handle a

greater number of switch requests.

6.3.4 Signatures

The signing of messages is performed using the Java java.security package.

The signing algorithm, key generation algorithm, key size and signature length

are selected using the configuration file. For testing purposes, keys are generated

when launching an instance of the proxy. As I are primarily interested in the

performance of signatures during testing, whilst keys are generated using the

SecureRandom class provided as part of java.security, the seed is hard coded

to ‘999’, which causes every instance of the proxy to generate the same key pair

(and can be repeated on the controller). Whilst this is unsuitable for a real-world

deployment, it is sufficient for testing purposes, and will need to be replaced by

a full key-distribution algorithm in a production environment.

The signatures are generated just before messages are sent to the controller,

and after they have been converted into a byte array for sending (as the sign

function requires a byte array as input). The returned signature is also a byte

array. The signature and message are sent to the controller in a single request,

with the signature sent first. This signature is sent first for easier parsing, as it

is of a constant size.

On receiving a message from the controller, the parser is responsible for ex-

tracting signatures and verifying against the received message. Whereas in the

unsigned version the OpenFlow library can be provided with a byte array and

extract multiple OpenFlow messages, this is not possible when signatures are also

included within the array. The parser instead first extracts the signature, and

then manually reads the length of the OpenFlow packet from the packet header

(stored in the second 2 bytes of the header, and so 2 bytes from the end of the

signature bytes in the byte array). Using the OpenFlow length, the bytes of the

current message are extracted, and the signature is then verified. If the signature

is verified, then the reader provided by the OpenFlow library is used to extract
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the OpenFlow message. The next signature and message are then extracted and

verified. This process is repeated until all messages have been extracted, and

verified, from the received data.

6.3.5 OpenFlow Message Handling

The primary activity of the proxy is the handling of OpenFlow messages. The

proxy parses these messages using the OpenFlow java library, and then performs

actions on them depending on the specific OpenFlow message type. As part of

this, the proxy needs to maintain state regarding switch and controller requests.

Two objects are used for this purpose:

SwitchEvent A switch event represents a request from the switch. It stores

the Xid of the PacketIn message, a copy of the PacketIn message, and two

ArrayLists to store the returned PacketOut and FlowMod messages.

ControllerRequest A controller request represents a request from a controller

to a switch. These are primarily used during the switch-controller handshake

phase. A controller request stores the controller id, OpenFlow packet type,

and Xid of the controller request.

The proxy maintains a collection of each of these. The collections are for-

mulated as HashMaps, with the message Xid as the key, and an instance of a

SwitchEvent or ControllerRequest as the value. A HashMap is used due to the

efficient value retrieval compared to other collection types. In order to reduce

memory usage, once all replies to a request have been received, the SwitchEvent

or ControllerRequests is deleted from the relevant HashMap.

6.3.5.1 Switch to controller communication

The proxy need to ensure that communication from the switch is handled cor-

rectly. Introducing multiple primary controllers means that the proxy needs to

handle certain switch requests to prevent multiple replies coming back from the

multiple controllers, which can cause the switch to reset its connection to the

proxy.
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Figure 6.2: Proxy switch to controller message handling

Figure 6.2 shows the typical flow of OpenFlow messages from the switch to

the controller. The flow of messages is as follows:

1. The switch sends a request to the controller through the proxy. A single

request may include multiple OpenFlow messages. The ClientConnection

class reads the message from the socket into a byte array.

2. The ClientConnection class calls the parse method in the

OpenFlowPacketParser, which receives a byte array, and uses the Open-

Flow Java libraries reader methods to extract the OpenFlow messages. If

signatures are used, these messages are signed.

3. The OpenFlowPacketParser returns a list of OpenFlow messages. The

ClientConnection loops through these messages. For any Hello and

EchoRequest messages, a response is generated and sent back to the switch.

Any other messages are forwarded to the master Control class for processing.

4. The Control class processes the messages. For specific message processing by

OpenFlow packet type, see below.

5. After processing each message, the Control class calls the send method in the

ServerConnection instance matching the controller (or set of controllers) the

message is destined for.
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6. The ServerConnection writes any messages destined to the controller it rep-

resents onto the socket, and the message is sent to the controller.

Specific message processing for OpenFlow message types:

PacketIn On receiving a PacketIn message from the switch, the proxy creates

a new SwitchEvent, with a copy of the PacketIn message. The Xid field of

the PacketIn message is set to a new value generated by the proxy. This is

used to link switch requests to responses from the controller.

EchoRequest and Hello If the switch sends an EchoRequest or Hello, the

proxy will generate a reply and send it to the switch directly.

Reply packets Messages replying to controller requests, such as FeaturesReply

or RoleReply messages, are matched by Xid to a controller request, and

forwarded only to the controller that sent the matching request. To aid in

this, the proxy maintains a lookup matching OpenFlow request message types

to their relevant response types.

Other packets All other packets are sent on to the set of controllers without

any further processing.

The majority of messages from the switch are sent to all controllers. However,

I found that Floodlight does not handle multiple or unexpected replies to certain

request messages, primarily those exchanged during the OpenFlow handshake,

often disconnecting the switch. To correct this, specific requests from the con-

troller are logged by the proxy by Xid, and replies from the switch are only sent

to the controller that sent the matching request.

6.3.5.2 Controller to switch communications

Figure 6.3 shows the typical flow of messages from the switch to controller. Note

that a single ServerConnection is shown, when in reality there is one instance

per controller. Each instance follows the same process, so I only include one into

the diagram for clarity. The flow of messages is as follows
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Figure 6.3: Proxy controller to switch message handling

1. The controller sends a packet to the switch, consisting of one or more Open-

Flow messages. The ServerConnection reads the message from the socket

into a byte array.

2. The ServerConnection class calls the parse method in the

OpenFlowPacketParser, which receives a byte array, and uses the Open-

Flow Java libraries reader methods to extract the OpenFlow messages. If

signatures are used, these are verified.

3. The OpenFlowPacketParser returns a list of OpenFlow messages. The

ServerConnection loops through these messages. As is also the case for the

switch connections, for any Hello and EchoRequest messages, a response is

generated and sent back to the controller. Any other messages are forwarded

to the master Control class for processing.

4. The Control class processes the messages. For specific message processing by

OpenFlow packet type, see below.

5. After processing each message, the Control class calls the send method in the

ClientConnection instance.

6. The ClientConnection writes any messages destined to the switch it repre-

sents onto the socket, and the message is sent to the switch.
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7. (Optional) If the message from the controller is a response to a switch request,

the Control class generates an acknowledgement message, and forwards to the

AckSender.

8. (Optional) If batched acknowledgements are in use, the AckSender adds

the acknowledgement to a buffer, and then forwards onto the appropriate

ServerConnection to be sent to the controller. If batched acknowledge-

ments are not used, the message is not buffered and forwarded directly to

the ServerConnection.

9. (Optional) The ServerConnection sends the acknowledgement to its con-

troller.

Specific message processing for OpenFlow message types:

PacketOut The proxy will match the PacketOut to a switch event, and will store

the message in switch event object. If the number of PacketOut messages

stored in the switch event match the number of controllers, the PacketOut is

forwarded to the switch.

FlowMod As with PacketOut messages, the proxy will wait for a full set of

matching FlowMod messages before sending one to the switch.

Requests Request messages, such as FeatureRequest or RoleRequest mes-

sages, are logged by the proxy with the request type, sending controller and

Xid. This allows for replies to be matched to requests.

6.4 Controller modification

As mentioned above, the Floodlight controller was chosen as the controller used

for testing the SDBFT system. Floodlight was chosen partly due to the authors

familiarity with Java, therefore providing an easier pathway to understanding the

architecture. It was chosen over other Java based controllers, such as ONOS and

OpenDaylight, due to it being a smaller code base therefore making modifications

easier without causing unknown effects.
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While being a well-known controller, there is limited documentation which

made locating parts of the code base required for modification difficult. For

example, locating the classes responsible for receiving and parsing OpenFlow

messages was difficult and was only achieved by tracing the flow of OpenFlow

messages through the controller backwards from the Forwarding application.
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Figure 6.4: Controller system model

Figure 6.4 provides a high level overview of the SDN controller architecture.

This model only shows the core components that were modified to support the

SDBFT protocol. Elements highlighted in grey required only minimal modifica-

tion compared to the base implementation. The only additional elements that

were added were the AckTracker application, and the additional message seri-

aliser and deserialiser to handle signed messages. All other modifications were

achieved through the use or implementation of existing services provided by the

controller.
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6.4.1 Message serialising/deserialising

Floodlight uses Netty sockets in order to communicate with switches. The Netty

library requires a serialiser and deserialiser interface which converts a Byte-

Buffer to a list of Objects, and vice versa. In Floodlight, these two classes

are OFMessageEncoder and OFMessageDecoder. These classes were duplicated

and modified to produce versions which sign messages destined for the switch

(OFMessageEncoderSign), and verify messages sent from the switch

(OFMessageDecoderSign). By incorporating signatures here, no further modifi-

cation is required to the core Floodlight controller. The controller chooses the

signed versions, or the original unsigned versions, depending on the current con-

figuration, as specified by the controller properties file.

6.4.2 Xid setting

Openflow packets feature a Xid field, which is used to identify messages and match

requests to responses. The default Floodlight applications do not set this field

when sending responses to the switch. As I need to match controller responses to

a particular request so I can ensure grouping, I must ensure the controller sets this

field to match the request it received. Therefore, I went through any applications

which communicate with the switch in response to PacketInmessages, and ensure

they set the Xid field on any responses they send to match that of the incoming

PacketIn.

6.4.3 Acknowledgement handling

For ease of implementation, switch acknowledgements are sent using OFError

messages. OFError messages are used as they support writing arbitrary data into

the message, which can then be parsed by the controller. This required modifying

the error handling mechanism of the controller. Normally, error messages are

not handled by applications on the controller (though applications can register

to receive them), instead the controller, upon seeing an error message, enters

an error state. The controller was modified to inspect error messages, and if
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the message is of the acknowledgement format (where the message begins with

###ACK###), to push them to the application layer and not enter an error state.

The AckTracker application can then read these messages. Note that for the

purposes of testing, the AckTracker simply reads the acknowledgement messages.

In future versions, the AckTracker could write these acknowledgements to a log

file or similar.

The OpenFlow protocol officially supports custom, deployment specific mes-

saging through the Experimenter message type (Vendor in version 1.0 of the

protocol), which allows messages containing arbitrary data for vendor specific

use. This would have been a better implementation approach, however this mes-

sage type has not been properly implemented by Loxigen, and so is not included in

the OpenFlow Java library used by both the proxy, and the Floodlight controller.

The intention is that protocol definitions used by Loxigen would be updated by

a vendor. It is unclear how this would impact the Floodlight controller, in part

as the internal controller logic sorts messages by type, so I decided to use the

similar OFError message type which are already handled by the controller, with

the small modification to the controller to support my particular use case.

6.4.4 Synchronisation

It is important that the backup controllers that will form the expanded quorum

when a failure is detected know the state of the devices connected to the switch

before they take over. As a simple example, if the backup controllers do not know

which switch port a device is connected to on receiving a PacketIn message, it will

flood the PacketOut through all active ports on the switch, and not install a flow

rule. This prevents consensus from occurring as the controllers of the existing

quorum know the topology of devices whereas the backups do not. In order to

implement the publisher–subscriber model as described in Section 5.7, I utilise

the experimental SyncService built into Floodlight. The SyncService provides

the ability for controllers to writes to a datastore, and publish the updates to

other controllers, in a publisher-subscriber model. This functionality can be built

into any module. One module that uses this service is the DeviceManager, which

maintains a record of devices attached to switches under its control. By default,
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this service pushes an update to the datastore for every new device that it sees,

however it will only pull from the datastore if the controllers is moving from

the SLAVE to the MASTER state for a given switch. I modify this module to

subscribe to receive updates from other controllers, and update its own datastore.

This means that the controller will know the correct switch topology as soon as is

required. In order to allow this to function, the switch connects to the controllers

of the backup quorum, as well as the primary, on initialisation, and completes

the setup handshake, but sends no further packets to the backups until a fault

occurs.

This functionality could be extended to provide a simple synchronisation

method to allow all controllers within to learn the topology of the full network,

to aid in routing. As the SyncService operates on a publisher-subscriber model,

then it would only requires all controllers to sign up for updates for all other

controllers. Currently, the DeviceManager requires a handshake with a switch in

order to store information about the devices connected to it. The two options

are that either the switch can complete a handshake with every controller, which

would allow the controller to store the relevant information received from other

controllers, or alternatively the DeviceManager could be modified to incorporate

a datastore of switches and their connected devices which have not completed the

handshake, but can be used by the other services (such as the TopologyManager)

which use this information.

6.5 Implementation of Comparative System

In order to provide a comparison to related work, a version of the system was

constructed which makes use of a traditional BFT algorithm for providing fault-

tolerance. Rather than implementing this from scratch, this was achieved through

the use of the BFT-SMaRt library [22, 24]. BFT-SMaRt was previously applied

to the SDN control scenario by ElDefrawy and Kaczmarek [76], and is the only

example from related work which has been fully tested for performance (although

code is not available). The protocol requires 5 rounds of communication, and
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2n+ 3n2 messages for n replicas. The BFT-SMaRt protocol is discussed in more

detail in Section 2.11.2.

BFT-SMaRt provides a Java library for providing a fault-tolerant system,

with the provisioning for both replicas (servers), and clients. Within the library,

multiple instances of a server are configured (as the system uses a PBFT approach,

four (3f+1) instances are required as a minimum). BFT-SMaRt was implemented

as an extension to the SDBFT proxy, with both a client-side and server-side proxy

being implemented.

6.5.1 Configuration

The BFT-SmaRt library uses its own set of configuration files for configuring the

BFT system. The two primary files are the system.config and hosts.config

files. The system.config file is used to configure the parameters of the BFT-

SmaRt instance, such as the IP address to bind to, the number of replicas in use,

the use of signatures, and whether to handle byzantine faults, or just fail-stop

faults.

The hosts.config file contains a list of all replicas within the system. For

each replica, the file contains an ID number, the IP address, and the port number

which the replica is to run on. The ID number is used when launching a server

replica, and the IP address of the host must match the IP address provided in the

file. The replicas to be used by a client are configured in the system.config file

by providing a list of the ID numbers. Errors in this file prevent the BFT-SMaRt

library from functioning.

The BFT-SMaRt proxy also utilises the SDBFT configuration file, as seen in

Appendix A.1

6.5.2 Protocol

One issue with adapting BFT-SMaRt for use with floodlight, is that the utility

type communication between the switch and controller, in particular the hand-

shake, needs to be done on an individual basis between the switch and each

controller. To allow this, two connections are used. The first connection utilises

171



6.5 Implementation of Comparative System

portions of the SDBFT proxy to handle handshake messages. This connection is

used to send any messages which do not require use of the BFT protocol.

The second connection is the connection provided by the BFT-Smart library,

built on Netty sockets. This connection carries all messages which need to be

handled by the BFT protocol, primarily PacketIn messages and the associated

responses. This connection is not accessed directly, rather the BFT-SmaRt library

provides an abstraction layer over the communication.

BFT-Smart can handle requests both in synchronous and asynchronous mode.

In synchronous mode, on sending a request the code must then wait for a reply

before proceeding. This is not suitable for a situation where multiple flows are

coming into the switch in short succession. In the asynchronous mode, on sub-

mitting a request to the server a response handler is set up which then waits for

the reply. This means that queueing happens on the server side, whilst allowing

the switch to send multiple requests in short succession and not lock. I only make

use of asynchronous requests in my implementation.

6.5.3 Proxies

Two proxies are used to allow the BFT communication. A client proxy sits in

front of each switch, acting as the client for the BFT-SMaRt library. A server

proxy also sits in front of each controller, and is implemented as a BFT-SMaRt

server replica. It was decided to utilise a server side proxy rather than modify

the floodlight controller to natively utilise the BFT-SMaRt library as it would

require a large amount of modification to the controller architecture.

Figure 6.5 presents an overview of the BFT-SMaRt proxy architecture. In

this example, 2 controllers are used. Dashed lines represent components that are

implemented fully within the BFT-SMaRt library.

6.5.3.1 Client Proxy

A BFT client proxy is deployed for each switch within the network. A single

client proxy is responsible for the communications of a single switch, meaning

there should be as many instances of the client proxy as there are switches.
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Figure 6.5: BFT-SMaRt proxy architecture

A client proxy will talk to just one switch, but multiple server proxies. The

client proxy is very similar to the proxy used within the SDBFT system, with the

primary difference that on receiving a packet from the switch, the proxy will either

forward it directly to the controller proxy using a TCP connection (for packets

which should not be processed using the BFT-SMaRt system), or through the

BFT-SMaRt system for packets which should be processed by the BFT-SmaRt

system. Largely, any packet other than a PacketIn messages bypasses the BFT-

SMaRt system.

The proxy parses all packets it has received over a TCP connection, either

from the switch, or through the TCP connections to the server proxies. This is

only used to direct the packets to the correct communication method for forward-

ing based upon their OpenFlow type. No other processing is performed on the

packets.

The client makes use of a AsynchServiceProxy object from the BFT-SMaRt,

which allows the application to submit asynchronous requests to the BFT replicas.

Asynchronous requests are used as it prevents the client from blocking whilst wait-

ing for a response from the sever (it is expected that the switch will often have to

deal with multiple simultaneous new flows that need to be processed in quick suc-
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cession). On establishing the AsynchServiceProxy, a client id is provided, which

is user supplied in the proxy properties file. This is used to identify clients on the

server side. The request is submitted through use of the invokeAsynchRequest()

function of the AsynchServiceProxy, which also requires the provision of a

listener to process the response. I provide a BFTReplyListener, which col-

lects the responses from the servers through the implementation of an inherited

replyReceived method, and checks that there are a sufficient number of match-

ing responses, q, as defined in Listing 6.1. In this calculation getCurrentViewN()

returns the number of replicas, and getCurrentViewF() the handled number of

faults. N will equal 3F + 1. The implementation of the ReplyReceived method

can be seen in Listing 6.2. It is worth noting that the listener does not need to

wait for a response from every controller before returning a result to the switch.

As long as the number of matching responses exceeds the threshold, on receiving

enough matching responses, the listener forwards the response onto the switch,

and clears the request, closing the listener. Responses are in the form of byte

arrays, and are matched using the Java Arrays.equals(a,b) utility.

int q = Math.ceil((double) (serviceProxy.getViewManager().getCurrentViewN() +

serviceProxy.getViewManager().getCurrentViewF() + 1) / 2.0);

Listing 6.1: BFT-SMaRt threshold calculation.

ArrayList<TOMMessage> responses;

@Override

public void replyReceived(RequestContext context, TOMMessage reply) {

int sameContent = 1;

for (TOMMessage tomMessage : responses) {

if (Arrays.equals(tomMessage.getContent(), reply.getContent())) {

sameContent++;

}

}

responses.add(reply);

if (sameContent >= q) {
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control.sendToClient(reply.getContent(), reply.getContent().length);

serviceProxy.cleanAsynchRequest(context.getOperationId());

}

}

Listing 6.2: BFT-SMaRt ReplyListener message verification

The proxy reads two lists of server addresses, which should be the same. The

first is in the SDBFT properties file, which is used for setting up the list of TCP

connections to controller proxies.

The second list is defined in the BFT-SMaRt hosts.config file, where each

server is represented by a replica id and an IP address. The number of servers is

defined in the system.config file, which specifies the number of servers, number

of handled failures (the number of servers must be greater than 3f + 1), and the

list of replica ids to connect to.

6.5.3.2 Server Proxy

A BFT server proxy is deployed for each controller within the network. A server

proxy talks to a single controller, but will accept connections from multiple client

proxies representing multiple switches. As with the client proxy, it is based

upon the SDBFT proxy with modifications to support the BFT-SMaRt library.

The major challenge with the server proxy is handling connections from multiple

switches at the same time, and ensuring that responses from the controller are

forwarded to the correct switch.

As with the client proxy, the server proxy supports two different communica-

tion channels with each client proxy (one TCP and one BFT-SMaRT).

On receiving a connection from a new client proxy, the server proxy will setup

a new socket connection to the controller. For each connected switch, the server

proxy will maintain an individual connection to the controller. The controller

expects that each switch will connect on its own socket, so this helps ensure

the controller operates as normal. The socket from the client and socket to the

controller are linked, so that any packets can be sent between the two. For

example, if client A connects to the server proxy over a TCP connection A−SP ,
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then a connection A − C is set up between the server proxy and the controller.

Any packets coming in on A−SP are then forwarded onto A−C, and any packets

coming to the proxy on A−C are forwarded onto A−SP . This removes the need

to processing these packets on the server side, as communication on this channel

should be sent directly to the controller, and responses straight back to switches.

On setting up the TCP connection, the first packet sent by the client contains

the BFT client ID set by the user, which is read by the server proxy. This is used

to populate a HashMap, with the BFTClientID as keys, and the ServerConnection

created for that client as a value. This allows packets that come in over the BFT

system to be sent to the controller over the previously established controller

connection for that client.

The BFT-SMaRt connection is provided through implementing a class that ex-

tends DefaultSingleRecoverable from the BFT-SMaRt library, which is called

by the library on receiving a message. The class can implement two methods:

appExecuteOrdered and appExecuteUnordered, which are called depending on

whether the request was sent from the client as an ordered or unordered re-

quest. In this system I only use ordered messages, and so the appExecuteOrdered

method is implemented.

On receiving a request over the BFT system, the method first extracts the

BFT client id from the request. The server proxy then creates an empty ByteBuf

and stores in a HashMap, with the requests packet XID as the key. This is where

the response from the controller will be stored. The request is then forwarded to

the controller, and the method then enters a loop, checking for that buffer to be

filled. On each loop, there is a test for either the buffer containing two openflow

messages, or a single PacketOut message. Floodlight will reply to a PacketIn

either with both a PacketOut and a FlowMod packet if the destination is known,

or just a PacketOut with the flood action type if the destination is unknown.

The proxy parses responses and checks the action field on the packet out, setting

a flag if the output action is to flood. As the BFT-SMaRt library expects the

full response to a request to be sent in a single response, I must ensure that all

responses from the controller are gathered by the server proxy before forwarding

to the client (the controller send PacketOut and FlowMod packets separately).
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6.5.3.3 Other Elements

Signatures As with the SDBFT proxy, signatures within BFT-SMaRt are also

provided using the java.security package. The signature handling within BFT-

SMaRt is hidden from the user. Signatures are enabled through the system.config

file, where the user is also able to configure the specific signature algorithm.

System State The BFT-SMaRt library maintains a view of the replicas through

the use of a system.currentview file. This file contains the state of the replicas,

and is used to reduce startup time. The issue with this file is that if the set of

replicas change, then the setup stage of the BFT-SMaRt protocol can fail as the

current real-world state is different to the state stored int his file. This is solved

by deleting this state file whenever any changes are made to the set of replicas.

6.6 Conclusion

In this chapter, I provide an overview of the practical implementation of the

SDBFT protocol, through the development of the SDBFT proxy, and the deploy-

ment of a modified instance of the Floodlight SDN controller. I also provide the

details of the implementation of a comparative system using a traditional BFT

approach, built using the BFT-SMaRt library. I use these implementations as

the basis of the evaluation in Chapter 8, using a number of testbed configurations

discussed in the next chapter.
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Chapter 7

Experimental Setup

In this chapter I give an overview of the testbed setups and tools I make use

of to evaluate the performance of SDBFT. Three different experimental setups

are used, two virtual and one physical. The two virtual setups consist of a vir-

tual network consisting of virtual machines and OpenVSwitch virtual switches to

emulate a network setup similar to that found in a data centre, and a Mininet

virtual network used for testing more complex network topologies. Finally, I also

test with a commercial, off-the-shelf physical SDN switch to measure real world

performance. A summary of these testbeds can be seen in Table 7.1.

7.1 Testbeds

7.1.1 OpenVSwitch (OVS) Virtual Environment

I evaluate the system using a virtualised environment that resembles a simple dat-

acentre setup. The hardware consists of a server running the KVM hypervisor

and Open vSwitch (OVS) version 2.7. OpenVSwitch (OVS) in an open source,

production quality virtual switch designed for use in virtual environments, includ-

ing cloud deployments1. As a particular example, OVS is the core networking

1https://www.openvswitch.org
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Table 7.1: Summary of testbeds

Testbed Type Size Equipment/Software
OpenVSwitch
Virtual En-
vironment

Virtual 1 Switch, 4
Hosts

CirrOS virtual hosts, Open-
VSwitch virtual switches, Flood-
light controller in Ubuntu Server
20.04 VM (1 per instance)

Mininet Virtual
(Simu-
lated)

1-10
Switches, 2
Simulated
Hosts

OpenVSwitch virtual switches,
emulated hosts managed by
Mininet, All Floodlight con-
troller instances running on host.

Physical
Switches

Physical
(Hard-
ware)

3 Switches,
4 Hosts

3 Dell EMC PowerSwitch S3048-
ON switches, 4 Raspberry Pi
4 hosts, Floodlight controller
instances running on physical
server

component used in the open source OpenStack cloud infrastructure platform1.

OVS supports many protocols, but of particular importance to me is its support

of the OpenFlow protocol which allows it to function as a SDN switch. The server

has 4 AMD Opteron 6376 16 core 2.3GHz CPUs, with 1TB RAM, and runs Cen-

tos 7. Controllers are run inside headless Ubuntu Server virtual machines with 4

vCPUs and 4GB RAM. The control and data planes are separated, such that the

controllers are connected to a Linux Virtual bridge deployed using ip link add

br0 type bridge, with virtual hosts connected to OVS virtual bridges (which

act as our SDN switches). The SDBFT proxy sits between the OVS bridge and

the Linux bridge.

In order to maximise server capacity an extremely lightweight Linux distri-

bution, cirrOS2, was used to create host virtual machines for baseline testing.

Originally designed for testing Openstack installations, it contains all basic OS

functionality, including ping and ssh support, which is ideal for our use case.

Tests are launched using a bash script, which uses SSH to run commands

on the controller VMs and cirrOS host VMs to start controller instance and

perform pings between hosts. An example of one of these scripts can be found in

1https://www.openstack.org
2https://launchpad.net/cirros
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Appendix B.1.

Since version 2.5, OVS has not worked with the Floodlight controller due

to extra fields sent along with PacketIn messages which Floodlight is unable to

parse, so OVS version 2.7 was patched to not send this extra data. The switches

were configured to use OpenFlow version 1.3 in all tests.

Baseline Setup An overview of the baseline experiment setup is provided in

Fig. 7.1. This setup consists of a basic topology of a single switch (an OVS bridge)

with four connected virtual hosts (cirrOS vm). The OVS bridge connects to the

controllers through a Linux virtual bridge, except for when a proxy is in use, in

which case this sits between the OVS bridge and Linux bridge, running directly

on the host OS. There are 10 controller VMs deployed within the system to allow

for testing with quorum sizes of 1 to 10 controllers.

OVS Bridge

Linux  Bridge

Virtual Hosts

Controllers 
(VMs)

Proxy (Host)

H1 H2 H3 H4

C1 C2 C3 CN...

Figure 7.1: Baseline Setup

7.1.2 Mininet

Mininet is a python-based network simulation tool, specifically designed for exper-

iment with software-defined networking [130]. Mininet deploys virtual switches
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using OpenVSwitch, and can launch virtual hosts. The hosts are not virtual ma-

chines, rather they are spawned processes that can perform basic actions such as

pings or file transfers. Whilst Mininet can be launched using a simple command

line utility, deploying a basic topology of switches and hosts, the preferred ap-

proach is to write Python scripts which specify switches, hosts, the connections

between them and the actions that hosts can take. The advantage of Mininet is

that complex topologies can be deployed and torn down within seconds, far easier

that with the manual approach taken above.

To enable automation when running experiments, Mininet was configured

using Python scripts. An example of such a script, for launching a single switch,

single controller network with two hosts, and performing pings between the hosts,

is available in Appendix B.2. Note that this assumes that any controller instances

are already launched.

To run a complete experiment, a simple Bash script was used, an example

of which is available in Appendix B.3. In this example four instances of the

Floodlight controller are launched, along with an instance of the SDBFT proxy.

The Mininet Python script is then run. This bash and python script handles

a complete test run, and can be repeatedly launched using a looping script to

repeat the experiment the required number of times.

Mininet 2.2.2, utilising OpenVSwitch 2.9.8, is installed on Ubuntu Server

18.04.5 LTS. This is running on a Dell Precision T7610 workstation, equipped

with two Intel Xeon CPU E5-2650 processors (8 core, 16 thread, 2.0-2.8 GHz per

CPU) CPUs, along with 128GB RAM.

There is a slight issue when using Mininet with the SDBFT proxy. Whilst

a normal SDN switch will only make one connection to the controller, Mininet

actually makes two connections to the controller. Mininet will first make a con-

nection to the controller when adding a controller to the network using the

net.addController function (as can be seen in Appendix B.2), and then the

switch will connect to the controller once the controller is linked to the switch

using the switch.start function. As the proxy expects only one connection from

the switch at a time, this prevents the OpenFlow handshake from completing. To

prevent this, when using Mininet as a test platform, the first connection from a

switch is ignored, and the connection to the controllers is only initialised on the
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second connection from the switch. This applies to both the SDBFT proxy, and

the BFT-SMaRt proxy.

7.1.3 Physical Switch

I also evaluate SDBFT with a physical, commercial SDN switch. I use a Dell EMC

PowerSwitch S3048-ON 1000BASE-T 48-port 1GbE top-of-rack (ToR) switch1,

which features support for SDN using OpenFlow (versions 1.1 and 1.3), and can

operate with 3rd party controllers and operating systems (the ON portion of the

model number represents Open Networking). The switch is running Dell EMC

Networking OS9 (specifically 9.13), and has been configured to use OpenFlow 1.3.

Configuration is carried out using a serial connection to the management port of

the switch for initial setup, and then through telnet to start and stop OpenFlow

instances.

The switch can simultaneously run as an SDN switch, and traditional switch,

depending on the specific configuration. To utilise SDN, OpenFlow instances

are launched, with either individual ports, or VLANs, assigned to that instance.

Any traffic over those ports or VLANS is then controlled using SDN. I use the

OpenFlow instance in VLAN mode — I create a VLAN and attach it to the

OpenFlow instance, and add the required ports to that VLAN. The OpenFlow

instance is assigned a remote controller, and when the OpenFlow instance is

started it will complete the handshake with the controller. When the OpenFlow

instance is stopped, the connection to the controller is closed and communication

will no longer happen between devices on the assigned VLAN.

Our physical setup is visible in Figures 7.2 and 7.3. Specifically, I use three

switches, S1, S2 and S3. Each one has ports 1-6 assigned to a vlan, which is

connected to the OpenFlow to the network, with 2 connected to S1, and one

each to S2 and S3. There is also a connection from S1-S2 and S2-S3 within the

OpenFlow VLANS. I call this the core network, forming a line topology. The

first switch has two further port groups assigned to two separate VLANS. The

first is used for orchestrating the Pi hosts over SSH. The second of these operates

1https://i.dell.com/sites/doccontent/shared-content/data-sheets/en/

Documents/Dell-S3048-ON-Spec-Sheet.pdf
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Figure 7.2: Physical Network Setup Design

Figure 7.3: Physical Network Hardware

as a management network for the switches, with each switches management port
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connected into this port group. The switch management port is used for the

connection to the SDN controllers. The server has two connections into the

testbed, one for accessing the management network, and one for accessing the Pi

network. The three subnets (core, Pi orchestration and controller management)

are all assigned their own /24 subnet, with all IP addresses manually configured.

The server is a Dell PowerEdge R740 with two Intel Xeon Silver 4114 2.2G,

10C/20T CPUs, along with 192GB of RAM. Networking to the switches is through

a Broadcom 5720 Quad Port 1GbE ethernet card. The server is responsible for

running both proxy and controller instances. The SDN switches OpenFlow in-

stances are instructed to connect to a controller at the servers IP address on the

management network, with the port specifying which controller or proxy instance

each switch connects to.

7.2 Simple TCP Proxy

In order to measure the impact of introducing a proxy between the switch and

controller, I make use of a simple TCP proxy to provide baseline results. The

simple TCP proxy is based on the SDBFT proxy, however all packet processing

has been removed and so it only receives a messaged from the client, and forwards

it onto the server, and vice versa. The simple proxy is designed to only work with

a single client and server, and so, as is also the case with the SDBFT and BFT-

SMaRt proxies, an instance should be deployed for each switch in use. As the

proxy is limited to a single server connection, it can only connect to a single

controller and so all tests using the simple proxy use a single controller.

7.3 Measurement Tools

In order to capture experimental data the ping and Cbench tools re used for

testing the network performance of the SDN network and to benchmark the SDN

controller architecture.
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7.3.1 Ping

The primary tool used to evaluate the performance of SDBFT and the compar-

ative BFT-SMaRt implementation is through use of the standard ping tool that

is distributed with most modern OSs. For the OVS and physical switch setups,

this is the ping client that is installed on the cirrOS virtual hosts on the virtual

testbed and Raspbian hosts as used with the physical switch. For the Mininet

setup, it is the ping tool that comes as part of Mininet. Ping is used for this as

it is a simple tool for testing connectivity between two hosts, and also outputs

packet latency for each individual packet sent, the first packet displaying the flow

setup time.

The output from the ping command was redirected to text files, which are

then parsed using a simple Java program to extract the latency values for the

required packets. For the majority of tests, this is the first packet as is the packet

which experiences delays due to flow setup, however for some tests I extract the

latency values for all subsequent packets.

7.3.2 Cbench

Cbench is an OpenFlow controller benchmarking tool available as part of the

OFLOPS framework1 for benchmarking OpenFlow switches [196]. Written in C,

Cbench launches a number of basic virtual switches (the default is 16, however

this is a tuneable parameter). In both cases a large number of PacketIn messages

are sent to the controller, and then the virtual switch waits for either a PacketOut

or FlowMod response. The latency and throughput modes differ as follows:

Latency Mode In latency mode, the switch sends a single PacketIN to the

controller, and waits for the response. On receiving the response, it will then

send another PacketIN, and repeat this process measuring how many requests

can be processed sequentially by the controller per second.

Throughput Mode In throughput mode, the switch fills a buffer (initial size

65535) with PacketIN messages, sends them all to the controller and sees how

1https://github.com/mininet/oflops
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many responses are returned per second. The primary difference to latency

mode is that all the PacketIN messages are sent immediately without waiting

for responses between each packet. This test measures how many requests can

be handled concurrently, and in particular shows how well multi-threading is

implemented on the controller.

An example of Cbench running in throughput mode against a simple controller

can be found in Listing 7.1. In this example, 16 tests of 1 second each are

run, with the first discarded as a ‘warmup’ test. Only a single virtual switch is

used. The final output is an average of 208.39 responses/second, meaning that

the controller can, on average, handle 208 flows per second. Running against

the same controller with 16 switches results in a slightly lower average of 188.5

response/second, representing 10-13 flows per switch per second. this reduction

is due to overheads on the controller in handling a large number of requests form

multiple switches, as every switch sends 65535 packets at the same time.

As Cbench is designed to test a single controller, I had to modify the code

slightly to be able to test with more than a single virtual switch, as each switch

is required to connect to a different instance of the SDBFT proxy. To achieve

this, I hardcoded an integer array within the cbench.c class file that sets up a

connection to the controller for each virtual switch. Instead of using the default

6653 or user supplied port, the function will instead use the port number defined

in the array in the position matching the number of the virtual switch.

$ ./cbench -p 6653 -s 1 -t

cbench: controller benchmarking tool

running in mode ’throughput’

connecting to controller at localhost:6653

faking 1 switches offset 1 :: 16 tests each; 1000 ms per test

with 100000 unique source MACs per switch

learning destination mac addresses before the test

starting test with 0 ms delay after features_reply

ignoring first 1 "warmup" and last 0 "cooldown" loops

connection delay of 0ms per 1 switch(es)
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debugging info is off

08:59:55.581 1 switches: flows/sec: 198 total = 0.197892 per ms

08:59:56.684 1 switches: flows/sec: 204 total = 0.203424 per ms

08:59:57.785 1 switches: flows/sec: 200 total = 0.199931 per ms

08:59:58.888 1 switches: flows/sec: 197 total = 0.196416 per ms

08:59:59.992 1 switches: flows/sec: 212 total = 0.211152 per ms

09:00:01.096 1 switches: flows/sec: 205 total = 0.204187 per ms

09:00:02.200 1 switches: flows/sec: 212 total = 0.211216 per ms

09:00:03.302 1 switches: flows/sec: 208 total = 0.207486 per ms

09:00:04.404 1 switches: flows/sec: 214 total = 0.213602 per ms

09:00:05.508 1 switches: flows/sec: 215 total = 0.214332 per ms

09:00:06.609 1 switches: flows/sec: 216 total = 0.215735 per ms

09:00:07.710 1 switches: flows/sec: 208 total = 0.207893 per ms

09:00:08.812 1 switches: flows/sec: 215 total = 0.214482 per ms

09:00:09.916 1 switches: flows/sec: 209 total = 0.208249 per ms

09:00:11.024 1 switches: flows/sec: 205 total = 0.203434 per ms

09:00:12.127 1 switches: flows/sec: 215 total = 0.214319 per ms

RESULT: 1 switches 15 tests min/max/avg/stdev = 196.42/215.74/208.39/5.70

responses/s

Listing 7.1: Example output of Cbench controller benchmarking tool. The ‘-p

6653 -s 1 -t’ parameters instruct the tool to connect to a controller running on

localhost port 6653, creating a single virtual switch and running in throughput

mode. Note that by default, the first test is discarded as a ‘warmup’

7.4 Floodlight Configuration

I deploy instances of the modified floodlight controller discussed in Section 6.4.

The primary modifications to the controller are that applications that respond

to switch requests set xID fields in the responses to match the requests (which is

not done by default), and when using the signed SDBFT protocol, an alternate

message serialiser and deserialiser that can sign and verify messages is used. When

187



7.4 Floodlight Configuration

using a direct controller connection or the simple TCP proxy, these changes have

no impact on performance. When using the OVS setup described in Section 7.1.1,

Floodlight instances are launched in individual virtual machines with unique IPs,

and all run OpenFlow on port 6653. When using the Mininet (Section 7.1.2) and

Physical (Section 7.1.1) testbeds, multiple Floodlight instances are deployed onto

the host, with sequential OpenFlow ports.

7.4.1 Applications

There are two primary routing applications that come as part of the Floodlight

package that I use for testing purposes: the LearningSwitch and the Forwarding

applications.

Learning Switch The LearningSwitch is a simple L2 learning-switch appli-

cation, a version of which can be found on many simple SDN controllers such

as NOX and RYU. On receiving a switch request as a PacketIn message, the

application will either forward the packet onto the next hop switch on the path

to the destination (if the port that leads to the destination is known), other-

wise the packet is flooded out all enabled ports. For both types of forwarding,

a PacketOut message is used. If the outbound port leading to the destination is

known, a flow rule is also installed into the switch table using a FlowMod packet.

The LearningSwitch will only forward and install a flow rule on a single switch

at a time. This has the downside that for a new flow, the controller needs to be

contacted by every switch on the path if suitable flow rules do not exist within

their tables. The benefit to consensus SDN is that this is a purely reactive ap-

proach: a switch sends a request to the controller, and only that switch receives

a response.

Forwarding The Forwarding application is the routing application loaded as

part of the default Floodlight configuration. The Forwarding application at-

tempts to build the full path to the destination when receiving a new flow through

a PacketIn message. This application uses the TopologyManager application,
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which maintains information about the network topology and can compute short-

est paths between pairs of nodes using Dijkstra‘s algorithm. On receiving a

PacketIn message, the Forwarding application will query the TopologyManager

for the route to the packets destination. If one exists, then the application will

forward the packet out of the appropriate port (using a PacketOut message), and

then attempt to install flow rules on each switch along the route that it controls,

to allow the packet to be forwarded without querying the controller at each hop.

The benefit of this application is that it is far more efficient and results in re-

duced flow setup times, as the controller can pre-load the path onto all required

switches. The downside to this is that this then means that the applications

becomes partially proactive from the perspective of the subsequent switches on

the path, which will receive FlowMod without having seen a packet on the flow,

which then has to be handled by the proxy.

7.5 Conclusion

In this chapter I have given an overview of the experimental setup used to evaluate

the implementation of the SDBFT protocol and the comparative BFT-SMaRt

implementation. I discuss the various testbeds used, along with the measurement

tools used to gather data.

In the next chapter, I present the results of our evaluation of the SDBFT

protocol using the setup discussed in this chapter.
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Chapter 8

Evaluating The SDBFT

Controller Architecture

8.1 Introduction

In this chapter I perform an experimental evaluation of the implementation of

the SDBFT system (outlined in Chapter 6), comparing against the BFT-SMaRt

approach described in Section 6.5 and a traditional SDN model with a switch

connected to and controlled by a single controller instance. Testing is performed

using the various testbeds described in Chapter 7.

As well as collecting a set of baseline results on the performance of the SDBFT

protocol, I also apply further tests to evaluate the real-world performance of the

SDBFT protocol, and analyse the benefits and drawbacks versus the BFT-SMaRt

implementation. This includes introducing faulty controllers into the network,

performing a stress test with a controller benchmarking tool and deploying the

protocol with a physical, commercial switch.

Our evaluation consists of the following tests, (summarised in Table 8.1):

Baselines This set of tests measure the baseline performance of the SDBFT

protocol in a single switch topology, versus the traditional SDN model and

BFT-SMaRt protocol. I measure performance with an increasing number of
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controllers forming the primary quorum, as well as measuring the performance

impact of introducing signed messages into the protocol.

Multi-Hop Path Tests I measure how well SDBFT can handle multiple

switches and routing flows across them.

Failure Operation I introduce compromised controllers into the network to

evaluate the SDBFT failover protocol, and compare this to the fault-tolerant

BFT-SMaRt protocol.

High Throughput Benchmark I use the Cbench controller benchmarking

tool to measure how well the SDBFT system performs under load.

Testing on Physical Switch I replace the virtual switches used in previous

tests with physical, commercial SDN switches to evaluate how well SDBFT

works when controlling physical switches and hosts.

Deployment of Hardware Proxy I deploy the SDBFT proxy onto a Rasp-

berry Pi to emulate a hardware proxy and measure the impact on performance

when running the proxy on a low cost, relatively low powered device.

Network Traffic Load I run the SDBFT and BFT-SMaRt protocols and cap-

ture the network traffic generated by the two protocols. I measure the differ-

ence in network load that arises from the two protocols.

8.1.1 Method of Analysis

Each experiment in this evaluation shows summary results of repeated tests (for

most tests n = 50), with median (η), mean (µ) and standard deviation (σ) pre-

sented for each. In the majority of tests I measure the flow setup time in mil-

liseconds, measured through the use of a ping request and extracting the round

trip time of the first packet. A baseline is generated using a traditional single

controller setup. This is standard practice with the literature as it can be used to

directly measure the additional overhead of the modified control plane by mea-

suring the difference in the round trip time between the baseline and modified

controller. I test for statistical significance of key results.
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Table 8.1: Summary of experiments

Experiment Testbed Purpose
Baseline OVS Baseline performance, effect of signature use
Multi-hop Path
Tests

Mininet Performance over longer network path lengths

Failure Opera-
tion

OVS Ability to handle failures and impact on per-
formance

High Through-
put Benchmark

None
(Cbench
tool)

Ability of solution to handle large volume of
requests (controller load)

Physical Switch Physical Deployment of solution to physical switch and
verify performance on real-world hardware

Hardware Proxy Physical Viability of proxy to physical hardware
(bump-in-the-wire) for existing switches

Traffic Volume OVS Network overhead (number of packets) of so-
lution

I make use of one of two methods to compute statistical significance. Where

the test results are non-normally distributed (determined by visual inspection

of the data combined with application of the Shapiro-Wilk’s test [213]), an

independent-sample Mann-Whitney U test is used [144]. If the data is normally

distributed, then an independent t-test is used. In both cases, the result is classed

as significant if p < 0.05. Both tests measure if there is a statistically significant

difference between two sets of samples. If p > 0.05, then the two samples are said

to be not statistically significantly different from each other, and therefore equal.

When using the Mann-Whitney U test, effect size is measured using the stan-

dardised effect size, computed as

z√
n1 + n2

where z is the z-statistic outputted by the Mann-Whitney U test, and n1 and

n2 are the size of the two samples. The z-statistic reflects the difference between

two samples — a negative value indicates that elements of the second sample are

on average greater than the first. When using the independent-variable t-test,

effect size is computed using the Cohen’s d measure of the standardised difference
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between two means, which assigns a value from 0 to infinity [53]. Cohen’s d is

computed as:
MeanSample1 −MeanSample2

Pooled Standard Deviation

Effect size classifications, drawn from the literature, are shown in Table 8.2 [53,

222].

Effect Size Classification
<0.2 None (S)
0.2-0.49 Small (S)
0.5-0.79 Moderate (M)
0.8-1.29 Large (L)
>1.3 Very Large (VL)

Table 8.2: Cohen‘s d effect size classification [53, 222]

8.2 Baselines

This set of experiments is designed to measure the core performance of the

SDBFT proxy, enabling comparison against the traditional SDN model and the

BFT-SMaRt system. These experiments are broken down into four main tests:

Traditional Model This simple test replicates the traditional SDN model of a

single switch communicating directly with a single controller. This provides

a baseline to compare against.

Effect of Proxy I use a simple TCP proxy to measure the impact of a proxy

between the switch and controller, without performing any processing on mes-

sages other than forwarding. This measures how much additional latency is

introduced through my decision to implement the additional switch side pro-

cessing as a proxy. By measuring this extra latency, I can estimate perfor-

mance of the SDBFT system if it were implemented directly into the switch.

Effect of Multiple Controllers In this test, I measure the performance of

the SDBFT system, as well as BFT-SMaRt, with an increasing number of

controllers forming the primary quorum. This measures how well the system

scales to a greater number of replicas to provide tolerance to a larger number
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of faults. Testing SDBFT with a single controller allows me to measure the

impact of the extra packet processing that occurs on the proxy.

Signature Use In this final test, I add signatures to messages between the

switch and controller and measure the impact on performance. Cryptographic

signatures are computationally expensive and so this test measures how much

extra latency is introduced through signature use.

8.2.1 Setup

I perform these tests using the OVS-based virtual network (as discussed in 7.1.1).

I use a simple topology of four virtual hosts connected to a single OVS bridge.

This topology can be seen in Figure 8.1. In each test, I perform a ping between

hosts H3 and H4 to warmup the controller (the first flow setup after launching

the controller is substantially slower than for further flows). I then perform two

pings between hosts H1 and H2, logging the flow setup time for the second flow.

I only log the second flow because during the first flow setup the controller is still

learning which ports devices are connected to, which provides unreliable results

for flow setup times in the normal case. These two pings are performed six seconds

apart, because the default flow rule expiration on inactivity set by Floodlight is

5 seconds. For all tests the default Forwarding routing application (as discussed

in 7.4) is used by Floodlight.

S1

H1

H2

H3

H4

Figure 8.1: Simple network used for baseline testing

The specific setups for each of the four baseline tests are as follows:

Traditional Model The switch is connected directly to a single instance of the

Floodlight controller.
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Effect of Proxy I deploy the simplified TCP proxy (described in Section 7.2)

which is connected to a single controller.

Effect of Multiple Controllers I use the full SDBFT and BFT-SMaRt proxy

setups and connect to multiple controllers. For SDBFT, I are able to test

with 1–10 controllers. For BFT-SMaRt, I test with 4–10 controllers (4 is the

minimum number required for the protocol to function). Each controller is

running inside its own virtual machine. Messages are unsigned in this test.

BFT-SMaRt is run in both the default ordered mode, where client request

order is maintained and the full BFT protocol is run. Unordered mode, where

the server replicas simply return the result to the client, is also used. I test

with unordered mode because BFT-SMaRt uses Netty sockets rather than

the standard Java sockets used in SDBFT. Netty sockets, unlike Java sockets,

are non-blocking. The primary difference between blocking and non-blocking

sockets is that blocking sockets hold up execution whilst waiting to read data

from the socket. Non-blocking sockets by contrast allow execution to continue,

utilising a listener to process incoming data. This has benefits for programs

with multiple concurrent connections.

Signature Use Finally, I use the SDBFT and BFT-SMaRt proxies with

signed messages. For SDBFT, I use the signed version of the proxy,

whilst the Floodlight controller uses modified message serialiser/dese-

rialisers. For BFT-SMaRt, signatures are activated by setting the

system.communication.useSignatures option ‘1’ in the system.config

file. Because both the SDBFT and BFT-SMaRt use the Java Security sig-

nature system, I can use the same algorithm specification for each. I test

using the SHA512withRSA option (which uses a SHA512 hash signed using

RSA with a 1024 bit key), which is the default option for BFT-SMaRt. I also

test using the SHA256withRSA option, which uses a SHA256 hash signed using

RSA with a 512 bit key. I test both options because the differing key sizes

have substantially different impact on latency, representing a tradeoff between

greater cryptographic security vs performance. SHA512 with 1024 bit RSA

is the strongest signature provided by the Java Security library. RSA 512 is
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breakable within a few hours and for $100 when using the cloud1, therefore

is shown for comparison only. Key generation uses a fixed seed, allowing all

parties to compute the same set of keys for signing. Whilst this is not at all

secure, it is sufficient for allowing me to measure the impact of signature use.

8.2.2 Results
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Figure 8.2: Flow setup time for a direct controller connection, and through a
simple TCP proxy. X=mean.

Traditional Model A single direct controller achieves a median flow setup

time of of 12.18ms (µ=13.53ms σ=5.87), shown in Figure 8.2 and Appendix C.1.

Table C.1). There is one particularly large outlier of 49.939ms. I believe that

these are caused by the Floodlight controller (a large, complex, multi threaded

Java application) — the controller regularly communicates with the switch for

liveness tests and to broadcast LLDP traffic, which if occurring at the same time

as the flow setup test can result in a small amount of additional latency.

1https://github.com/eniac/faas
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Effect of Proxy Figure 8.2 shows a slight increase in flow setup time when

introducing a simple TCP proxy (η=13.98, µ=15.62ms ,σ=7.59), a statistically

significant increase over the direct controller connection (Mann-Whitney U: U =

578, z = −4.6292, p < 0.00001, effect = 0.46(S)), however the effect size is small,

so further testing may be needed to establish if this difference is truly consistent

over a larger testing regime.

Effect of Multiple Controllers In Figure 8.3 I present the results of SDBFT,

when using non-signed messages (see Appendix C.1 Table C.1 for complete results

and statistical significance tests compared to the direct controller connection).

All controller counts represent a statistically significant increase over the direct

controller connection (see Appendix C.1 Table C.1). For a single controller, the

median flow setup time is 15.75ms (µ=16.05ms, σ=2.01), increasing to 28.92ms

(µ=30.0ms, σ=8.32) for 10 controllers. For a single controller, this represents a

statistically significant increase over a direct controller connection with a mod-

erate effect size (Mann-Whitney U: U = 2286, z = −7.13857, p < 0.00001, ef-

fect = 0.71(M)). This is also a statistically significant increase over the simple

TCP proxy, although with a small effect size (Mann-Whitney U: U = 616, z =

−4.3672, p < 0.00001, effect = 0.44(S)), suggesting that the additional process-

ing required by SDBFT has only a minimal impact. This is as expected, as the

additional processing required by SDBFT for a single controller is minimal. Ap-

pendix C.1 Table C.2 shows that each additional controller adds minimal extra

latency, with each additional controller introducing a statistically significant (but

small effect) increase over the previous one. This is as expected, as the primary

source of latency is the SDBFT proxy. It is believed that the additional latency

per extra controller comes from an additional socket write to send to each con-

troller, and the deserialising of the response to process the OpenFlow messages

and check all responses match. The controllers themselves can process packets

in parallel and, in the absence of signatures, perform no additional operations

on requests compared to a standard deployment. The amount of variance does

increase with additional controllers, as shown by the standard deviation values

for each test. This is likely due to variance in network latency on the proxy-

controller connections, as well as the variance in a single controller responding to
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Figure 8.3: Unsigned protocol flow setup time (ms) for 2–10 controllers in quorum
using SDBFT vs. 4–10 controllers using the BFT-SMaRt protocol in ordered and
unordered mode. X=mean. 50 repetitions.
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messages (which can be seen in the direct controller connection results presented

in Figure 8.2). All controllers need to return a response in order for the protocol

to complete, therefore additional latency on any single controller will result in a

slower flow setup time; a greater number of controllers increases the chance that

this may occur.

The results for BFT-SMaRt are presented in Figure 8.3. All tests show a sta-

tistically significant increase over the direct controller connection, with a large ef-

fect size (see Appendix C.1 Table C.1). When using 4 controllers in ordered mode,

the median setup time is 38.5ms (µ=43.7ms, σ=25.03), increasing to 53.14ms

(µ=66.27,σ=38.98) when using 10 controllers. This is a substantial increase over

SDBFT with a large effect statistical significance, as seen in Appendix C.1 Ta-

ble C.3. For example, if I compare this to SDBFT when using 4 controllers the

difference is statistically significant with a moderate effect size (Mann-Whitney

U: U = 143, z = −7.62815, p < 0.0001, effect = 0.76(M)), supporting my finding

that BFT-SMaRt results in significantly higher flows setup times than SDBFT.

The amount of variance is also substantial when using BFT-SMaRt. This is in

particular noticeable for 7 and 8 controllers, where the median setup times are

71.61ms (µ=96.51ms,σ=71.33) and 70.44ms (µ=94.75ms, σ=67.26) respectively.

This variance is largely caused by a number of outliers, as can be seen in Fig-

ure 8.3. This large amount of variance makes a direct comparison more difficult,

although as show in Appendix C.1 Table C.3, this is still statistically significant

against SDBFT (with a large effect size).

When using BFT-SMaRt in unordered mode, which forgoes the full BFT

protocol, the results are closer to those of SDBFT. The median flow setup time

increases only slightly from 26.39ms(µ=26.61ms,σ=2.49) when using 4 controllers,

up to 29.5ms (µ=30.45ms, σ=8.72) when using 10 controllers. This is as expected.

Firstly, BFT-SMaRt uses Netty sockets, which are very efficient for broadcasting,

meaning there little extra latency introduced through sending requests to extra

controllers. Secondly, the system only needs to receive a majority of matching

responses in order to reach consensus, and pass the result onto the switch. It is

worth noting that BFT-SMaRt is intended to be used in ordered mode only, and

so this data is presented for comparison of the sockets used only.
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Figure 8.4: Signed protocol using SHA512withRSA flow setup time (ms) for 2–10
controllers in quorum using the SDBFT approach vs. 4–10 controllers using the
BFT-SMaRt protocol in ordered and unordered mode. X=mean. 50 repetitions.
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Signature Use Figure 8.4 presents the flow setup times for SDBFT when using

the SHA512withRSA algorithm in the Java Security library, which uses RSA with

a 1024 bit key to sign SHA512 hashes of the message. Appendix C.1 Table C.4

contains full results and statistical significance tests against a direct controller

connection, whilst Table C.6 show statistical significance against the unsigned

protocols with equivalent controller counts. For SDBFT, the median flow setup

time for a single controller is 31.18ms (µ=32.02ms, σ=4.19), increasing to 47.37ms

(µ=54.16ms, σ=31.74) when using 10 controllers. Both are statistically signif-

icantly different to the direct controller connection with a large effect size (see

Appendix C.1 Table C.4). The increase in median between 1 and 10 controllers

when using a signed connection (31.18 vs 47.37) is a smaller relative increase

compared to the unsigned version (15.75 vs 28.92). When using signatures, sign-

ing is the more expensive operation, which is only performed once per request by

the proxy before forwarding to the controllers. When the controllers are signing

the responses, this happens across all of them in parallel and so there is little

additional impact through using additional controllers.

Similarly, the results for ordered BFT-SMaRt show an impact when using

signatures, as presented in Figure 8.4. The median flow setup time ranges from

56.77ms (µ=71.66ms, σ=42.83) up to 63.18ms (µ=64.83ms, σ=8.32) for 4 to 10

controllers respectively. These are interesting results. There is an immediate ef-

fect when using 4 controllers, with a statistically signifiant increase with moderate

effect size when using signatures over the unsigned version (Mann-Whitney U:

U = 147, z = −7.59354, p < 0.0001, effect = 0.76(M)). However, with an increas-

ing number of controllers, this impact reduces and in fact for 8 and 10 controllers

the flow setup time is lower than when not using signatures. The results for 7

(Mann-Whitney U: U = 1081, z = −1.16161, p = 0.2454, effect = 0.12(N)) and

8 (Mann-Whitney U: U = 1155, z = −0.65147, p = 0.5147, effect = 0.07(N))

show no statistical significant difference over the unsigned versions. The use of

signatures is managed within the BFT-SMaRt library, with just the algorithm

configured to use signatures through the configuration file. As with the SDBFT

case, server replicas can perform signatures in parallel, and so, as with SDBFT

the introduction of additional controllers should have minimal impact. This re-

sult, along with the unsigned results, indicates there may be some issue with the

201



8.2 Baselines

BFT-SMaRt library which introduces additional latency when using more than

4 to 5 replicas, which masks the additional latency caused by signature use.
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Figure 8.5: Signed protocol using SHA256withRSA flow setup time (ms) for 2–10
controllers in quorum using the SDBFT approach vs. 4–10 controllers using the
BFT-SMaRt protocol in ordered and unordered mode. X=mean. 50 repetitions.
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Figure 8.5 shows the performance when using the less secure SHA256withRSA

algorithm, which uses RSA with 512 bit keys to sign SHA256 hashes. Ap-

pendix C.1 Table C.5 contains full results and statistical significance tests against

a direct controller connection, whilst Table C.7 show statistical significance against

the unsigned protocols with equivalent controller counts. In the case of SDBFT,

whilst all tests show the addition of signatures results in a statistically significant

differences in flow setup time, as the number of controllers increases, the effect

size decreases from large to small. Interestingly, increasing from 2 to 3 and 3 to

4 controllers actually results in a slight reduction in median setup time (24.92ms

vs 29.74ms), however this is not statistically significant (3 to 4 Mann-Whitney

U: U = 1323, z = −0.4998, p = 0.6172, effect = 0.05(N)). It is likely this is

caused by the outliers visible in Figure 8.5 for 2 and 3 controllers, skewing the

distribution of the data and inflating means.

BFT-SMaRt, as shown in Figure 8.5, experiences a similar reduction in ad-

ditional latency when using 4 controllers using the smaller key size (with a me-

dian flow setup time of 56.03ms (µ=56.9ms, σ=5.06)), however makes little dif-

ference when using 10 controllers, with a median flow setup time of 63.64ms

(µ=63.66ms, σ=5.87). In the unordered case, the result are very similar to the

SHA512withRSA case (for example, the Mann-Whitney U result for 10 controllers

between SHA256 and SHA512 is U = 1202.5, z = −0.324, p = 0.7459, effect

= 0.032(N), which shows no statistically significant difference between the two),

further confirming that the use of signatures within BFT-SMaRt has a minimal

impact on latency.

8.2.3 Discussion

Effect of Proxy I find that the addition of the proxy alone results in a small,

but significant increase in latency compared to a direct connection. This is a

median flow setup time of 13.98ms. When I use the unsigned SDBFT proxy with

a single controller, this median flow setup time increases to just 15.75ms. From

this, I can infer that the additional processing when using the SDBFT proxy

only introduces 1-2ms extra latency, with the use of a proxy responsible for a

substantial proportion of the additional delay over a direct connection. From
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this I can reason that if the SDBFT protocol were to be built directly into a

switches firmware, then the flow setup time when using SDBFT could be much

closer to a direct controller connection. This isn’t true of BFT-SMaRt where

a minimum of 4 controllers are used, with a median setup time is 38.5ms, an

almost 25ms increase over the simple proxy, compared to around 7ms when using

SDBFT with 4 controllers.

Effect of Multiple Controllers When increasing the number of controllers,

both SDBFT and BFT-SMaRt scale well. However, I find that even when using

10 controllers, SDBFT outperforms BFT-SMaRt using just 4 controllers.

I do find some unusual results when using SDBFT, in that when using signa-

tures with 4 and 8 controllers (when using SHA512withRSA) and 4 controllers

(when using SHA256withRSA) both result in a reduction in flow setup time when

compared to 3 and 7 controllers respectively. It is unclear why this occurs, how-

ever it is worth considering that across all of these tests, the difference between

a single and 10 controllers is relatively small across each test, with only a small

difference in adding each additional controller (as shown by significance tests in

Appendix C.1 Table C.8), and so normal variance could account for these anoma-

lies.

Signature Use I find that, even when using the stronger SHA512withRSA

encryption, the SDBFT proxy performs well, increasing flow setup time by ap-

proximately three times compared to a direct controller connection. Using the

less secure SHA256withRSA halves this increase. This is as expected, because

the signing time for SHA256withRSA is around half that of SHA512withRSA. To

demonstrate this, if I sign a 32 character string 1000 times using SHA512withRSA

with a 1024 bit key, the mean signing time is 0.378ms, and mean verifying time

just 0.027 ms. The signing time is reduced to 0.179ms for signing when using the

SHA256withRSA signing algorithm with a 512 bit key. The verification time re-

mains constant across both algorithms, with signing being the far more expensive

operation. Note that these examples are from a test run on a Macbook Pro 2.3

GHz Quad-Core Intel Core i5. As well as the actual signing action itself, when us-

ing signatures the SDBFT proxy and controller signed message deserialiser have
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to perform extra processing on received packets. The proxy and controller re-

ceive byte arrays, and have to manually read the OpenFlow packet length before

extracting the OpenFlow message bytes and signature bytes before the Open-

Flow library can parse the message, and the signature can be verified. This is

an expensive operation which is not required when not using signatures and so

likely accounts for a proportion of the additional latency. To verify this, I mea-

sure the time taken to complete the parsing on the both the unsigned and signed

implementations. Note that on the signed version, this includes the verification

of signatures. If I take a simple message, an EchoRequest from the controller,

in the unsigned version this only takes around 0.03ms-0.04ms to parse the mes-

sage. In the signed version, this increases substantially to 0.15-0.3ms. If I remove

the verification step from the signed version, the parsing still requires 0.035ms-

0.055ms, an increase on the unsigned version. This shows that the majority of

this latency originates from the verification step. It is also worth noting that the

verification is only one side of the communication. If I measure the time to sign

and append the signature of an EchoReply (which is identical to the matching

request), this takes around 0.5ms. Whilst individual messages do not introduce

a large amount of latency individually, a flow setup for a ping requires at least 6

messages to be sent (a PacketIn from the switch to the controller, and a FlowMod

and PacketOut in response, repeated in both directions of travel), which all need

to be signed, parsed and verified.

8.3 Multi hop path test

While measuring a single hop path can provide insight into the raw performance

of the controller, in most cases in the real world paths are longer than this.

Introducing longer paths will produce a cumulative additional delay. To measure

this effect, I measure flow setup time for a line topology of increasing length (from

1–10 switches), with a host connected at either end. For this test, I compare a

direct controller connection, through a simple tcp proxy, through the SDBFT

proxy and through the BFT-SMaRt proxy.
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8.3.1 Setup

The mininet setup was used for this test. Mininet was used here, as it allows

the easy deployment of more complex topologies. In each test, I launch the

controllers, then any required proxies, and then launch Mininet. When using the

simple and SDBFT proxies, an instance of the proxy is deployed for each switch.

When using BFT-SMaRt, an instance of the client proxy is deployed for each

switch, along with an instance of the server proxy for each controller.

I then perform two pings between the pair of hosts, and log the flow setup

time for the second ping. The LearningSwitch Floodlight application was used

for control. I use this application rather than the Forwarding application as it

will only install flow rules on a single switch at a time, rather than attempt to

build the full route on the first packet seen, allowing me to measure the worst

case scenario.

BFT-SMaRt is only run in ordered mode in this test, as that is the intended

mode of operation by the library. For SDBFT and BFT-SMaRt, 4 controllers are

used. When using signatures, SHA512withRSA signatures using a 1024 bit RSA

key are used. Each test is repeated 50 times.

8.3.2 Results

Baseline Figure 8.6 shows the flow setup time for 1 to 10 switches with a

direct connection from the switches to a single controller, and with all switches

connecting to a single controller through a simple TCP proxy deployed for each

switch (see Appendix C.2 Table C.8 for full results, and significance test results

of unsigned protocols against the direct controller connection). The results for

these tests are normally distributed (confirmed through visual inspection and

application of the Shapiro Wilks test), so a two sample T-test is used instead of

Mann-Whitney U tests for this data.

For a direct controller connection, each additional switch on the path adds

a similar amount of additional latency in flow setup time of 3-4ms per switch.

The median flow setup time for a single switch is 4.07ms (µ=3.98ms, σ=0.64),

increasing to 30.9ms (µ=30.35ms, σ=3.34) for 10 switches. With the addition of
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a simple TCP proxy, shown in Figure 8.6, there is a large statistically significant

increase over the direct connection to 4.86ms (µ=4.78ms, σ=1.06) for a single

switch (T-test: t = −4.57884, df = 81.01979, p < 0.00001, effect = 0.90(L)), up

to 42.15ms (µ=41.32ms, σ=4.19) for 10 switches (T-test: t = −14.46773, df =

93.32191, p < 0.00001, effect = 2.89(V L)). With each additional switch the effect

size increases (see Appendix C.2 Table C.8) which is expected, due to the effects

of additional latency caused by the addition of a proxy being cumulative with

each additional switch.

Unsigned Communication For unsigned communication, SDBFT, shown in

Figure 8.7 also follows the clear pattern of increasing latency as the path length

increases. For a single switch, the median latency is 7.89ms (µ=7.81ms, σ=1.1),

increasing to 53.65ms for 10 switches (µ=53.72ms, σ=6.84), with each switch

adding an additional 5-7ms extra latency. This represents statistically significant

increase over the direct connection with a very large effect size for all path lengths

(see Appendix C.2 Table C.8).

BFT-SMaRt median flow setup time increases from 22.105ms (µ=21.95ms,

σ=1.44) for a single switch up to 152ms (µ=151.76ms, σ=7.8) for 10 switches,

with an additional latency of approximately 15ms per switch. This represents a

very large increase in latency over a direct controller connection, both statistically

significant with a very large effect size ((T-test: t = 80.34816, df = 67.76206,

p < 0.00001, effect = 16.07(V L)) for 1 switch, (T-test: t = 101.15677, df =

66.34967, p < 0.00001, effect = 20.23(V L)) for 10 switches). Appendix C.2 Ta-

ble C.10 provides a cross-comparison T-test between SDBFT and BFT-SMaRt,

and shows that for all path lengths, BFT-SMaRt provides statistically significant

increased flow setup times, with very large effect size. This clearly demonstrates

that SDBFT far outperforms BFT-SMaRt. As an example, a 10-hop path is a

statistically significant 183% increase over SDBFT (T-test: t = −66.81835, df =

96.34406, p < 0.00001, effect = 13.26(V L)), although the BFT-SMaRt approach

is more consistent, with less relative variance than the SDBFT approach.

Signed Communication As expected, the signed communication follows a

similar pattern to the unsigned and baseline results. Figure 8.8 shows the perfor-
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Figure 8.6: Flow setup time (ms) for increasing path lengths of 1 to 10, with
a direct controller connection, and through a simple TCP proxy. X=mean. 50
repetitions.
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Figure 8.7: Flow setup time (ms) for increasing path lengths of 1 to 10, with
SDTBFT and BFT-SMaRt, without using signatures. X=mean. 50 repetitions.

mance of SDBFT when using signed messages. Appendix C.2 Table C.9 presents

full results and T-Test significance tests against the direct controller connection.

209



8.3 Multi hop path test

A single switch has a median latency of 10.5ms (µ=10.51ms, σ=1.54), increas-

ing to 69.55ms (µ=69.54ms, σ=6.29) at 10 switches, both statistically significant

with a very large effect size ((T-test: t = −27.68683, df = 65.70923, p < 0.00001,

effect = 5.54(V L)) for 1 switch, (T-test: t = −38.89269, df = 74.53187, p <

0.00001, effect = 7.78(V L)) for 10 switches). Interestingly, increasing from 8 to 9

switches results in no statistically significant increase in flow setup time (T-test:

t = −0.4254, df = 96.3133, p = 0.6715, effect = 0.085(S)). It is unclear why this

occurs, as there are no extreme outliers in the results for either 8 or 9 switches,

and both have similar variance of 4.73 and 4.14. Further testing may be needed

to establish if this difference is truly consistent over a larger testing regime.

The results for BFT-SMaRt follow a clearer pattern. A single switch has a

mean flow setup time of 30.05ms (µ=29.83ms, σ=2.38, median=30.05ms), increas-

ing to 223ms (µ=223.58, σ=8.53) for 10 controllers, both statistically significant

with a very large effect size when compared to the direct controller connection.

((T-test: t = 74.23714, df = 56.16721, p < 0.00001, effect = 14.85(V L)) for 1

switch, (T-test: t = 149.14835, df = 63.65559, p < 0.00001, effect = 29.83(V L))

for 10 switches). As in the unsigned case, this represents a significant increase

on the direct controller connection. Appendix C.2 Table C.11 shows that in all

cases, the results for BFT-SMaRt are statistically significantly higher than those

when compared to SDBTF when using signatures, demonstrating clearly that, as

with the unsigned case, SDBFT far outperforms BFT-SMaRt.

8.3.3 Discussion

In this test, I evaluate the performance of the SDBFT and BFT-SMaRt proxies

when setting up multi-hop routes. I find that both systems scale as expected, with

a stable increase in flow setup time with each additional switch that is introduced.

When using unsigned messages, the flow setup time for a 10-hop path is almost

three times as much when using BFT-SMaRt compared to SDBFT. This is also

reflected in the signed results, with an approximate 2.5 times increase in flow

setup time for a 10-hop path.

This result shows that the SDBFT proxy performs well when handling multi-

hop routing. The difference between the direct controller connection and SDBFT

210



8.3 Multi hop path test

BFT 10

BFT 9

BFT 8

BFT 7

BFT 6

BFT 5

BFT 4

BFT 3

BFT 2

BFT 1

SDBFT 10

SDBFT 9

SDBFT 8

SDBFT 7

SDBFT 6

SDBFT 5

SDBFT 4

SDBFT 3

SDBFT 2

SDBFT 1

0 10 20 30 40 50 60 70 80 9010
0
11

0
12

0
13

0
14

0
15

0
16

0
17

0
18

0
19

0
20

0
21

0
22

0
23

0
24

0

Flow Setup Time (ms)

S
w

itc
he

s

Figure 8.8: Flow setup time (ms) for increasing path lengths of 1 to 10, with
SDTBFT and BFT-SMaRt, using signatures. X=mean. 50 repetitions.

is slightly greater than found in my baseline tests found in Section 8.2, with

roughly twice as much of an increase in flow setup time when compared to the
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baseline test. This same pattern is also found with when using BFT-SMaRt,

so is potentially down to CPU differences in the host machine on which the

experiments are run.

For both SDBFT and BFT-SMaRt, the effect sizes when compared to the

direct connection, seen in Appendix C.2 Tables C.8 and C.9, do not increase or

decrease with longer path lengths (though they do vary), an effect not seen with

the simple TCP proxy where the effect size steadily increases with longer path

lengths. This effect occurs both when using signatures, and without. In both

cases median flow setup times increase steadily with each additional switch.

8.4 Failure operation

In this set of experiments, I aim to measure the performance of the SDBFT

controller architecture whilst an attack occurs. More specifically, I measure the

latency introduced when the failover handover operation occurs, and the perfor-

mance of subsequent new flows using the expanded quorum of controllers.

8.4.1 Setup

I make use of the OVS-based setup described in 7.1.1. The network consists of four

hosts (H1, H2, H4, H4) connected to a single switch (as shown in Figure 8.1). I

load the AmplifiedDOS malicious application (as described in 4.4), with a single

host being targeted (H4). I measure the time taken for flow setup under no

attack, flow setup on the flow where the attack initially occurs, which includes

the time taken to contact the backup controllers after the primaries, and then

for the following flow setups using the expanded controller quorum, with the

attack continuing. For SDBFT I measure performance using a primary quorum

of 4 controllers, with 3 further controllers as backup. I compare this with the

traditional BFT approach utilising 4 controllers (to handle a single faulty node).

In this scenario, a single controller is malicious.

I then load the TargetDropper malicious application (described in Section 4.4),

which installs an empty flow rule onto the switch with no actions, causing packets
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on the target flow to be dropped by the switch. This application is used as it

has a clear effect on the network, in that if the attack is successful, then the

target flow will undergo a denial-of-service attack. In this test, I make 3 of the 4

controllers malicious. Each experiment is repeated 20 times.

8.4.2 Results

The results for a single failure are presented in Figure 8.9 and Table 8.3. As

can be seen, there is a large increase in latency on the flow where the attack

occurs, with a median flow setup time of 197.9ms (µ=193.98ms, σ=18.57), as

the protocol contacts the secondary quorum. This then stabilises at 27.26ms

for subsequent flows. This is a statistically significant increase over the setup

time before the attack (Mann-Whitney U: U = 62, z = −3.9133, p < 0.0001,

effect = 0.59(L)), however this increase in setup time is equivalent to the increase

seen when increasing the controller count seen in Section 8.2. As expected, the

BFT approach maintains its performance whilst under the presence of a single

fault, with pre, during and post attack median flow setup times of 26.84ms,

26.4ms and 26.83ms respectively. The during and post attack values represent

no statistically significant difference when compared to the pre attack time, with

the flow setup time during attack having Mann-Whitney U results of U = 207, z =

0.1738, p = 0.862, effect = 0.028(N), and the post-attack setup having a result of

U = 199, z = −0.9893, p = 0.9893, effect = 0.0021(N). Whilst this has a benefit

on the first flow the fault occurs, it remains constant whilst SDBFT recovers

performance close to normal levels for subsequent flows which is statistically the

same as BFT-SMaRt (Mann-Whitney U: U = 215, z = 0.388, p = 0.698, effect

= 0.062(N)).

Figure 8.10 presents the results for 3 out of 4 controllers becoming compro-

mised, running the TargetDropper malicious application. In the case of SDBFT,

on the flow where the attack occurs there is a median flow setup time of 230.48ms

(µ=239.27ms, σ=23.05). This represents a statistically significant increase with

large effect size on the single failure result (Mann-Whitney U: U = 4, z =

−6.3826, p < 0.0001, effect = 0.84(L)). This increase is down to the time taken to

send the request to the backup controllers and then reach the majority threshold
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Figure 8.9: Fault recovery under SDBFT and BFT-SMaRt with a single fault.
X=mean. 20 repetitions.

of f + 1 matching responses. In the single failure scenario, where only 1 of the

f +1 primary controllers is faulty, and so f are correct, then only a single correct

response from one backup is enough to reach that threshold. If, however, f of

the f + 1 are faulty, then the responses from all f backups need to be collected

to reach the threshold.

For the subsequent flows, this reduces to a median of 28.23ms (µ=30.07,

σ=5.28), again close to the pre-attack flow setup time. Whilst the flow setup

time is delayed, the flow is successfully setup and the hosts can communicate.

Even though the majority of the primary quorum is compromised, the single be-

nign controller differs in response, and so the failover protocol is triggered. The

backup quorum is brought in, increasing the total number of controllers to 7,

with a majority of 4 being correct (assuming that no controllers in the backup

quorum are compromised), meaning the correct flow rule can be installed on the

switch. In the case of BFT-SMaRt, however, where 4 controllers can only handle
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Table 8.3: Mean, standard deviation and median (in milliseconds) of failure mode
flow setup times before, during, and after attack, for a single faulty controller and
3 faulty controllers.

Mean SD Median

Single Fault

SDBFT
Pre 21.03 5.08 18.45

Attack 193.98 18.58 197.92
After 27.32 1.54 27.26

BFT
Pre 26.90 1.83 26.84

Attack 27.91 4.42 26.40
After 28.73 7.23 26.83

Three Faults

SDBFT
Pre 23.59 7.16 21.80

Attack 239.37 23.05 230.48
After 30.07 5.28 28.23

BFT (4 Nodes)
Pre 34.62 4.94 34.05

Attack 27.83 3.32 27.69
After - - -

BFT (10 Controllers)
Pre 30.50 2.61 30.44

Attack 35.65 8.44 32.11
After 44.08 41.26 29.81

a single faulty node, the 3 malicious nodes hold the majority and the malicious

flow rule is installed onto the switch (this results in a flow setup time of 0ms as

the ping fails).

BFT-SMaRt requires 10 replicas to handle 3 faulty replicas, and so I repeat

the test for BFT-SMaRt with 10 controllers. As can be seen in Figure 8.10,

10 controllers are able to handle the 3 malicious controllers, and the flow is

successfully setup.

8.4.3 Discussion

The results demonstrate the key tradeoff when utilising the SDBFT approach

compared to a traditional BFT approach. As can be seen in Figure 8.9, whilst

the flow on which the attack occurs experiences a far higher setup time than

normal, this stabilised for all subsequent flows. Whilst the stable point still

represents a slightly higher flow setup time due to the use of additional controllers,

it remains at the same level as BFT-SMaRt approach, even when not under

attack. Whilst BFT-SMaRt has minimal impact from the attack (for a single

failure), this requires additional latency on every flow, even whilst not under
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Figure 8.10: Fault recovery under SDBFT and BFT-SmaRt, 3 faults. X=mean.
20 repetitions.

attack/fault. This clearly demonstrates the intended tradeoff of SDBFT of a

lower latency whilst not under attack, for a substantially higher latency on the

flow where the attack occurs.

The second benefit of SDBFT is shown in the second test consisting of multiple

malicious controllers. To handle the three faults, only 4 controllers are required,

increasing to 7 once the attack occurs. Even whilst under attack, this is still lower

than the minimum of 10 controllers required by BFT-SMaRt, which are required

on all flows, even before the attack occurs. This reduction in the number of

required replicas can provide much greater scalability.
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8.5 High Throughput Benchmark

In this test, I measure the performance of the SDBFT system whilst under a

high load by using the Cbench tool, as described in 7.3.2. This test represents

a worst-case scenario, as the Cbench tool is designed to find the maximum load

that a controller can handle. I expect that SDBFT will have a noticeable impact

on the Cbench results, as a large amount of extra processing is applied to pack-

ets between the switch and controller. As I have shown in the baseline testing

(Section 8.2), SDBFT can process switch requests with lower latency than the

comparative BFT-SMaRt implementation, and so therefore I expect that SDBFT

should also have noticeably better Cbench results than BFT-SMaRt. I test with

both a single emulated switch, and sixteen. Utilising the latency mode of opera-

tion in Cbench with a single switch, where a single request is sent at a time, will

reveal how well SDBFT and BFT-SMaRt can process messages in quick succes-

sion. Running Cbench with 16 switches in throughput mode represents a very

high load on the controller, which will push the SDBFT and BFT-SMaRt proto-

cols to their limits, and in particular measure how well they can handle multiple

simultaneous requests.

8.5.1 Setup

I perform this test on a workstation machine — a Dell Precision T7610 worksta-

tion, equipped with two Intel Xeon CPU E5-2650 processors (8 core, 16 thread,

2.0-2.8 GHz ) CPUs and 128GB RAM. The controllers, proxies and Cbench tool

are all run on the host operating system (Ubuntu 18.04). The Cbench tool is run

in both latency and throughput modes (as described in 7.3.2). I measure perfor-

mance of a direct controller connection, through a simple TCP proxy, and through

the SDBFT and BFT-SMaRt proxies both using 4 controllers. The Floodlight

controller is using the LearningSwitch application for forwarding.

Cbench was run with both a single switch, and the default 16 switches. When

16 switches were in use, 16 instances of the simple TCP proxy, SDBFT proxy,

or BFT-SMaRt client proxy were launched (one for each switch). For each test,

Cbench was run once, with 80 loops. The first 20 are discarded as warmup. In
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particular when proxying, it takes approximately 10-15 loops for the results to

stabilise, so I ignore the first 20 loops to allow for variance in this. I then measure

for 60 loops, which is six times as many loops as the default setting of 10, and

represents a full minute of testing under load (each loop is 1 second). A delay of 5

seconds was applied between the beginning of the switch to controller handshake

and the starting of testing to ensure the switch to controller connection is properly

established.

When using ordered BFT-SMaRt with 16 switches in throughput mode, the

BFT-SMaRt system fails due to message timeout, caused by an overloading of

the BFT system. The default request timeout is 2 seconds. I have confirmed that

the controller responds to all requests within 100ms of receiving them, which

indicates this delay is rooted within the BFT protocol. To enable BFT-SMaRt to

complete the test, I set the request timeout to 0, which disables timeouts. This

allows the test to complete.

For each test, I present the min, max, mean and standard deviation in re-

sponses per second as reported by Cbench. For each test Cbench is run 3 times,

and the result with the highest mean responses/second is reported.

8.5.2 Results

Single Switch I present the results of Cbench when run with a single emulated

switch in Table 8.4. As can be seen in this table, a direct controller connection

performs similarly when running in both latency and throughput modes, process-

ing a mean of 33594 and 33812 requests/second respectively. The introduction

of the simple TCP proxy actually improves the result in the latency tests, and

only slightly decreases performance in the throughput test. It is unclear why it

has this effect on the latency test. When the test was repeated, the result was

similar.

When performing the latency test, both SDBFT and BFT-SMaRt perform

noticeably worse than a direct controller connection. SDBFT when run with

a single controller without using signatures, only experiences a small drop in

performance to a mean 24874 responses/second. This decreases further to 16072

and 5619 responses/second for 4 and 10 controllers respectively. BFT-SMaRt,
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Table 8.4: Cbench benchmarking result with a single virtual switch. N = number
of controllers. S = Signed (Y/N) Values = responses/second (rounded to nearest
whole integer)

Latency Throughput
N S Min Max Mean SD Min Max Mean SD

Direct 1 24935 51149 33594 8133 24753 50838 33813 7579
Simple 1 25573 51153 38968 8563 22252 42980 32723 3646
SDBFT 1 N 21356 29387 24874 2339 994 43938 5220 9563
SDBFT 1 Y 1865 2231 2093 101 1531 2520 1948 215
SDBFT 4 N 5627 20441 16072 3822 723 3373 1326 617
SDBFT 4 Y 1820 2256 2084 108 1591 2342 1952 166
SDBFT 10 N 1425 6761 5619 1244 484 2585 993 437
SDBFT 10 Y 1804 2428 2162 121 1543 2356 1994 212
BFT (Ord) 4 N 1265 6303 1627 942 6901 10656 9094 952
BFT (Ord) 4 Y 684 2326 849 288 2131 2466 2337 75
BFT (Unor) 4 N 4021 9905 4746 981 9698 12828 11840 752
BFT (Unor) 4 Y 1178 2663 1298 252 2451 2871 2768 90
BFT (Ord) 10 N 364 2452 973 329 1283 10685 5070 1909
BFT (Ord) 10 Y 299 1032 597 150 651 1538 1310 189
BFT (Unor) 10 N 2508 4427 3016 305 5282 11700 8327 1214
BFT (Unor) 10 Y 540 2012 1317 202 2143 2372 2271 49

when using ordered messages, only manages 1627 responses/second when using

4 controllers, and 973 when using 10. I expect BFT-SMaRt to perform worse in

this test, as it relies on the proxies processing responses quickly, and as I show

in the baseline experiments BFT-SMaRt requires a higher flow setup time than

SDBFT.

The throughput tests, however, see the reverse. In these tests, BFT-SMaRt

outperforms SDBFT in almost every test. I believe this is largely down to the

use of Netty sockets in BFT-SmaRt, compared to the standard Java sockets used

in SDBFT. Netty sockets are non-blocking and are built upon listeners, rather

than waiting and reading from a socket as is the case with standard Java sockets

which are blocking. This allows BFT-SMaRt to receive packets and process them

at a higher rate that the SDBFT proxy. This is confirmed with the results for

the unordered BFT-SMaRt proxy, which whilst similar in operation to SDBFT,

outperforms it.

Incorporating signatures has a major impact on the Cbench output. For

example, whilst SDBFT with a single controller in the latency test processes 24874
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responses/second, this drops to 2093 when using signatures. The reduction is less

pronounced for 4 and 10 controllers. This is most likely explained by the extra

packet processing required to parse and verify the signed messages. This is done in

the same thread that reads from the socket, and so blocks subsequent reads until

it is done. This could also explain why this effect is reduced for BFT-SMaRt, as

the non-blocking sockets do not get restricted by the extra time. An interesting

observation is that for SDBFT, when using 1, 4 or 10 controllers and signed

messages, the performance does not decrease with an increased controller count.

It is unclear why this is the case, however as is shown in the benchmark testing

increasing the controller count for SDBFT has a minimal impact on performance.

This similar performance in contrast to the unsigned version when there is a

greater drop could again be down to the extra processing on signed messages

stabilising the performance.

Conversely, when running in throughput mode, SDBFT performs better with

4 and 10 controllers when using signatures than without. This may be due to

the generally slower communication when signatures are in use — the controller

can send responses at a slower rate as it has to sign messages which prevents the

proxy socket thread from becoming overloaded.

Sixteen Switches Table 8.5 presents the Cbench results when simulating 16

switches. As can be seen in the direct results, the controller processes 110532 and

294646 responses/second in the latency and throughput tests respectively. In the

throughput test, 800 PacketIn messages are sent to the controller at a time,

which explains why the mean responses/second are so high. The simple proxy

causes a small reduction in responses in the latency test, but actually increases

the number of responses in the throughput test.

The introduction of SDBFT with a single controller only has a small impact

on the performance in latency mode, with just a 0.7% drop on the direct controller

connection, and performs better that the simple proxy. Increasing to 4 and 10

controllers introduces a greater drop when compared to the single switch test, to

26207 and 10908 responses/second respectively, a 76.11% and 90.01% decrease.

In the single switch test, increasing the controller count only resulted in a 35.39%

and 77.4% drop. It is unclear exactly why this performance is worse, as the
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Table 8.5: Cbench benchmarking result with sixteen virtual switches. N = num-
ber of controllers. S = Signed (Y/N) Values = responses/second (rounded to
nearest whole integer)

Latency Throughput
N S Min Max Mean S/D Min Max Mean S/D

Direct 1 83036 128736 110532 11050 273604 472480 294646 35283
Simple 1 83857 198516 94884 5696 240690 381428 330364 24747
SDBFT 1 N 84366 135646 109691 9807 6978 313665 140261 85698
SDBFT 1 Y 17573 20997 19643 856 6325 18149 13662 2459
SDBFT 4 N 21176 29555 26207 1651 3263 148405 32806 32575
SDBFT 4 Y 6299 7222 6759 204 2407 6214 4539 890
SDBFT 10 N 8506 12419 10908 841 0 89146 13228 16294
SDBFT 10 Y 2797 3597 3057 159 1547 3331 2562 433
BFT (Ord) 4 N 4488 7765 6975 619 1554 5829 4095 1045
BFT (Ord) 4 Y 4018 6892 5840 573 2739 6811 5552 989
BFT (Unor) 4 N 14104 20621 18228 1492 8326 26009 20707 4248
BFT (Unor) 4 Y 7753 11655 10301 810 10531 15651 13905 1451
BFT (Ord) 10 N 851 2883 2770 701 233 3981 1709 1078
BFT (Ord) 10 Y 805 3312 2034 567 462 3707 1960 800
BFT (Unor) 10 N 4147 7969 6039 679 2189 8894 6186 2112
BFT (Unor) 10 Y 2898 6516 5356 653 1217 7546 5959 1619

SDBFT proxy only represents a single switch. A potential explanation is that

whilst in latency mode, Cbench will wait until it has received the response to

the previous request before sending the next request. As previously discussed,

the use of standardised sockets potentially causes congestion on the proxy. This,

combined with congestion on the host machine caused by the traffic of 16 switches

to 10 controllers, could cause sufficient delays in the final responses from the

controllers being processed by the proxy and forwarded to the switch (as the

response from all primary controllers needs to be processed before sending to

the switch). This is less apparent in BFT-SMaRt, which is able to forward the

response to the switch as soon as the threshold number of matching responses is

reached.

BFT-SMaRT performs very poorly in latency mode when using ordered mes-

sages, being able to process just 6975 requests with 4 controllers, and 2770 with

10. I expected BFT-SMaRt to perform worse due to its slower response time as

shown by the baseline testing. The reduction is consistent with the single switch

test however, as for 16 switches 4 and 10 controllers experience a 93.69% and

97.49% drop over the direct connection, compared to 95.16% and 97.1% in the
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single switch test.

When running in throughput mode, both SDBFT and BFT-SMaRt suffer from

a heavily reduced performance when compared to the direct controller connection

and simple TCP proxy. SDBFT with 4 controllers is only able to process 32806

requests/second, a 88% reduction when compared to the direct connection. For

BFT-SMaRt, this reduction is 98.61%. For SDBFT, this slowdown is most likely

due to threading issues as I have previously discussed. For BFT-SMaRt, as I

mentioned in the setup description above, I had to disable request timeouts in

the BFT protocol, as the protocol was becoming overloaded when running the

throughput tests. A reason why SDBFT performs better than BFT-SMaRt in

this case is that Cbench sends 800 PacketIN messages in a single request, which

SDBFT is able to forward onto to the controller in a single request as it can

receive responses to any requests it has processed and then process each message.

In BFT-SMaRt, as the protocol requires a single response to a request, the BFT-

SMaRt client proxy creates an individual request for every PacketIN message

seen, even if multiple are sent by the switch in one request. This means that

the server proxy does not need to wait for many responses from the controller

before forwarding to the client, but for scenarios such as this test with a very

large number of requests there is a large network overhead in sending all of the

requests individually.

There is one anomaly in the SDBFT throughput testing with 10 controllers.

In all of the throughput tests when not using signatures, on at least one loop of

Cbench no responses were received, which causes a minimum value of zero. Of

the 80 loops I run (discarding the first 20 as a warmup), in all cases this happens

within the first 30, and so could possibly be caused by a slower warmup time due

to the load.

As was the case with the single switch tests, introducing signatures causes a

significant reduction in performance across the SDBFT tests for both latency and

throughput. As I have found throughout this testing, this effect is less pronounced

when using BFT-SMaRt.
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8.5.3 Discussion

I have found that both the SDBFT and BFT-SMaRt proxies represent a substan-

tial decrease in performance when tested with Cbench when compared to a direct

controller connection. This is somewhat as expected, as the proxies introduce a

large amount of extra processing onto requests which will have an impact on how

many requests can be handled per second. This result indicates that considera-

tion should be made when deploying the SDBFT proxy, especially in a scenario

of high rate, diverse traffic that will require a high amount of requests to be made

to the controller.

As I have shown, a limitation of the SDBFT implementation is the use of

Java sockets for communication. When faced with very high loads, these sockets

struggle to keep up with the rate of packets when compared to the Netty sockets

used in BFT-SMaRt. In future iterations of the SDBFT proxy, a migration to

Netty sockets, or similar, should be considered.

It is important to consider that Cbench results can be affected quite sub-

stantially with different setups, and represent a best case scenario. For example,

I originally attempted to run Cbench on the OVS setup, however the results

were substantially lower across all tests, including a direct connection, due to the

controllers being located inside virtual machines. Because of this results from

Cbench should only be taken as an estimate of peak performance.

8.6 Testing on physical switch

Our previous tests have all been performed using virtual switches. In this test,

I aim to verify that the SDBFT proxy works with a commercial, physical SDN

switch, along with physical hosts. I compare the performance of SDBFT with a

simple TCP proxy, along with the BFT-SMaRt proxy.

8.6.1 Setup

For this test I use the physical network setup described in 7.1.3. I use two different

topologies in this test, as shown in Figure 8.11. The first of these is a single
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switch topology, using a single switch and four Raspberry Pi hosts connected to

that switch. The second uses three switches in a line topology, with two RPis

connected to the first switch, and then a single RPi to each of the other two

switches. In this test, all of the required proxies and controllers are run on a

single server. When using three switches, a proxy is deployed for each switch. In

each test, I first ping between H2 and H3 to warm up the controller, and then

measure the second flow setup time between H1 and H4. Each test is repeated

50 times, with the OpenFlow instance on the switch reset after each test, which

requires the OpenFlow handshake to be run on each test. All protocols are run

without using signature in this test. SDBFT is run with a single, 4 and 10

controllers, whilst BFT-SmaRt is run with 4 and 10 controllers.

S1

H1

H2

H3

H4

(a) Single Switch

S1 S2 S2

H1

H2

H3 H4

(b) Three Switches

Figure 8.11: Topologies used for physical switch testing. X=mean.

8.6.2 Results

I found that when using the physical switches, all tests resulted in a larger amount

of variance, and therefore greater proportion of, and proportionally larger, out-

liers in the flow setup time results, including when utilising a direct controller

connection.

After investigation, I believe one of the primary reasons for large outliers is the

LinkDiscoveryManager module within Floodlight, which send out regular LLDP

floods out of all available network ports in order to identify connected devices.

If this flood occurs around the same time that the ping test is occurring, then

it will result in a larger flow setup time due to a delay caused by the Floodlight
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Figure 8.12: Testing with single physical switch. X=mean. 50 repetitions.

TopologyManager recomputing the network topology. Further variance is caused

by some element of the physical setup causing additional latency which is not

present in other tests, which are run on a single host machine. In some cases,

examining network traffic reveals that the physical switches and hosts generate

additional network traffic which virtual hosts do not, in particular ARP and

LLDP packets, which also have to be processed by the controller. This also

increases flow setup time if these occur during tests.

Single Switch The results for a single physical switch can be found in Fig-

ure 8.12 and Table 8.6.

A direct connection from the switch to the controller results in a median flow

setup time of 7.28ms. Introducing the simple TCP proxy increases this slightly to

7.88ms, a statistically significant increase, though with a small effect size (Mann-

Whitney U: U = 572, z = −4.67075, p < 0.0001, effect = 0.47(S)). This is

a similar level to what I measured in baseline tests in Section 8.2, which also

showed a small, but significant, increase in flow setup time with the introduction

of the simple TCP proxy.
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Table 8.6: Physical switch results and statistical significance tests. Mean and
median in milliseconds. Mann-Whitney U tests against direct controller connection.

Mann-Whitney U
Switches Approach Mean S.D. Med. U Z P Effect

Direct 13.39 31.13 7.28 - - - -
Simple 8.02 0.52 7.88 572 -4.67075 <0.0001 0.47 (S)
SDBFT 1 9.43 0.50 9.31 193.5 -7.28031 <0.0001 0.73 (M)
SDBFT 4 19.56 27.77 10.35 152 -7.56644 <0.0001 0.76 (M)
SDBFT 10 19.07 27.90 11.80 145 -7.61573 <0.0001 0.76 (M)
BFT 4 38.30 20.27 33.65 2401 -7.93186 <0.0001 0.79 (M)

One

BFT 10 47.24 34.06 36.55 2405 -7.95954 <0.0001 0.80 (L)
Direct 48.55 67.96 18.60 - - - -
Simple 58.58 70.04 22.00 653.5 -4.32757 <0.0001 0.43 (S)
SDBFT 1 61.23 69.87 25.40 525 -5.18758 <0.0001 0.51 (M)
SDBFT 4 56.70 58.45 29.80 537 -5.10716 <0.0001 0.51 (M)
SDBFT 10 83.18 87.21 30.10 480 -5.48852 <0.0001 0.54 (M)
BFT 4 135.47 99.62 79.10 2283.5 -6.57614 <0.0001 0.65 (M)

Three

BFT 10 179.12 94.17 165.00 2363.5 -7.11158 <0.0001 0.70 (M)

The SDBFT proxy with a single controller increases the flow setup time

to 9.31ms, a statistically significant increase over a direct connection (Mann-

Whitney U: U = 193.5, z = −7.28031, p < 0.0001, effect = 0.73(M)), which is a

comparative increase as observed in baseline testing (Section 8.2. Increasing to

4 and 10 controllers results in median flow setup times of 10.35ms and 11.7ms,

a statistically significant increase with moderate effect size over the direct con-

nection. Whilst the mean actually decreases when increasing from SDBFT with

4 to 10 controllers, this still provides a statistically significant increase with a

small effect size (Mann-Whitney U: U = 595.5, z = −4.7169, p < 0.0001, effect

= 0.47(M)). Examining Figure 8.12 reveals 5 outliers when using 4 controllers

which increase the mean and median values for 4 controllers slightly.

For BFT-SMaRt, the median setup time for 4 controllers is 33.65, statistically

significant increase with moderate effect size on the direct case (Mann-Whitney

U: U = 2401, z = −7.93186, p < 0.0001, effect = 0.79(M)), increasing to 36.55ms

for 10 controllers. Comparing SDBFT and BFT-SMaRt with 4 controllers shows

a statistically significant different (Mann-Whitney U: U = 250, z = −7.0281, p <

0.0001, effect = 0.7(M)), demonstrating that SDBFT clearly outperforms the

BFT-SMaRt approach.
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Figure 8.13: Testing with three physical switches, X=mean. 50 repetitions.

Three Switches The results for a three physical switches can be found in

Figure 8.13 and Table 8.6. A direct switch to controller connection provides with

a 3-hop path provides a median flow setup time of 18.6ms. The simple proxy

increases this to 22ms, a statically significant increase, though with small effect

size (Mann-Whitney U: U = 653.5, z = −4.327571, p < 0.0001, effect = 0.43(S)).

This effect size is almost the same as in baseline tests (Section 8.2), where the

tcp proxy resulted in a significant increase with effect size 0.46.

The SDBFT proxy with a single controller results in a flow setup time of

25.4ms, which increases to 29.8ms and 30.10ms for 4 and 10 controllers re-

spectively. In this case, the increase from 4 to 10 controllers is not statisti-

cally significant (Mann-Whitney U: U = 1212.5, z = −0.5857, p = 0.5581, effect

= 0.058(N)). As with the single switch example, there are a number of outliers

visible in Figure 8.13, which could explain this lack of increase when increasing

the controller count.

Using the BFT-SMaRt proxy results in median flow setup times of 79.10ms

and 165.0ms for 4 and 10 controllers respectively. As shown in Table 8.6, both of

these represent statistically significant increases over the direct controller connec-
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tion. If I compare SDBFT and BFT-SMaRt with 4 controllers, as with the single

switch case this represents a statistically significant increase with moderate effect

size, again showing that SDBFT outperforms BFT-SMaRt (Mann-Whitney U:

U = 387, z = −6.1108, p < 0.0001, effect = 0.61(M)).

8.6.3 Discussion

The aim of this test was to demonstrate the SDBFT proxy in use with a physical

testbed, using a physical, commercial SDN switch, as well as physical hosts.

The test demonstrates that the proxy works well with physical devices — the

SDBT proxy successfully provides control to both a single switch, and multiple

switches. In both cases, the SDBFT proxy outperforms the equivalent BFT-

SMaRt deployment, with even a 10 controller SDBFT deployment resulting in a

lower flow setup time that a BFT-SMaRt deployment with just 4 controllers.

8.7 Deployment of Physical Proxy

In Section 8.6 I demonstrated that the SDBFT proxy works with a physical SDN

switch. However, in that test the proxy was deployed on the same server as the

controllers, with a network between the switch and the proxy. In this test, I

explore the feasibility of deploying the proxy on a physical device as a hardware

proxy, connected directly to the switch. This is a potential solution to applying

the SDBFT protocol to older devices without modifying the device firmware.

8.7.1 Setup

I use a single switch, using the same topology as seen in Figure 8.11a, however I

use one of the four Raspberry Pis as the proxy, resulting in the topology seen in

Figure 8.14. The proxy is launched on the RPi over SSH. In this test, I perform

two pings between H1 and H2, and record the flow setup time of the second ping.

Note that as the control machine can no longer access the remote management

interface of the switch, the starting and stopping of the OpenFlow instance on the

switch is performed through the Pi. In a real-world deployment, the hardware
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proxy can also proxy these connections. Each test is repeated 20 times. The

LearningSwitch Floodlight application was used for routing. SDBFT was run

with 4 controllers. Each test was repeated 20 times.

S1

H1

H2

Proxy Device

H3

Controller

Figure 8.14: Hardware proxy topology

8.7.2 Results
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Figure 8.15: A direct switch to controller connection, and through the simple
and SDBFT proxies running on a Raspberry Pi. X=mean. 20 repetitions.
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A direct connection from the switch to the controller has a median flow setup

time of 7.27ms. Introducing the Pi based proxy, running the simple TCP proxy,

results in a median flow setup time of 8.63ms (µ=8.89ms, σ=0.86), a statistically

significant increase (with large effect size) of 18.7% (Mann-Whitney U: U =

72, z = −8.2188, p < 0.0001, effect = 0.81(L)). This is a larger increase of

introducing the simple TCP proxy, with a larger effect size, than when the proxy

was deployed on the same host as the controllers in the physical switch tests

(Section 8.6). The extra latency is due to the extra physical hop on the network

introduced by the RPi, as well as a lower CPU clock speed of the RPi compared

to the server-grade machine the physical switch tests were performed on.

The median flow setup time for SDBFT is 14.7ms (µ=15.22, σ=3.56), a statis-

tically significant increase with moderate effect size on the direct controller con-

nection (Mann-Whitney U: U = 59, z = −5.7589, p < 0.0001, effect = 0.68(M)).

This is a 102% increase over the direct connection, compared to 60.3% for SDBFT

with 4 controllers in the baseline test, and 42.17% in the physical switch tests.

This larger increase compared to the simple proxy is caused by CPU differences

between the 2 tests. The Raspberry Pi 4 Model B uses a Quad core Cortex-A72

(ARM V8) CPU with a clock speed of 1.5GHz, compared to the server on which

the baselines were run, which uses 4 AMD Opteron 6376 16 core 2.3GHz CPUs.

8.7.3 Discussion

This test aimed to demonstrate the effectiveness of the SDBFT proxy when de-

ployed as a physical device, using a Raspberry Pi to host the proxy. The results

clearly show that this is a viable option, even with the relatively cheap hardware

provided by the Raspberry Pi. The newer generation Raspberry Pis, which fea-

ture quad core CPUs, can handle the SDBFT proxy, which is a heavily threaded

application, well, with only a small increase in latency when compared to baseline

tests performed on a single machine.
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8.8 Network Traffic Load

One of the advantages of the SDBFT system is that only two rounds of com-

munication are required for a client to receive a response from a server, when

compared the the 3 BFT rounds used by BFT-SMaRt. In this test, I run each

protocol a number of times and capture the network packets sent between the

SDBFT proxy and the controllers (in the case of SDBFT), and the number of

packets between the BFT-SMaRt client proxy and server proxies, and the com-

munication between the server proxies, in the case of BFT-SMaRt. I also measure

the number of packets sent during a normal, direct connection between the switch

and controller.

For a direct connection, I would expect that there would be two PacketIn

messages from the switch to the controller, one for each direction of the flow. I

would expect two responses from the controller for each PacketIn: a PacketOUT

and a FLowMod, for a total of 6 messages. When using SDBFT with 4 controllers,

this should increase to 24. When using BFT-SMaRt, I expect these 24 packets,

plus the communication between the replicas, which should equal 32 transmissions

per request.

8.8.1 Setup

For this test I use the OVS testbed described in 7.1.1. I use a single switch

topology, with two hosts. I then perform 2 pings between the pair of hosts. I

start a tcpdump capture before the second ping, and terminate as soon as the

ping is complete. I then use tshark to output the packet counts per TCP port. For

SDBFT, I count packets where the source or destination port are the OpenFlow

port used by the controllers (on the OVS setup all controllers use port 6653, so I

count all packets to this port number). For BFT-SMaRt, I count packets between

any of the assigned replica ports defined in the hosts.config file, as well as the

port assigned to the server proxy for non-bft communication (which is set in the

server proxy configuration file). This allows me to collect traffic both from the

client to the replicas, and between the replicas. I repeat these tests 20 times each.
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Table 8.7: Packet Counts

Controller Min Max Median Mean Std. Dev.
Direct 33 40 40 38.35 2.16
SDBFT 4 95 147 106 111.6 15.95
SDBFT 10 231 346 272 278.4 38.91
BFT 4 203 232 210.5 213.5 8.68
BFT 10 1770 2165 2033 2027.9 70.46

The network capture is captured on the any interface. There are a large

number of TCP retransmissions and duplicate ACKs within the capture files.

These are caused by theWireshark capture collecting messages across the different

virtual switches, which represent multiple interfaces in the capture. I cleanup all

files using tshark to remove these retransmissions and duplicates, by using a not

tcp.analysis.retransmission && not tcp.analysis.duplicate ack filter.

8.8.2 Results

The results of this test are presented in Table 8.7. For a direct connection, the

median number of packets is 40 (µ=38.35, σ=2.15). This is substantially higher

than my estimate of 6, however analysis of the packet capture reveals that in that

approximately 7 second period that packet capture was live for, 26 OpenFlow

packets were captured. This includes two echo requests from the controller to

the switch (which generate 4 packets total with the responses), an extra pair of

PacketIN messages for a flow from one of the virtual hosts to the switch, and a

number of PacketOUT messages sent by the controller as part of host discovery.

When using SDBFT with 4 controllers, the number of packets increases to 106,

a 165% increase in the number of packets. This is roughly as expected. Whilst a

direct connection requires 6 packets to be sent between the switch and controllers,

using SDBFT with 4 controllers multiplies this by 4, meaning a single flow setup

should instead take 24 packets. Increasing to 10 controllers should increase the

number of packets required to 60, there is an average of 272 packets in out test,

an increase of 580%.

BFT-SMaRt with 4 controllers generates on average 210.5 packets, a 426.25%

increase on a direct connection. If I look at the BFT smart protocol [22], there
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are two broadcast rounds each requiring n2 packets to be sent (where n is the

number of replicas), as well as n messages from the client to the replicas in the

initial request, n − 1 messages sent from the leader to the other replicas in the

prepare stage, and a further n messages when the replicas respond to the client.

For a 4 replica setup, a single request then generates 43 messages, which is itself

a 616% increase over a direct connection, and so the packet counts are in line

with this.

BFT-SMaRt with 10 controllers represents a much larger increase in packet

counts, with a median of 2033 packets. This is an increase of 4982.5% over a

direct connection. BFT-SMaRt with 10 controllers should generate 239 packets

per request (largely caused by two broadcast rounds of 100 packets each), which

is a 2883% increase over a direct connections 6 packets. It is not entirely clear

where the extra messages come from, though they are all sent between the replicas

through the BST-SMaRt connections. Through analysing the packet captures it

is unclear exactly what causes these extra messages, but it is worth considering

that a single extra request passing through the BFT system generates 239 extra

messages, even if no response is received, which can quickly bring the total number

of packets up, an effect which is heavily reduced when using SDBFT or a direct

connection.

8.8.3 Discussion

In this test I aim to get an estimation of how much extra network load is in-

troduced through the use of the SDBFT and BFT-SMaRt protocols. I find that

SDBFT performs roughly as expected, with a roughly 3.5x increase in the number

of packet when using 4 controllers, and 8.5x when using 10 controllers. As the

SDBFT proxy broadcasts messages to all replicas, this is roughly as expected.

The variance is caused by traffic noise — captures contain all packets between

the proxy and switch, which includes packets not part of the flow setup. I show

that BFT-SMaRt, as expected, results in a far greater increase in packet counts

due to the repeated broadcasts.
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8.9 Conclusion

In this chapter I aimed to evaluate the performance of the implementation of the

SDBFT protocol, and provide a comparison with both the traditional SDN model

of a direct switch to single controller connection, as well as to the comparative

BFT implementation built using BFT-SMaRt.

In Section 8.2 I showed that SDBFT performs well on a small scale topology,

providing substantially faster flow setup times when compared to BFT-SMaRt,

and close to the traditional model. I show that SDBFT scales well with an

increasing number of controllers forming the primary quorum, and show the im-

pact of introducing signed messages into the protocol. I expanded this testing to

multi-hop paths in Section 8.3.

Section 8.4 evaluated SDBFT when under attack. In these tests, I showed that

whilst SDBFT suffers a substantial increase in flow setup time on the initial flow

that is attacked, once the failover has been initialised the system returns to close

to normal performance. I also demonstrated that, when 3 out of 4 controllers

are compromised, the SDBFT protocol is able to identify a fault has occurred

and successfully trigger the failover protocol. This confirms that SDBFT can

operate with f + 1 replicas, compared to the 3f + 1 required by traditional BFT

algorithms such as BFT-SMaRt.

in Section 8.5 I used the Cbench controller benchmarking tool to perform high

throughput testing of the SDBFT proxy implementation. I find that, whilst it

generally performs better than BFT-SMaRt, that there are potential implemen-

tation issues caused by the use of Java sockets and threading rather than a more

efficient alternative. These particular results can help lead future development of

the SDBFT implementation.

I also demonstrated SDBFT deployed against physical switches (Section 8.6,

and show that SDBFT is able to outperform BFT-SMaRt and operate with a

small extra amount of latency when compared to a direct controller connection.

Further, I found that SDBFT performs well when deployed on a Raspberry PI as

a hardware proxy, as shown in Section 8.7.
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Finally, when comparing the network loads caused by the SDBFT and BFT-

SMaRt protocols, I find that SDBFT performs as expected, with a substantial

increase in packet counts when compared to a direct controller connection, but

substantially less that when using BFT-SMaRt, in particular when using 10 con-

trollers. These results were presented in Section 8.8.
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Chapter 9

Conclusion

In this thesis I propose a solution to the problem of malicious controllers in

software-defined networks. Through the centralisation of the network control

plane into an SDN controller running as software, a single point of failure is in-

troduced which can cause disruption to the network either through genuine fault,

or through compromise of the SDN controller. A compromised SDN controller

can gain large amounts of, if not total, control of the underlying network, includ-

ing the routing and other network functions such as firewalls. The actions of a

compromised controller within the network manifest as byzantine (or arbitrary)

faults within the network control.

The proposed protocol, Software-Defined Byzantine Fault prevenTing con-

trol (SDBFT), solves this problem by introducing replication to the SDN control

plane and the application of an efficient byzantine fault-preventing (fault detect-

ing with recovery) protocol in order to prevent malicious controllers from in-

stalling malicious flow rules onto switches. Compared to previous solutions that

utilise traditional byzantine-fault tolerant algorithms such as PBFT, requiring

3f + 1 controllers and multiple rounds of communication to handle f faulty (or

malicious) controllers, SDBFT requires only 2f+1 controllers, utilising only f+1

under normal operations, with a further f controllers brought in as backup when

a failure occurs, operating over just 2 rounds of communication. Experimental

evaluation shows that it is able to operate with a minimal impact of flow setup

time when compared against a normal direct controller connection, and provides
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much lower flow setup times when compared to approaches utilising traditional

BFT algorithms.

9.1 Thesis Contributions

9.1.1 Exploration of Attack Capabilities From a Compro-

mised SDN Controller

I provided a threat model of the attacker who would compromise an SDN con-

troller, including the types of attacker, the method of compromising the SDN

controller and the goals of the attacker.

I then examined a number of attacks that can be launched from a malicious

controller to achieve the goals of the attacker. These include both new attacks

and existing attacks from the literature. To the best of my knowledge, this is

the widest-ranging exploration of practical attacks that can be launching from a

compromised SDN controller.

9.1.1.1 Practical Demonstration of Attacks

In order to practically demonstrate the impact of the described attacks, I im-

plemented the discussed attacks through a set of malicious applications for the

Floodlight SDN controller, and a virtual network built upon the Mininet plat-

form. I demonstrated a number of attacks that can introduce additional latency

into the network, including by directing all traffic for a target flow through the

SDN controller, and by directing traffic over a non-optimal routes in the network.

I also demonstrated denial-of-service attacks including a simple sinkhole attack,

and a resource-consumption denial-of-service attack which duplicates flow in the

the network to cause debilitating network congestion.

9.1.1.2 Impact of Attacks on Industrial Control Systems (ICS)

In order to demonstrate the impact of the attacks on a real-world scenario, I also

measured the impact of the attacks on the use case of ICS. ICS is a particularly
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interesting use case due to the reliance on real-time protocols for communication

between devices, which provides susceptibility to attacks which can introduce

additional latency into the network without blocking communication. Whilst the

use of SDN (and programmable networks in general) is currently limited within

ICS environments, it is increasingly being proposed as a future direction for ICS

environments due to the additional control provided by SDN.

I showed that the real-time Siemens Profinet industrial protocol is very sus-

ceptible to attack, with only the small amount of latency of requiring all packets

to pass through the controller enough to break the real-time properties of the

communication, causing devices to disconnect. For the non real-time protocols of

S7Comm, Modbus and Ethernet/IP, introducing extra latency through the SDN

controller does not cause a failure in communication, but does cause problems

with the underlying physical process due to the additional latency.

I also showed that a compromised SDN controller can be used to facilitate

person-in-the-middle attacks on the industrial protocols.

To the best of my knowledge, this is the first exploration of the impact of a

compromised SDN controller on ICS networks. This work has been published as

“Controller-in-the-Middle: Attacks on Software Defined Networks in Industrial

Control Systems” [87].

9.1.2 Design of a Consensus-Based Distributed Controller

Architecture to Prevent Malicious Insiders

To prevent an compromised SDN controller from carrying out malicious control

actions within a network, I designed a consensus-based byzantine fault-tolerant

protocol, Software-Defined Byzantine Fault Tolerant control (SDBFT), which is

able to prevent malicious control with a minimal impact on performance.

Existing approaches for providing byzantine-fault tolerance to the SDN con-

trol plane utilise traditional BFT algorithms derived from the PBFT algorithm

by Liskov and Castro [41]. Such algorithms require a minimum of 3f + 1 con-

trollers to handle f faulty (or malicious) controllers, and require multiple rounds

238



9.1 Thesis Contributions

of communication to operate. The SDBFT protocol only requires 2f + 1 con-

trollers (f+1 during normal operation with a further f when a fault is detected),

allowing more controllers to become faulty yet detected, and just two rounds of

communication in the normal case by relaxing the requirement to handle faulty

nodes in the normal operation of the protocol. This reduction in the required

number of controllers results in an overall reduction in the number of replica

controllers required in the system. Instead, if there is any disagreement between

the set of controllers, then a backup quorum of controllers is incorporated and

the majority response is taken, only requiring one additional round of commu-

nication. This works on the assumption that for the majority of time, the SDN

control architecture would not be compromised and so reducing the complexity

during normal operation to provide more efficient network control is worthwhile

with the tradeoff of higher latency on the occurrence of a fault.

I expanded the SDBFT protocol with signatures in order to provide authen-

tication of controllers and non-repudiation, allowing the verification of malicious

controllers and preventing packet tampering on the switch to controller connec-

tion. I also described a method for state synchronisation between controllers in

order to ensure backup controllers have a consistent view of the network state.

9.1.2.1 Implementing and Evaluating the SDBFT Architecture

I implemented the SDBFT protocol as a Java-based proxy to enable testing with a

variety of switch types. This proxy, which sits between the switch and controllers,

operates the SDBFT protocol without having to modify the switch itself. I evalu-

ated the performance of SDBFT in comparison with a direct switch to controller

connection, a simple TCP proxy and an implementation of a traditional BFT

based approach utilising the BFT-SMaRt Java library. This utilised three test

environments — a simulated network based upon the Mininet network simula-

tion tool, a virtualised environment using OpenVSwitch virtual switches, and a

physical testbed using Dell OpenNetworking hardware SDN switches.

On testing with a single virtual switch, I showed that the SDBFT protocol,

with a single controller and no signature used, resulted in only a small increase

in flow setup time over a direct controller connection, a latency which could
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be reduced if the SDBFT protocol was implemented natively on a switch, as I

demonstrated that the simple act of introducing a proxy between the switch and

controller is responsible for a large proportion of the additional flow setup time.

Utilising 4 and 10 controllers with the SDBFT protocol results in great. but

manageable, additional flow setup time over a direct controller connection. Com-

paratively, the BFT-SMaRt implementation with 4 and 10 controllers resulted in

a a much larger increase in flow setup time over the direct connection, significantly

more than the SDB FT protocol. I also showed that, as expected, introducing

signatures into the protocol increases latency, resulting in 3x additional latency

over the unsigned SDBFT.

When tested with multi-hop paths of increasing lengths from 1 to 10 switches

in the Mininet environment, I show that the SDBFT protocol results in a small

additional flow setup time for a 1-hop and 10-hop path over the direct connection

respectively, with BFT-SMaRt resulting in statistically significantly higher flow

setup times than SDBFT. Both approaches show a reduced impact on flow setup

time with longer path lengths.

When testing under failure, I demonstrated the intended performance of the

SDBFT protocol in that a large amount of latency is introduced on setting up the

flow where the flow occurs due tot he second round of communication with the

backup controllers, which drops back to normal levels for subsequent flows as the

backup controllers are utilised in the same round of communication as the primary

set. As expected, the BFT-SMaRt implementation handles the faults with no

impact on performance, however this is still represents a greater flow setup time

that the SDNFT protocol. I also demonstrated that the SDBFT protocol was

able to successfully operate with all but one of the primary controllers becoming

malicious, whereas in the same situation the BFT-SMaRt approach results in

malicious flow rules being installed within the network.

I performed a high throughput benchmark of the SDBFT protocol to measure

performance under a high network load. I showed that both the SDBFT and

BFT-SMaRt protocols resulted in a major drop performance when compared to

a direct controller connection, which indicates that consideration should be given

to the use of fault-tolerant approaches in highly dynamic networks which require

a large amount of controller input to switches.

240



9.1 Thesis Contributions

9.1.3 Research Impact

Firstly, this thesis demonstrates the need to consider insider threats within SDN,

and in particular the issue of compromised controllers. With the increasing move

to SDN across various use cases and the centralisation of network control and func-

tions into the SDN controller comes a tempting target for attackers. I demonstrate

the impact of these attacks through practical experimentation, clearly showing

the damage that can arise from a compromised SDN controller.

Secondly, I propose a solution to the problem of compromised SDN controllers

that is successfully able to prevent a compromised controller from influencing

the operation of a network. In particular, the proposed solution, SDBFT, is

able to handle a greater number of faulty nodes with fewer replicas compared

to previous works which utilise traditional byzantine fault tolerant algorithms.

Through extensive experimentation I demonstrate that my approach is able to

operate with a minimal impact on flow setup time compared to existing work, and

is certainly feasible for use in real-world networks. This is backed by a complete

implementation of the protocol as a network proxy which allows the SDBFT

protocol to be applied to existing switch hardware without modification to the

switch itself.

9.1.4 Summary

In summary, this thesis has made the following contributions:

• Explored the practical impact of a compromised SDN controller on networks.

• Provided the first exploration of the impact of malicious SDN controllers in

the context of ICS.

• Proposed the design of an efficient protocol for providing byzantine fault tol-

erance in the SDN control plane.

• Realising the designed protocol as a prototype implementation consisting of a

Java-based network proxy and a modified version of the Floodlight SDN con-

troller, allowing testing of the protocol with multiple types of SDN switches.
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• Performed extensive evaluation of the prototype implementation on multiple

types of SDN network, providing a comparison against the traditional SDN

model, and a comparative system built using a traditional byzantine fault-

tolerant approach.

9.2 Future Work

9.2.1 Proactive Control

In this work I have focussed on the reactive SDN control model, in which the

switch sends a request to the controllers which then generate a response. The

alternative to reactive control is proactive, where the controllers push updates to

switch without a corresponding request from the switch. This reduces the load

on the controller. In reality, many deployments utilise a hybrid approach where

proactive rules are installed for known devices and routes, with new, previously

unseen devices then handled in a reactive manner.

The current SDBFT protocol relies on a reactive model in order to provide

fault tolerance, and controller responses are mapped to a particular switch re-

quest. The switch triggers an event, and the controller is expected to respond in

a short period. Part of the challenge of a proactive mode is that proactive con-

troller commands may not occur from all controllers simultaneously (this partially

depends on the level of determinism in the set of applications).

The actual act of matching controller commands is straight forward, as if all

controller commands match then the logic for testing for consensus is the same as

testing the responses to a switch request. The difficulty is that with the current

SDBFT approach, backup controllers do not communicate with switches and so

if there is disagreement and the backups need to be contacted, there is no switch

request to be forwarded. This means that a protocol needs to be developed that

allows the backups to generate a proactive command on demand. This could take

the form of the switch forwarding the received set of proactive commands to the

backups, which then analyse the commands and pick one of the received ones to

use.
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9.2.2 Controller Verification

Currently in the case where a controller exhibits faulty/malicious behaviour, the

extended SDBFT protocol is used until an administrator can investigate and

remove or repair the faulty controller.

A more efficient approach could be to perform an automated verification of

the switch-controller communication in order to identify the faulty or malicious

controller, and remove them from the set of controllers until they can be repaired,

allowing a return to the standard protocol. This could be done by the primary

and backup set of controllers for a switch, on observing a fault, sending a report

to the complete pool of controllers which can then perform verification over the

controller actions in order to identify the faulty controllers. This information can

be forwarded to the switch which can then sever connections to the controllers

which are identified as malicious.

This has the challenge of ensuring that the pool of controllers has sufficient

information in order to be able to verify controller responses. For example, con-

trollers in the wider pool may not have up-to-date information about the complete

state of the network outside of the switches that they control. The decision made

by a controller can change based upon the information it has, and so verifica-

tion can only occur if the verifier is making its judgement based upon the same

information the suspect controller had at the time it made its decision.

9.2.3 Anonymous Information Sharing

In the current implementation of the SDBFT protocol, controllers within the

network can observe the identities of controllers within the primary and backup

quorums for a given switch by observing the consistency protocol used to share

network updates between controllers. This could potentially allow an attacker

who is in the network to learn which controller should be targeted in order to

affect the operation of a particular target switch.

Future versions of the SDBFT system could be expanded to allow the sharing

of the information required to maintain consistency (switch and host connectivity
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information) in an anonymous fashion to prevent the controller from being identi-

fied. This comes with the additional challenge in authenticating this information

without revealing the source controller in order to prevent a malicious insider

from publishing false updates to the network.

9.2.4 Native Implementation of SDBFT

The current implementation of the SDBFT protocol relies on a Java-based TCP

proxy running separately from the switch itself. Whilst this made the imple-

mentation much simpler for testing the core protocol, and also more versatile for

testing in different scenarios, this has an impact on the performance of the proto-

col due to the extra networking and packet processing overhead. The next step is

the implementation of SDBFT is to produce a native implementation on an SDN

switch, moving the packet processing required for SDBFT onto the switch itself,

removing the need for the proxy and the additional packet processing required

for it. A logical first step for this could be to implement the protocol into the

OpenVSwitch virtual switch environment as this is an open source project and

runs on general purpose hardware.

9.3 Reproducibility

It is important to support reproducibility within scientific research. To allow

this, the code required to reproduce the results of this work will be released onto

GitHub1.

• The documented source code of the implemented proxy, which includes the

implementation of the following:

– Simple TCP proxy

– The SDBFT proxy

– The BFT-SMaRt proxy (client and server)

– Configuration files for each type of testing

1https://github.com/josephgardiner/sdbft

244

https://github.com/josephgardiner/sdbft


9.4 Concluding Remarks

• An implementation of the Floodlight controller, with SDBFT modifications

included and a set of malicious applications and suitable configuration files

• The Mininet and bash scripts used for testing

• Details on recreating the setup for the Industrial Control Systems testbed

used in Chapter 4.5, including project files where possible.

This code is provided with instruction, and will allow third parties to replicate

the experiments described in this thesis, including the comparative tests, with

minimal effort. The Mininet software used for testing is readily available and well

documented for installation and operation. Instructions on how to reproduce the

virtual environment used in baseline testing are also provided.

9.4 Concluding Remarks

In this thesis I designed an efficient, byzantine fault-tolerant protocol, SDBFT, for

preventing the actions of compromised controllers in software-defined networks.

Through the use of a prototype proxy-based implementation, I was able to exten-

sively evaluate the performance of the proposed approach and show favourable

performance against the existing approach taken by the literature, and only a

minimal drop in network performance compared to the traditional SDN control

model.

The SDBFT protocol can be applied to existing SDN networking hardware

through the use of a network proxy implementation, or could be incorporated into

future SDN switches natively with a smaller impact on network performance.

Whilst the system would not work for all network types, in particular highly

dynamic, high throughput networks which require extensive amounts of controller

interaction, the proposed approach could prove valuable in securing software-

defined networks.
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Implementation

A.1 SDBFT Proxy Configuration

Listing A.1 presents an example configuration file for the SDBFT proxy. The

configuration is used by both the SDBFT and BFT-SMaRt implementations,

which are both included within the same project. The “version” option specifies

which version of the proxy should be used, selected from ’“simple” (for a simple

TCP proxy), ”unsigned” and ”signed” (for the SDBFT proxy) or ”bftclient” and

“bftserver” (for the BFT-SMaRt proxy). Note that as the configuration file is

used for multiple variations of the proxy, not all options are required.

version=unsigned

localport=55413

controllers=[\

{"id": 1, "ip": "127.0.0.1", "port":6653},\

{"id": 2, "ip": "127.0.0.1", "port":6654},\

{"id": 3, "ip": "127.0.0.1", "port":6655},\

{"id": 4, "ip": "127.0.0.1", "port":6656}\

]

loadbackups=false

backupcontrollers=[\

{"id": 1, "ip": "127.0.0.1", "port":6657},\
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{"id": 2, "ip": "127.0.0.1", "port":6658},\

{"id": 3, "ip": "127.0.0.1", "port":6659},\

{"id": 4, "ip": "127.0.0.1", "port":6660}\

]

signaturetype=SHA256withRSA

signaturekey=RSA

keysize=512

siglength=64

ofversion=1.0

batchacks=True

startxid=600000

bftid=12

bftclientid=1111

Listing A.1: Example SDBFT configuration file
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Evaluation Setup

B.1 OVS Test Launch Script

Listing B.2 shows an example bash script for launching four instances of the

Floodlight controller on four VMs, starting the SDBFT proxy, setting the con-

troller of the OVS bridge to the proxy and performing ping tests between cirrOS

hosts, logging the outputs to a text file.

#!/bin/bash

ssh netsec@192.168.122.142 "cd finalfloodlight ; java -jar -server

-XX:+UseCompressedOops target/floodlight.jar -cf

target/bin/floodlightdefault.properties &" &

ssh netsec@192.168.122.143 "cd finalfloodlight ; java -jar -server

-XX:+UseCompressedOops target/floodlight.jar -cf

target/bin/floodlightdefault.properties &" &

ssh netsec@192.168.122.144 "cd finalfloodlight ; java -jar -server

-XX:+UseCompressedOops target/floodlight.jar -cf

target/bin/floodlightdefault.properties &" &

ssh netsec@192.168.122.145 "cd finalfloodlight ; java -jar -server

-XX:+UseCompressedOops target/floodlight.jar -cf

target/bin/floodlightdefault.properties &" &

sleep 5
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java -jar -XX:+UseCompressedOops -XX:+UseNUMA proxy.jar proxy.properties &

sleep 5

ovs-vsctl set-controller br1 tcp:127.0.0.1:55413

sleep 12

ssh cirros@172.16.1.174 "ping -c 4 172.16.1.175"

sleep 6

ssh cirros@172.16.1.171 "ping -c 4 172.16.1.173" >> "test$1.txt"

sleep 6

ssh cirros@172.16.1.171 "ping -c 4 172.16.1.173" >> "test$1.txt"

ssh netsec@192.168.122.142 "pkill -9 java"

ssh netsec@192.168.122.143 "pkill -9 java"

ssh netsec@192.168.122.144 "pkill -9 java"

ssh netsec@192.168.122.145 "pkill -9 java"

pkill -9 java

Listing B.1: Bash script for launching controllers, proxy and performing ping

tests in OVS setup

B.2 Mininet Python Configuration Example

The Python example code presented in Listing B.2 creates a mininet network

consisting of a single switch, connecting to a single controller. IPv6 is disabled

on the switch due to limited support by the Floodlight controller. Two hosts are

added, with the default IP addresses 10.0.0.1 and 10.0.0.2, and are connected

to the switch Once the network has been built, host 1 pings host 2, with the

output printed to a file. The script waits for 6 seconds (to allow the flow rule to

expire on the virtual switch), and then repeats the ping, printing the output to

the same file. The network is then shut down.

from mininet.net import Mininet

from mininet.node import Controller, OVSSwitch, OVSKernelSwitch,

RemoteController

from mininet.link import TCLink
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from mininet.cli import CLI

from mininet.log import setLogLevel

import sys

import time

def multiControllerNet(num):

"Create a network from semi-scratch with multiple controllers."

net = Mininet( controller=RemoteController, switch=OVSSwitch,

build=False, autoSetMacs = True, autoStaticArp = True)

print "*** Creating (reference) controllers"

c1 = net.addController(’c1’, controller=RemoteController,

ip="127.0.0.1", port=55413)

print "*** Creating switches"

s1 = net.addSwitch( ’s1’ , protocols=["OpenFlow13"])

s1.cmd("sysctl -w net.ipv6.conf.all.disable_ipv6=1")

s1.cmd("sysctl -w net.ipv6.conf.default.disable_ipv6=1")

s1.cmd("sysctl -w net.ipv6.conf.lo.disable_ipv6=1")

print "*** Creating hosts"

h1 = net.addHost( ’h1’ )

h2 = net.addHost( ’h2’ )

net.addLink( s1, h1 )

net.addLink( s1, h2 )

print "*** Starting network"

net.build()
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B.3 Bash Launch Script

c1.start()

s1.start( [ c1 ] )

print "***Setup Done"

time.sleep(25)

print "*** Testing network"

# net.pingAll()

f = open("results/1/test" + num + ".txt", "a")

res1=h1.cmd(’ping -c 4 10.0.0.2’)

print(res1)

f.write(res1)

time.sleep(6)

res2= h1.cmd(’ping -c 4 10.0.0.2’)

print(res2)

f.write(res2)

f.close()

print "*** Stopping network"

net.stop()

if __name__ == ’__main__’:

setLogLevel( ’info’ ) # for CLI

multiControllerNet(sys.argv[1])

Listing B.2: Mininet Python Configuration, Single Switch to Single Controller

B.3 Bash Launch Script

Listing B.3 shows the bash script used to launch four Floodlight instances, the

SDBFT proxy and the mininet python script found in Appendix B.2.

#!/bin/bash

mn -c
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B.3 Bash Launch Script

java -jar -server -XX:+UseCompressedOops

singlehopcontrollers/floodlight1/target/floodlight.jar -cf

singlehopcontrollers/floodlight1/target/bin/floodlightdefault.properties &

java -jar -server -XX:+UseCompressedOops

singlehopcontrollers/floodlight2/target/floodlight.jar -cf

singlehopcontrollers/floodlight2/target/bin/floodlightdefault.properties &

java -jar -server -XX:+UseCompressedOops

singlehopcontrollers/floodlight3/target/floodlight.jar -cf

singlehopcontrollers/floodlight3/target/bin/floodlightdefault.properties &

java -jar -server -XX:+UseCompressedOops

singlehopcontrollers/floodlight4/target/floodlight.jar -cf

singlehopcontrollers/floodlight4/target/bin/floodlightdefault.properties &

sleep 5

java -jar -XX:+UseCompressedOops -XX:+UseNUMA proxy.jar proxy.properties &

sleep 5

python 1hop.py $1

pkill -9 java

sleep 2

Listing B.3: Bash script for launching controllers and mininet (run as root)
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Appendix C

Evaluation

This appendix contains tables containing the complete results of various experi-

ments performed in Chapter 8, including the results of various statistical signifi-

cance tests. Effect size classified according to Cohen [53, 222]:

Effect Size Classification
<0.2 None (S)
0.2-0.49 Small (S)
0.5-0.79 Moderate (M)
0.8-1.29 Large (L)
>1.3 Very Large (VL)
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C.1 Baseline Results

C.1 Baseline Results

Table C.1: Baseline results without using signatures. Mann-Whitney U test
against direct controller. Mean, SD and median results in milliseconds. N =
Number of controllers

Mann-Whitney U
Approach N Mean SD Median U Z P Effect
Direct 1 13.53 5.87 12.18 - - - -
Simple 1 15.63 7.60 13.98 578 -4.62923 <0.0001 0.46 (S)

SDBFT

1 16.05 2.01 15.75 2286 -7.13857 <0.0001 0.71 (M)
2 18.97 3.75 17.96 2356 -7.62112 <0.0001 0.76 (M)
3 20.06 3.71 19.21 2372 -7.73142 <0.0001 0.77 (M)
4 22.37 7.29 19.53 2379 -7.77982 <0.0001 0.78 (M)
5 23.42 6.25 19.95 2387 -7.83485 <0.0001 0.78 (M)
6 25.16 9.26 20.90 2396 -7.89687 <0.0001 0.79 (M)
7 26.37 8.44 22.91 2404 -7.95202 <0.0001 0.80 (L)
8 26.40 6.50 23.53 2412 -8.00717 <0.0001 0.80 (L)
9 26.80 6.95 26.09 2415 -8.02785 <0.0001 0.80 (L)
10 30.00 8.32 28.92 2424 -8.08990 <0.0001 0.81 (L)

BFT Ordered

4 43.70 25.03 38.50 46 -8.29671 <0.0001 0.83 (L)
5 51.94 34.09 42.12 41 -8.33118 <0.0001 0.83 (L)
6 66.00 52.75 42.96 31 -8.40012 <0.0001 0.84 (L)
7 96.51 71.33 71.61 13 -8.52421 <0.0001 0.85 (L)
8 94.75 67.26 70.44 17 -8.49663 <0.0001 0.85 (L)
9 61.63 39.40 48.07 30 -8.40701 <0.0001 0.84 (L)
10 66.27 38.98 53.14 21 -8.46906 <0.0001 0.85 (L)

BFT Unordered

4 26.61 2.49 26.39 79 -8.06922 <0.0001 0.81 (L)
5 27.15 5.47 26.30 129 -7.72453 <0.0001 0.77 (M)
6 26.69 4.19 27.26 120 -7.78657 <0.0001 0.78 (M)
7 28.11 2.13 27.92 63 -8.17952 <0.0001 0.82 (L)
8 27.89 2.62 27.61 69 -8.13815 <0.0001 0.81 (L)
9 28.83 2.09 28.42 58 -8.21399 <0.0001 0.82 (L)
10 30.45 8.72 29.50 100 -7.92445 <0.0001 0.79 (M)
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C.1 Baseline Results

Table C.2: Baseline Mann-Whitney U test results comparing increasing controller
counts, no signatures. Numbers in test columns represent controller count.

Mann-Whitney U
Test 1 Test 2 U Z P Effect
SDBFT 4 SDBFT 10 2002 -5.18080 <0.0001 0.52 (M)
BFT Ordered 4 BFT Ordered 10 2332 -7.45567 <0.0001 0.75 (M)
BFT Unordered 4 BFT Unordered 10 2183 -6.42849 <0.0001 0.64 (M)
SDBFT 1 SDBFT 2 404 -5.82874 <0.0001 0.58 (M)
SDBFT 2 SDBFT 3 890.5 -2.47489 0.01333 0.25 (S)
SDBFT 3 SDBFT 4 1122 -0.87898 0.37941 0.09 (N)
SDBFT 4 SDBFT 5 886 -2.50595 0.01221 0.25 (S)
SDBFT 5 SDBFT 6 1095 -1.06510 0.28683 0.11 (N)
SDBFT 6 SDBFT 7 1048 -1.38910 0.16480 0.14 (N)
SDBFT 7 SDBFT 8 1154 -0.65836 0.51031 0.07 (N)
SDBFT 8 SDBFT 9 1270.5 -0.13788 0.89034 0.01 (N)
SDBFT 9 SDBFT 10 1547 -2.04402 0.04095 0.20 (S)
BFT Ordered 4 BFT Ordered 5 350 -6.20099 <0.0001 0.62 (M)
BFT Ordered 5 BFT Ordered 6 1131 -0.81692 0.41398 0.08 (N)
BFT Ordered 6 BFT Ordered 7 831 -2.88506 0.00391 0.29 (S)
BFT Ordered 7 BFT Ordered 8 1271 -0.14132 0.88761 0.01 (N)
BFT Ordered 8 BFT Ordered 9 1596 -2.38181 0.01723 0.24 (S)
BFT Ordered 9 BFT Ordered 10 1561 -2.14053 0.03231 0.21 (S)
BFT Unordered 4 BFT Unordered 5 1101 -1.02373 0.30596 0.10 (N)
BFT Unordered 5 BFT Unordered 6 1157 -0.63768 0.52368 0.06 (N)
BFT Unordered 6 BFT Unordered 7 905 -2.37492 0.01755 0.24 (S)
BFT Unordered 7 BFT Unordered 8 1364 -0.78245 0.43395 0.08 (N)
BFT Unordered 8 BFT Unordered 9 898 -2.42318 0.01539 0.24 (S)
BFT Unordered 9 BFT Unordered 10 1562.5 -2.15088 0.03149 0.22 (S)

Table C.3: BFT-SMaRt statistical significant test against SDBFT, no signatures.

Controllers
Mann-Whitney U 4 5 6 7 8 9 10
U 143 27 72 119 20 56 113
Z -7.62815 -8.42772 -8.11747 -7.79346 -8.47595 -8.22777 -7.83483
P <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001
Effect 0.76 (M) 0.84 (L) 0.81 (L) 0.78 (L) 0.85 (L) 0.82 (L) 0.78 (M)
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C.1 Baseline Results

Table C.4: Baseline results using SHA512 with RSA signatures. Mann-Whitney
U test against direct controller. Mean, SD and median results in milliseconds. N
= number of controllers

Mann-Whitney U
Approach N Mean SD Median U Z P Effect
Direct 1 13.53 5.87 12.18 - - - -

SDBFT

1 32.02 4.19 31.18 2450 -8.26914 <0.0001 0.83 (L)
2 34.09 5.67 32.53 2452 -8.28292 <0.0001 0.83 (L)
3 36.52 6.50 34.37 2452 -8.28292 <0.0001 0.83 (L)
4 37.08 6.64 34.07 2451 -8.27606 <0.0001 0.83 (L)
5 42.19 17.21 37.65 2457 -8.31739 <0.0001 0.83 (L)
6 40.59 18.88 36.14 2407 -7.97270 <0.0001 0.80 (L)
7 45.65 17.25 43.96 2459 -8.33118 <0.0001 0.83 (L)
8 41.47 7.31 40.25 2457 -8.31739 <0.0001 0.83 (L)
9 46.48 23.30 43.23 2461 -8.34497 <0.0001 0.83 (L)
10 54.16 31.74 47.37 2464 -8.36565 <0.0001 0.84 (L)

BFT Ordered

4 71.66 43.39 56.77 5 -8.57936 <0.0001 0.86 (L)
5 82.27 54.20 58.74 2 -8.60004 <0.0001 0.86 (L)
6 79.62 47.80 62.71 1 -8.60693 <0.0001 0.86 (L)
7 96.37 58.00 81.61 0 -8.61383 <0.0001 0.86 (L)
8 90.30 62.37 69.19 54 -8.24156 <0.0001 0.82 (L)
9 65.91 26.83 60.97 1 -8.60693 <0.0001 0.86 (L)
10 64.83 8.07 63.18 0 -8.61383 <0.0001 0.86 (L)

BFT Unordered

4 42.12 5.29 41.16 49 -8.27606 <0.0001 0.83 (L)
5 42.83 4.85 41.90 47 -8.28982 <0.0001 0.83 (L)
6 41.06 6.47 41.52 99 -7.93134 <0.0001 0.79 (M)
7 42.89 2.68 42.15 49 -8.27603 <0.0001 0.83 (L)
8 45.30 5.17 44.27 45 -8.30361 <0.0001 0.83 (L)
9 44.35 2.97 43.97 48 -8.28295 <0.0001 0.83 (L)
10 44.57 4.88 44.02 48 -8.28295 <0.0001 0.83 (L)
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C.1 Baseline Results

Table C.5: Baseline Results Using SHA256 with RSA Signatures. Mann-Whitney
U test against direct controller. Mean, SD and median results in milliseconds.

Mann-Whitney U
Approach N Mean SD Median U Z P Effect
Direct 1 13.53 5.87 12.18 - - - -

SDBFT

1 24.05 4.76 22.35 2406 -7.96583 <0.0001 0.80 (L)
2 27.90 6.21 25.06 2417 -8.04164 <0.0001 0.80 (L)
3 27.63 6.30 24.92 2419 -8.05543 <0.0001 0.81 (L)
4 26.78 5.01 24.74 2418 -8.04853 <0.0001 0.80 (L)
5 28.42 5.50 26.39 2421 -8.06922 <0.0001 0.81 (L)
6 31.34 7.58 28.93 2429 -8.12437 <0.0001 0.81 (L)
7 32.01 6.63 30.50 2432 -8.14505 <0.0001 0.81 (L)
8 33.90 7.49 31.16 2444 -8.22777 <0.0001 0.82 (L)
9 34.40 7.45 32.64 2447 -8.24848 <0.0001 0.82 (L)
10 34.66 7.14 32.22 2446 -8.24156 <0.0001 0.82 (L)

BFT Ordered

4 56.69 5.06 56.03 1 -8.60693 <0.0001 0.86 (L)
5 93.53 65.34 63.34 1 -8.60693 <0.0001 0.86 (L)
6 117.38 66.21 102.28 0 -8.61383 <0.0001 0.86 (L)
7 60.55 17.18 55.38 3 -8.59315 <0.0001 0.86 (L)
8 69.14 23.44 61.28 2 -8.60004 <0.0001 0.86 (L)
9 64.95 16.78 60.66 0 -8.61383 <0.0001 0.86 (L)
10 63.66 5.87 63.64 0 -8.61383 <0.0001 0.86 (L)

BFT Unordered

4 43.64 4.54 42.70 45 -8.30361 <0.0001 0.83 (L)
5 42.66 1.98 42.39 50 -8.26916 <0.0001 0.83 (L)
6 42.37 1.80 42.28 50 -8.26914 <0.0001 0.83 (L)
7 43.66 3.06 43.01 49 -8.27603 <0.0001 0.83 (L)
8 42.92 6.58 43.49 99 -7.93134 <0.0001 0.79 (M)
9 45.27 5.37 44.52 48 -8.28292 <0.0001 0.83 (L)
10 45.30 2.43 44.99 46 -8.29674 <0.0001 0.83 (L)
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Table C.6: Baseline results using SHA512 with RSA signatures. Mann-Whitney
U test against equivalent unsigned approach.

Mann-Whitney U
Approach Controllers U Z P Effect

SDBFT

1 0 -8.61385 <0.0001 0.86 (L)
2 53 -8.24846 <0.0001 0.82 (L)
3 26 -8.43459 <0.0001 0.84 (L)
4 230 -7.02840 <0.0001 0.70 (M)
5 135 -7.68319 <0.0001 0.77 (M)
6 307 -6.49743 <0.0001 0.65 (M)
7 185 -7.33847 <0.0001 0.73 (M)
8 112 -7.84172 <0.0001 0.78 (M)
9 111 -7.84861 <0.0001 0.78 (M)
10 136 -7.67627 <0.0001 0.77 (M)

BFT Ordered

4 148 -7.59354 <0.0001 0.76 (M)
5 251 -6.88348 <0.0001 0.69 (M)
6 627 -4.29140 <0.0001 0.43 (S)
7 1081 -1.16161 0.2454 0.12 (N)
8 1155 -0.65147 0.5147 0.07 (N)
9 593 -4.52579 <0.0001 0.45 (M)
10 706 -3.74679 0.00018 0.37 (M)

BFT Unordered

4 2500 -8.61385 <0.0001 0.86 (L)
5 2452 -8.28292 <0.0001 0.83 (L)
6 2450 -8.26914 <0.0001 0.83 (L)
7 2500 -8.61383 <0.0001 0.86 (L)
8 2500 -8.61383 <0.0001 0.86 (L)
9 2500 -8.61385 <0.0001 0.86 (L)
10 2402 -7.93826 <0.0001 0.79 (M)
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Table C.7: Baseline results using SHA256 with RSA signatures. Mann-Whitney
U test against equivalent unsigned approach.

Mann-Whitney U
Approach Controllers U Z P Effect

SDBFT

1 46 -8.29676 <0.0001 0.83 (L)
2 169 -7.44877 <0.0001 0.74 (M)
3 192 -7.29021 <0.0001 0.73 (M)
4 517 -5.04981 <0.0001 0.50 (M)
5 641 -4.19490 <0.0001 0.42 (S)
6 567 -4.70503 <0.0001 0.47 (S)
7 620 -4.33966 <0.0001 0.43 (S)
8 571 -4.67746 <0.0001 0.47 (S)
9 583 -4.59474 <0.0001 0.46 (S)
10 824 -2.93332 0.0034 0.29 (S)

BFT Ordered

4 162 -7.49703 <0.0001 0.75 (M)
5 198 -7.24885 <0.0001 0.72 (M)
6 396 -5.88388 <0.0001 0.59 (M)
7 1639 -2.67825 0.0074 0.27 (M)
8 1321 -0.48601 0.6270 0.05 (N)
9 578 -4.62920 <0.0001 0.46 (M)
10 732 -3.56755 0.0004 0.36 (M)

BFT Unordered

4 2500 -8.61383 <0.0001 0.86 (L)
5 2450 -8.26916 <0.0001 0.83 (L)
6 2500 -8.61383 <0.0001 0.86 (L)
7 2500 -8.61383 <0.0001 0.86 (L)
8 2447 -8.24846 <0.0001 0.82 (L)
9 2500 -8.61383 <0.0001 0.86 (L)
10 2400 -7.92447 <0.0001 0.79 9M)
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C.2 Multi-hop Path Test Results

Table C.8: Multi-hop path tests without using signatures. T-test significance test
against direct controller connection. Mean, SD and median results in milliseconds.

T-Test
Approach Hops Mean SD Median T DF P Effect

Direct

1 3.98 0.64 4.07 - - - -
2 7.44 1.23 7.36 - - - -
3 10.15 1.62 10.45 - - - -
4 14.39 1.49 14.25 - - - -
5 17.75 2.39 18.10 - - - -
6 20.14 2.57 19.9 - - - -
7 22.47 2.62 22.4 - - - -
8 25.63 3.05 25.55 - - - -
9 26.45 3.26 26.6 - - - -
10 30.36 3.34 30.9 - - - -

Simple

1 4.78 1.06 4.86 -4.57884 81.01979 <0.0001 0.92 (L)
2 9.15 1.41 9.26 -6.47428 96.17939 <0.0001 1.29 (L)
3 12.98 1.62 13.10 -8.73321 97.99922 <0.0001 1.75 (VL)
4 17.60 2.10 17.65 -8.81824 88.23011 <0.0001 1.76 (VL)
5 21.78 2.89 22.25 -7.59963 94.66134 <0.0001 1.52 (VL)
6 25.68 3.35 25.15 -9.28525 91.75634 <0.0001 1.86 (VL)
7 29.95 3.63 29.40 -11.82885 89.25281 <0.0001 2.37 (VL)
8 33.39 3.68 33.90 -11.46863 94.66938 <0.0001 2.29 (VL)
9 35.89 4.75 36.95 -11.58802 86.86495 <0.0001 2.32 (VL)
10 41.32 4.19 42.15 -14.46773 93.32191 <0.0001 2.89 (VL)

SDBFT

1 7.81 1.10 7.89 -21.25165 79.09807 <0.0001 4.25 (VL)
2 13.10 1.72 12.90 -18.93358 88.55849 <0.0001 3.79 (VL)
3 18.57 1.73 18.45 -25.10514 97.61997 <0.0001 5.02 (VL)
4 25.31 2.84 25.10 -24.10981 74.05099 <0.0001 4.82 (VL)
5 29.66 2.72 29.35 -23.27545 96.40587 <0.0001 4.66 (VL)
6 36.79 6.41 35.90 -17.05230 64.31690 <0.0001 3.41 (VL)
7 41.63 7.05 40.45 -18.02573 62.32604 <0.0001 3.61 (VL)
8 44.37 6.21 43.80 -19.15106 71.30473 <0.0001 3.83 (VL)
9 46.73 3.32 46.65 -30.79620 97.97104 <0.0001 6.16 (VL)
10 53.72 6.84 53.65 -21.70866 71.08825 <0.0001 4.34 (VL)

BFT

1 21.95 1.44 22.10 80.34816 67.76206 <0.0001 16.07 (VL)
2 36.85 1.35 36.85 114.12296 97.11770 <0.0001 22.82 (VL)
3 51.35 2.27 51.80 104.25377 88.69011 <0.0001 20.85 (VL)
4 68.02 3.26 68.50 105.81683 68.52997 <0.0001 21.16 (VL)
5 82.84 3.79 82.80 102.65045 82.58556 <0.0001 20.53 (VL)
6 95.97 3.00 96.40 135.78274 95.67701 <0.0001 27.16 (VL)
7 109.82 4.46 110.00 119.36269 79.27073 <0.0001 23.87 (VL)
8 121.86 4.99 122.00 116.44010 81.13481 <0.0001 23.29 (VL)
9 135.60 3.96 136.00 -150.42344 94.55750 <0.0001 30.08 (VL)
10 151.76 7.80 152.00 101.15677 66.34967 <0.0001 20.23 (VL)
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C.2 Multi-hop Path Test Results

Table C.9: Multi-hop path test using signatures. T-test significance test against
direct controller connection. Mean, SD and median results in milliseconds.

T-Test
Approach Hops Mean SD Median T DF P Effect

SDBFT

1 10.51 1.54 10.50 -27.68683 65.70923 <0.0001 5.54 (VL)
2 17.54 1.56 17.55 -36.04592 92.88393 <0.0001 7.21 (VL)
3 24.82 3.41 24.25 -27.49073 70.19136 <0.0001 5.50 (VL)
4 34.26 5.79 32.95 -23.49598 55.42899 <0.0001 4.70 (VL)
5 38.47 3.31 38.40 -35.91880 89.19606 <0.0001 7.18 (VL)
6 46.57 3.12 46.90 -46.23749 94.43678 <0.0001 9.25 (VL)
7 53.25 7.80 51.65 -26.46955 59.95856 <0.0001 5.29 (VL)
8 56.85 4.73 56.65 -39.24091 83.73440 <0.0001 7.85 (VL)
9 57.23 4.14 56.65 -41.28726 92.95098 <0.0001 8.26 (VL)
10 69.54 6.29 69.55 -38.89269 74.53187 <0.0001 7.78 (VL)

BFT

1 29.83 2.38 30.05 74.23714 56.16721 <0.0001 14.85 (VL)
2 52.64 2.60 53.20 111.33972 69.81660 <0.0001 22.27 (VL)
3 74.90 3.47 74.85 119.52754 69.51201 <0.0001 23.91 (VL)
4 97.24 3.70 97.15 146.90353 64.41852 <0.0001 29.38 (VL)
5 117.36 4.89 116.50 129.51607 71.17541 <0.0001 25.90 (VL)
6 139.36 5.01 140.00 149.78734 73.05438 <0.0001 29.96 (VL)
7 160.06 5.64 160.50 156.49082 69.27583 <0.0001 31.30 (VL)
8 182.36 8.92 181.50 117.52917 60.27968 <0.0001 23.51 (VL)
9 200.26 6.14 201.00 176.80821 74.65966 <0.0001 35.36 (VL)
10 223.58 8.53 223.00 149.14835 63.65559 <0.0001 29.83 (VL)

Table C.10: Multi-hop path test without using signatures. T-test significance
test comparing SDBFT to BFt-SMaRt.

T-Test
Test 1 Test 2 T DF P Effect
SDBFT 1 BFT 1 55.07926 91.52218 <0.0001 11.02 (VL)
SDBFT 2 BFT 2 76.85285 92.72016 <0.0001 15.37 (VL)
SDBFT 3 BFT 3 81.13188 91.47875 <0.0001 16.23 (VL)
SDBFT 4 BFT 4 69.89536 96.14613 <0.0001 13.98 (VL)
SDBFT 5 BFT 5 80.55168 88.83049 <0.0001 16.11 (VL)
SDBFT 6 BFT 6 59.14316 69.52158 <0.0001 11.83 (VL)
SDBFT 7 BFT 7 57.81489 82.83928 <0.0001 11.56 (VL)
SDBFT 8 BFT 8 68.79486 93.62073 <0.0001 13.76 (VL)
SDBFT 9 BFT 9 -121.62148 95.11430 <0.0001 24.32 (VL)
SDBFT 10 BFT 10 66.81835 96.34406 <0.0001 13.36 (VL)
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Table C.11: Multi-hop path test using signatures. T-test significance test com-
paring SDBFT to BFt-SMaRt.

T-Test
Test 1 Test 2 T DF P Effect
SDBFT 1 BFT 1 48.28170 83.89063 <0.0001 9.66 (VL)
SDBFT 2 BFT 2 81.99545 80.21435 <0.0001 16.40 (VL)
SDBFT 3 BFT 3 72.82507 97.96825 <0.0001 14.57 (VL)
SDBFT 4 BFT 4 64.79139 83.28631 <0.0001 12.96 (VL)
SDBFT 5 BFT 5 94.54526 86.12298 <0.0001 18.91 (VL)
SDBFT 6 BFT 6 111.14289 82.10120 <0.0001 22.23 (VL)
SDBFT 7 BFT 7 78.51023 89.24015 <0.0001 15.70 (VL)
SDBFT 8 BFT 8 87.88877 74.49681 <0.0001 17.58 (VL)
SDBFT 9 BFT 9 136.63902 85.92238 <0.0001 27.33 (VL)
SDBFT 10 BFT 10 102.73519 90.15558 <0.0001 20.55 (VL)
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SDN controllers against SDN rootkits”. In: 2017 IEEE Conference on Network Function

Virtualization and Software Defined Networks, NFV-SDN 2017 2017-January (2017),

pp. 297–302. doi: 10.1109/NFV-SDN.2017.8169856 (page 64).

[224] D. Tennenhouse and D. J. Wetherall. “Towards an Active Network Architecture”. In:

Computer Communication Review 26 (1996), pp. 5–18 (page 18).

[225] D. Tennenhouse, J. Smith, W. Sincoskie, D. Wetherall, and G. Minden. “A survey of

active network research”. In: IEEE Communications Magazine 35.1 (1997), pp. 80–86.

doi: 10.1109/35.568214 (page 18).

[226] P. Thambidurai and Y. keun Park. “Interactive consistency with multiple failure modes”.

In: Proceedings [1988] Seventh Symposium on Reliable Distributed Systems. 1988, pp. 93–

100. doi: 10.1109/RELDIS.1988.25784 (page 53).

289

https://datatracker.ietf.org/doc/html/draft-smith-opflex-00
https://datatracker.ietf.org/doc/html/draft-smith-opflex-00
https://doi.org/10.1109/EDCC.2012.32
https://doi.org/10.4300/JGME-D-12-00156.1
https://doi.org/10.4300/JGME-D-12-00156.1
https://doi.org/10.1109/NFV-SDN.2017.8169856
https://doi.org/10.1109/35.568214
https://doi.org/10.1109/RELDIS.1988.25784


REFERENCES

[227] R. J. Thomas and T. Chothia. “Learning from Vulnerabilities - Categorising, Under-

standing and Detecting Weaknesses in Industrial Control Systems”. In: Computer Se-

curity. Ed. by S. Katsikas, F. Cuppens, N. Cuppens, C. Lambrinoudakis, C. Kalloniatis,

J. Mylopoulos, A. Antón, S. Gritzalis, W. Meng, and S. Furnell. Cham: Springer Inter-

national Publishing, 2020, pp. 100–116. isbn: 978-3-030-64330-0 (page 105).

[228] R. J. Thomas, J. Gardiner, T. Chothia, E. Samanis, J. Perrett, and A. Rashid. “Catch

Me If You Can: An In-Depth Study of CVE Discovery Time and Inconsistencies for

Managing Risks in Critical Infrastructures”. In: Proceedings of the 2020 Joint Workshop

on CPS&IoT Security and Privacy. CPSIOTSEC’20. Virtual Event, USA: Association

for Computing Machinery, 2020, 49–60. isbn: 9781450380874. doi: 10.1145/3411498

.3419970. url: https://doi.org/10.1145/3411498.3419970 (page 105).

[229] A. Tootoonchian and Y. Ganjali. “HyperFlow: A Distributed Control Plane for Open-

Flow”. In: Internet Network Management Conference on Research on Enterprise Net-

working. USENIX, 2010, p. 3. url: http://dl.acm.org/citation.cfm?id=1863133

.1863136 (page 66).

[230] B. E. Ujcich, S. Jero, A. Edmundson, Q. Wang, R. Skowyra, J. Landry, A. Bates, W. H.

Sanders, C. Nita-Rotaru, and H. Okhravi. “Cross-App Poisoning in Software-Defined

Networking”. In: Proceedings of the 2018 ACM SIGSAC Conference on Computer and

Communications Security (2018), p. 16. doi: 10.1145/3243734. url: https://doi.

org/10.1145/3243734.3243759 (pages 24, 81).

[231] G. S. Veronese, M. Correia, A. N. Bessani, L. C. Lung, and P. Verissimo. “Efficient

Byzantine Fault-Tolerance”. In: IEEE Transactions on Computers 62.1 (2013), pp. 16–

30. doi: 10.1109/TC.2011.221 (page 54).

[232] A. S. Wazan, R. Laborde, F. Barrere, A. Benzekri, and D. W. Chadwick. “PKI Interop-

erability: Still an Issue? A Solution in the X.509 Realm”. In: Information Assurance and

Security Education and Training. Ed. by R. C. Dodge and L. Futcher. Berlin, Heidel-

berg: Springer Berlin Heidelberg, 2013, pp. 68–82. isbn: 978-3-642-39377-8 (page 65).

[233] J. Weekes. “Towards smarter SDN switches: revisiting the balance of intelligence in

SDN networks”. English. PhD thesis. Lancaster University, Sept. 2019. doi: 10.17635

/lancaster/thesis/727 (page 29).

290

https://doi.org/10.1145/3411498.3419970
https://doi.org/10.1145/3411498.3419970
https://doi.org/10.1145/3411498.3419970
http://dl.acm.org/citation.cfm?id=1863133.1863136
http://dl.acm.org/citation.cfm?id=1863133.1863136
https://doi.org/10.1145/3243734
https://doi.org/10.1145/3243734.3243759
https://doi.org/10.1145/3243734.3243759
https://doi.org/10.1109/TC.2011.221
https://doi.org/10.17635/lancaster/thesis/727
https://doi.org/10.17635/lancaster/thesis/727


REFERENCES

[234] J. Weekes and S. Nagaraja. “Controlling Your Neighbour’s Bandwidth for Fun and for

Profit”. In: Security Protocols XXV. Ed. by F. Stajano, J. Anderson, B. Christianson,
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