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for STAR-RIS-Enhanced Wireless-Powered MEC
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Abstract—In this paper, a novel concept called simultaneously
transmitting and reflecting RIS (STAR-RIS) is introduced into
the wireless-powered mobile edge computing (MEC) systems
to improve the efficiency of energy transfer and task offload-
ing. Compared with traditional reflecting-only RIS, STAR-RIS
extends the half-space coverage to full-space coverage by si-
multaneously transmitting and reflecting incident signals, and
also provides new degrees-of-freedom (DoFs) for manipulating
signal propagation. We aim to maximize the total computation
rate of all users, where the energy transfer time, transmit
power and CPU frequencies of users, and the configuration
design of STAR-RIS are jointly optimized. Considering the
characteristics of STAR-RIS, three operating protocols, namely
energy splitting (ES), mode switching (MS), and time splitting
(TS) are studied, respectively. For the ES protocol, based on
the penalty method, successive convex approximation (SCA), and
the linear search method, an iterative algorithm is proposed to
solve the formulated non-convex problem. Then, the proposed
algorithm for ES protocol is extended to solve the MS and
TS problems. Simulation results illustrate that the STAR-RIS
outperforms traditional reflecting/transmitting-only RI S. More
importantly, the TS protocol can achieve the largest computation
rate among the three operating protocols of STAR-RIS.

Index Terms—Wireless power transfer, mobile edge computing,
reconfigurable intelligent surface, simultaneous transmission and
reflection, resource allocation.

I. I NTRODUCTION

The wireless communication and Internet of Things (IoT)
have advanced at a remarkable pace in the past several years.
It is envisioned that the number of IoT user equipments (UEs)
will reach around 50 billion by 2030 [1]. These resource-
limited UEs will generate a large amount of data traffic and
require higher communication and computing capacities to
meet their demands. As a promising technique, mobile edge
computing (MEC) has been regarded as an alternative solution
to lift the computing capability of UEs [2].

In the MEC systems, the servers are deployed in close
proximity (e.g., access point) with UEs and UEs can offload
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partial or all computation tasks to MEC servers. In so doing,
UEs’ task execution latency and energy consumption can be
effectively reduced [3], [4]. Although the MEC can improve
the computing performance of UEs, the energy of UEs is
another bottleneck for system performance enhancement. Lim-
ited by their size, UEs can only store a finite amount of
energy. To prevent the depletion of UEs’ battery power, the
wireless power transfer (WPT) has been regarded as a thriving
technology to provide stable and controllable energy supplies
for UEs to prolong their lifetime [5]. By implementing the
energy transmitter and energy harvesting modules on the
access point (AP) and UEs respectively, UEs can harvest the
energy transmitted by the AP, and then utilize the harvested
energy to execute their computation tasks by local computing
and task offloading [6].

Note that both the MEC and WPT are implemented by
expanding the functions of the AP, which means these two
techniques can be easily integrated to facilitate the wireless-
powered MEC [7]. Such an integration brings many benefits
for the system performance enhancement. For example, when
the WPT is introduced into the MEC networks, the UEs can
obtain stable energy supplies from the AP via the WPT to
execute their tasks [8]. Meanwhile, thanks to the powerful
computation capacity of the MEC server, the task processing
time and energy consumption of UEs can be significantly
reduced by offloading tasks to the MEC server. More im-
portantly, with less task processing time, more time can be
reserved for the UEs’ energy harvesting to prolong their
lifetime [9].

However, when the wireless channels between the AP and
UEs are blocked by some static or moving obstacles, the
efficiency of the energy harvesting and task offloading in the
wireless-powered MEC will be greatly reduced. Recently, an
emerging paradigm called reconfigurable intelligent surface
(RIS) has drawn great attentions due to its capability of
smartly reconfiguring the wireless propagation environment
[10]. The RIS is a man-made and metamaterial-based planar
array consisting of a large number of reflecting elements. By
dynamically adjusting the phase shift of each element through
the smart controller attached to the RIS, the propagation of
the wireless signals incident on the RIS can be controlled
in a desirable way, such as enhancing the desired signals
or eliminating the interference [11]. Nevertheless, most of
the existing works assume that the RIS can only reflect the
incident signals, which means the transmitter and receiverhave
to be located in the same side of the RIS. To overcome this
geographical restriction, the novel concept of simultaneously
transmitting and reflecting RIS (STAR-RIS) has been proposed
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[12]–[14].
By supporting both the electric and magnetic currents,

each element of STAR-RIS can simultaneously reconfigure the
transmitted and reflected signals, and thus achieve full-space
coverage. Moreover, since both the transmission and reflection
coefficient matrices can be designed, the STAR-RIS provides
additional degrees-of-freedom (DoFs) to improve the channel
conditions. Inspired by the benefits of STAR-RIS, we propose
to introduce the STAR-RIS into the wireless-powered MEC.
However, there are still some urgent challenges to be addressed
before the STAR-RIS can be harmoniously integrated into
the wireless-powered MEC. For example, although the phase
shift problem for reflecting-only RIS has been intensively
studied in various networks [15]–[17], the proposed algorithms
cannot be directly applied to tackle the configuration problem
of STAR-RIS. This is because there are three candidate
operating protocols for STAR-RIS, namely energy splitting
(ES), mode switching (MS), and time splitting (TS) [13]. The
configuration of STAR-RIS needs to be designed according to
different operating protocols. Meanwhile, apart from the phase
shift, there are more adjustable parameters for the STAR-RIS,
i.e., the amplitude adjustments for the ES/MS protocol, and
the time allocation for the TS protocol. These parameters for
the STAR-RIS are closely coupled with the communication
and computing resource allocation for MEC as well as the
energy transfer time for WPT, which results in a highly non-
convex optimization problem. More importantly, despite the
existing studies devoted to the optimization for differentoper-
ating protocols of STAR-RIS in the downlink communications
[13], [18], the proposed algorithms is not applicable to the
UEs’ task offloading in the uplink. To be specific, when the
ES/MS protocol is employed at the STAR-RIS for the MEC
systems, the energy leakage, namely opposite-side leakage
appears, where the UEs’ uplink offloading energy is wasted
since only the transmitted/reflected signals can be received
by the AP [19]. If the TS protocol is applied by the STAR-
RIS, the UEs located in the reflection/transmission space
cannot offload task bits when the STAR-RIS operates in the
transmission/reflection mode, which results in the reduction of
offloading time. Since these operating protocols of STAR-RIS
exhibit different features, it is of great importance to compare
their performances in the wireless-powered MEC by designing
appropriate optimization algorithms.

Motivated by these observations, we investigate the STAR-
RIS-enhanced wireless-powered MEC systems in this paper
to explore the potential benefits of STAR-RIS on the uplink
task offloading and the downlink energy transfer. The main
contributions of this paper are summarized as follows.

1) We propose a novel wireless-powered MEC system
enhanced by the STAR-RIS, where the mission period is
divided into the energy transfer stage and task offloading
stage, and the STAR-RIS is deployed to assist the energy
transfer in the downlink as well as the task offloading in the
uplink. By considering the characteristics of STAR-RIS, the
total computation rate maximization problems are formulated
for all three operating protocols.

2) In the downlink energy transfer stage, the ES protocol
is employed at the STAR-RIS and the coefficient matrices

are optimized via a penalty method. Meanwhile, the energy
transfer time for the ES/MS and TS protocols is optimized by a
linear search method and the linear programming, respectively.
In the uplink task offloading stage, the coefficient matrices
optimization problems for three operating protocols of STAR-
RIS are investigated separately, where an iterative algorithm
is proposed to tackle the ES protocol and then the proposed
algorithm is extended to solve the MS and TS protocols.
Besides, the resource allocation of UEs, i.e., the transmit
power and CPU frequency allocation, is optimized based on
the successive convex approximation (SCA) technique.

3) Extensive simulation results unveil that for the three
operating protocols of STAR-RIS, the computation rate first
increases and then decreases with the growth of energy
transfer time, while the energy transfer time that results in
the maximum computation rate increases with larger mission
period. Besides, the STAR-RIS exhibits a better performance
than the conventional reflecting/transmitting-only RIS. More
importantly, among the three protocols, the TS protocol can
achieve the largest computation rate in the proposed system
since the transmit power of UEs during the task offloading
is able to be fully utilized by the AP and the interference
among UEs can be greatly reduced compared to the ES and
MS protocols.

The rest of the paper is organized as follows. Related works
are discussed in Section II. In Section III, we introduce the
system model and formulate the total computation rate maxi-
mization problems for all three operating protocols. Section
IV elaborates on the proposed algorithms for solving the
formulated problems. Some numerical results are shown in
Section V, and conclusions are finally drawn in Section VI.

II. RELATED WORK

A. Wireless-Powered MEC

Recently, the MEC networks integrated with the WPT
technique have been extensively investigated [20]–[22]. For
example, in [20], following the binary offloading policy, a
joint optimization algorithm based on the alternating direction
method of multipliers (ADMM) decomposition technique is
proposed to maximize the sum computation rate of all users
in the wireless-powered MEC, where the users can execute
their tasks via local computing or task offloading by utilizing
the harvested energy. Differently, benefit from the partialof-
floading, in [22], the AP’s energy consumption for computing
and WPT, is minimized by optimizing the energy transmit
beamforming at the AP, the CPU frequencies and the amount
of offloaded bits at the users, as well as the time allocation.
As expected, the proposed joint optimization algorithm can
significantly reduce the energy consumption of the wireless-
powered MEC systems.

However, it is worth noting that the linear energy harvesting
model is applied in the above mentioned literature, which
cannot properly model the power dependent energy harvesting
efficiency. To tackle this problem, in [23], by adopting a
practical non-linear energy harvesting model, F. Zhouet al.
compare the performances of the partial offloading and the
binary offloading in the wireless-powered MEC with the aim
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of maximizing the computation efficiency under the time divi-
sion multiple access (TDMA) and the non-orthogonal multiple
access (NOMA) protocols. Although simulation results verify
that the partial offloading outperforms the binary offloading
and NOMA outperforms TDMA in terms of computation
efficiency, the randomness of task state information (TSI) and
channel state information (CSI) is ignored. Therefore, in order
to integrating the WPT into the MEC systems with dynamic
task arrivals, F. Wanget al. [24] consider the TSI and the CSI
with predicable and additive errors following arbitrary distribu-
tion, and then propose a sliding-window based online resource
allocation design to minimize the total energy consumption
for the wireless-powered MEC system, in which there is only
one single AP that provides computing services and energy
supplies for users. Thus, aiming to fully utilize the benefits
brought by multiple APs, X. Wanget al. [25] propose a
distributed algorithm to minimize the average task completion
delay for the wireless-powered MEC networks with multiple
edge servers, where both the simulation results and theoretical
analysis demonstrate the advantages of the proposed algorithm
in terms of the task completion delay and the convergence
speed. The abovementioned literature illustrates the wireless-
powered MEC is a promising technology to improve the com-
puting capability and prolong the lifetime of UEs, but it still
requires further investigation to accommodate unprecedented
demands for high quality and ubiquitous wireless services.

B. RIS and STAR-RIS

Thanks to the favorable characteristics, RIS has received
significant attentions from both the industry and academia.
For instance, L. Mohjaziet al. [26] develop an analytical
framework for the statistical analysis of the battery recharging
time for the RIS-assisted WPT systems. Although this work
provides some design insights for assessing the sustainability
of RIS-assisted WPT systems, it only investigates the scenario
that involves a single user. For multiple users, H. Yanget
al. [27] aim to maximize the total received power by jointly
optimizing the beamformer at transmitter and the phase-shifts
at the RIS, where the user fairness is ensured by considering
each users’ individual minimum received power constraints.
Note that the data transmission is not considered in the above
mentioned literature related to RIS-assisted WPT systems.In
[28], S. Mao et al. deploy the RIS to assist the wireless-
powered MEC, where the total computation bits maximization
problem is tackled by an alternative optimization algorithm
under the energy casuality constraints of IoT devices and RIS.
From the simulation results, it can be seen that the proposed
algorithm can achieve higher total computation bits compared
to the scheme without RIS. S. Huet al. [29] also introduce
the WPT technology into the RIS-assisted secure systems and
maximize the sum-rate under the imperfect CSI by an iterative
algorithm. Since it pays attentions to the harvesting schedule
at the RIS for supporting the energy consumption of RIS
elements, the users cannot benefit from the integration of WPT
and RIS.

Despite the attractive features of RIS, the geographical
restrictions of transmitter and receiver impose difficulties on

the practical implementation, which triggers the emergence of
STAR-RIS [30]–[33]. Nowadays, the investigation of STAR-
RIS is still in its infancy. In [12], the concept of STAR-
RIS is given, where a general hardware model and two
channel models are proposed. Then, the candidate operating
protocols of STAR-RIS are investigated in [13], which shows
the advantages and disadvantages of three protocols of STAR-
RIS. Afterwards, in [18] and [34], the comparison between or-
thogonal multiple access (OMA) and non-orthogonal multiple
access (NOMA) in the STAR-RIS-aided networks is discussed.
Numerical results unveil that the integration of NOMA and
STAR-RIS significantly outperforms networks employing con-
ventional RIS and OMA. Furthermore, in [35], the STAR-RIS
is employed to assist the UAV communication system, where
the sum rate of all users is maximized by jointly optimizing the
STAR-RIS’s beamforming vectors, the UAV’s trajectory and
power allocation. Simulations shows that the STAR-RIS can
achieve higher sum rate than traditional RIS, which verifiesthe
superiority of the STAR-RIS technique. However, to the best
of our knowledge, the integration of STAR-RIS and wireless-
powered MEC has not yet been investigated in the existing
literature.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a STAR-RIS-enhanced
wireless-powered MEC system, which consists of an AP,
multiple UEs indexed byi ∈ I

∆
= {1, 2, ..., I}, and a STAR-

RIS equipped withM passive reflecting/transmitting elements
indexed bym ∈ M = {1, 2, ...,M}. According to the
location of STAR-RIS, the UE located in the transmission
space is denoted byt ∈ T , while the UE located in the
reflection space is denoted byr ∈ R. The numbers of UEs
in the reflection and transmission spaces areKr and Kt,
respectively, withKr + Kt = I, and R ∪ T = I. In our
proposed system, the UEs are equipped with wireless energy-
harvesting circuits, communication circuits and computing
processors with limited computing capabilities. In addition,
the UEs have computation tasks which involve a large amount
of task-input data measured by bits. By utilizing the harvested
energy, the UEs can execute their task-input data through local
computing and task offloading. The AP is endowed with a high
performance MEC server to help UEs compute their task-input
data. Besides, an RF energy transmitter is also embedded in
the AP to provide energy supplies for UEs with the aid of
WPT. The STAR-RIS which can simultaneously transmit and
reflect the incident signal is deployed to assist the UEs’ task
offloading and the AP’s energy transfer.

1) Channel model:Similar to [13], [34], it is assumed that
the direct communication links between the AP and the UEs
are blocked by obstacles. The downlink channel coefficients
from the AP to the STAR-RIS, and from the STAR-RIS to
the i-th UE are expressed asgAP

RIS ∈ M×1 andgRIS
i ∈ C1×M ,

respectively. The counterpart uplink channel coefficientsare
given by hAP

RIS ∈ C
M×1 and hRIS

i ∈ C
1×M . Besides, we

suppose that the perfect channel state information of all



IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. XX, NO. XX, XX 2023 4

Reflection

space

Transmission

space

STAR-RIS

UE 1
...

UE r

UE t

UE I

AP

Energy transfer

Task offloading

...

Fig. 1. The STAR-RIS-enhanced wireless-powered MEC system.

channels is available at the AP through the advanced channel
estimation technologies1.

Different from the conventional RIS with non-magnetic
elements, by introducing the equivalent surface electric and
magnetic currents into the model, the transmitted and reflected
signals can be equivalently treated as waves radiated from the
time-varying surface equivalent electric currents and magnetic
currents. Then, by adjusting the transmission and reflection
coefficients which are related to the surface impedances, both
the transmitted and reflected signals can be reconfigured to
realize the full-space coverage. There are three protocols
for operating the STAR-RIS in the wireless-powered MEC,
i.e., ES, MS, and TS [13], [32]. To be more specific, for
the ES protocol during the task offloading, all elements
work in the simultaneous transmission and reflection mode.
Denoting the amplitude adjustments of them-th element
for reflection and transmission asβUm,r and βUm,t, we have
βUm,r + βUm,t = 1 and βUm,r, β

U
m,t ∈ [0, 1]. Note that for

the ES protocol, the incident signals from UEs are divided
into reflected and transmitted signals by the STAR-RIS,
and the AP can only receive the transmitted or reflected
signals. Thus, the uplink offloading energy for UEs located
in the transmission/reflection space will be leaked to the
reflection/transmission side, i.e., the opposite-side leakage
appears, which results in the waste of UEs’ offloading energy.
Besides, the phase shifts of them-th element for reflection
and transmission can be given byθUm,r and θUm,t, with
θUm,r, θ

U
m,t ∈ [0, 2π). Thus, the reflection- and transmission-

coefficient matrices of the STAR-RIS can be given byuUr,ES =

diag
(√

βU1,re
jθU1,r ,

√

βU2,re
jθU2,r , ...,

√

βUM,re
jθUM,r

)

and

uUt,ES = diag
(√

βU1,te
jθU1,t ,

√

βU2,te
jθU2,t , ...,

√

βUM,te
jθUM,t

)

.

For the MS protocol, each element of the STAR-RIS can be
operated either in reflection mode or transmission mode. Thus,

1For the TS protocol, the CSI of users located in the transmission/reflection
space can be consecutively acquired using the channel estimation methods
designed for conventional RISs [36], [37]. For the ES and MS protocols, the
CSI can be collected according to the methods proposed in [38]. Besides, the
energy consumption of UEs for the CSI acquisition is ignoredsince it is often
trivial compared with the energy consumption for task offloading.

Energy transfer Task offloading
Edge Computing and 

result downloading

ES/MS

TS
r
t

t
t

0t

0T t-

0»

T

Fig. 2. The time allocation for UEs in the STAR-RIS-enhancedwireless-
powered MEC.

there are binary constraints for the amplitude adjustments, i.e.,
βUm,r + βUm,t = 1 with βUm,r, β

U
m,t ∈ {0, 1}. Similar to the ES

protocol, the coefficient matrices of MS protocol for STAR-
RIS during the task offloading can be expressed asuUr,MS =

diag
(√

βU1,re
jθU1,r ,

√

βU2,re
jθU2,r , ...,

√

βUM,re
jθUM,r

)

and

uUt,MS = diag
(√

βU1,te
jθU1,t ,

√

βU2,te
jθU2,t , ...,

√

βUM,te
jθUM,t

)

.

For the TS protocol, all elements of the STAR-RIS work
in the same mode (i.e., reflection or transmission mode).
Denote the reflection time and transmission time asτr and
τt, respectively. By optimizingτr and τt, the STAR-RIS can
sequentially switch all elements of STAR-RIS to assist the
task offloading of UEs that are located in the reflection and
transmission spaces, and hence achieve full-space coverage.
Nevertheless, it can be found that the UEs located in the
reflection/transmission space cannot offload task bits whenthe
STAR-RIS operates in the transmission/reflection mode, which
results in the reduction of offloading time of UEs. The coef-
ficient matrices of TS protocol for reflection and transmission
modes are given byuUr,TS = diag

(

ejθ
U
1,r , ejθ

U
2,r , ..., ejθ

U
M,r

)

anduUt,TS = diag
(

ejθ
U
1,t , ejθ

U
2,t , ..., ejθ

U
M,t

)

.

With the coefficient matrices of STAR-RIS, the combined
uplink channel between UEi and the AP can be expressed
as hUi = hRIS

i uUk,XhAP
RIS, where k ∈ {r, t} represents the

operating mode andX ∈ {ES,MS,TS} indicates the em-
ployed STAR-RIS operating protocol. If UEi is located in
the reflection space,k = r. Otherwise,k = t.

2) Energy transfer and task offloading:As illustrated in
Fig. 2, the mission periodT is divided into three stages, i.e.,
the downlink energy transfer stage, the uplink task offloading
stage, and the edge computing and result downloading
stage. Specifically, in the first stage, the time allocated to
the energy transfer isτ0. In order to ensure all UEs in
the transmission and reflection spaces can fairly harvest
energy, we suppose that the ES protocol is employed at the
STAR-RIS for the WPT. Moreover, the process of energy
transfer can be regarded as a special multicast transmission.
In this case, the ES protocol is appealing since it can
make full use of the entire available communication time
and allows the UEs to harvest energy all through the first
stage [13]. Thus, the coefficient matrices of STAR-RIS in
the downlink energy transfer can be given byuDr,ES =

diag
(√

βD1,re
jθD1,r ,

√

βD2,re
jθD2,r , ...,

√

βDM,re
jθDM,r

)

and

uDt,ES = diag
(√

βD1,te
jθD1,t ,

√

βD2,te
jθD2,t , ...,

√

βDM,te
jθDM,t

)

.
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Similarly, the combined downlink channel between UEi and
the AP can be given byhDi = gRIS

i uDk,ESg
AP
RIS, k ∈ {r, t}.

During the energy transfer stage, the transmit power of
the AP is denoted asP0. According to the non-linear energy
harvesting model [29], [39], the harvested energy of UEi in
the first stage can be modeled as

Ehar
i

(

τ0,
∣

∣hDi
∣

∣

2
)

=
τ0ξi

1+exp
(

−ai

(

P0

∣

∣hDi
∣

∣

2
−bi

))−
τ0ψi

exp (aibi)
,

(1)
where ξi = ψi (1 + exp (aibi))/exp (aibi). ai and bi are
constants of UEi related to the detailed circuit specifications
such as the resistance, capacitance, and diode turn-on voltage.
ψi represents the maximum harvested power at UEi when the
circuit is saturated.

In the task offloading stage, the power-domain NOMA is
applied and the system bandwidth is denoted asB. Since
the size of computing result is often trivial compared with
that of the original tasks and the computing capacity of MEC
server is ultra-high, the time for edge computing and result
downloading can be ignored [28]. Thus, the offloading time of
UEs for the ES/MS protocol can be given byT−τ0. While for
the TS protocol, the offloading time of UEi can be expressed
as

τi,k =

{

τr, if UE i is located in the reflection space;
τt, if UE i is located in the transmission space.

(2)
Then, denoting the transmit power of UEi and the noise power
aspi andσ2, respectively, the amount of offloading task bits
of UE i for the ES/MS protocol can be expressed as

Loff
ES/MS,i = (T − τ0)B log

(

1 +
pi
∣

∣hUi
∣

∣

2

∑I
j 6=i pj

∣

∣hUi
∣

∣

2
+ σ2

)

.

(3)
Correspondingly, if the TS protocol is employed at the

STAR-RIS, the amount of offloading task bits of UEi can
be given by2

Loff
TS,i = τi,kB log

(

1 +
pi
∣

∣hUi
∣

∣

2

∑I
j 6=i pj

∣

∣hUi
∣

∣

2
+ σ2

)

. (4)

3) Energy consumption model:Benefitting from the partial
offloading scheme, the UEs’ task-input bits can be arbitrarily
divided to facilitate parallel computing at UEs and at the AP.
Therefore, the energy consumption of UEs consists of the en-
ergy consumed by task offloading and local computing. Since
the offloading time is different for ES/MS and TS protocols,
the offloading energy consumption of UEi in ES/MS can
be given bypi (T − τ0). While for TS, the offloading energy
consumption of UEi can be expressed aspiτi,k.

For the local computing, the dynamic voltage and frequency
scaling (DVFS) model is adopted to express the UEs’ energy
consumption [40], [41]. Denote the CPU frequency of UEi as

2Note that the beamforming is not considered in the uplink since each UE
is equipped with one single antenna. When the UEs are implemented by the
antenna arrays, each antenna’s transmit power can be successively optimized
by our solution. More sophisticated uplink beamforming design for the MIMO
systems is an interesting topic for our future work.

fi. Hence, the energy consumption of UEi for local computing
can be given by

Ecom
i = κ (T − τ0) f

3
i , (5)

whereκ is the effective capacitance coefficient that depends
on the processor’ s chip architecture.

In addition, the amount of task bits that is computed locally
at UE i can be given by

Lloc
i =

fi (T − τ0)

Ci
, (6)

whereCi is the CPU cycles required for computing 1-bit of
task-input data.

B. Problem Formulation

In this paper, we aim to maximize the total computation rate
of all UEs in the STAR-RIS-enhanced wireless-powered MEC
system by jointly optimizing the energy transfer time, transmit
power and CPU frequencies of UEs, and the configuration
design of the STAR-RIS. Based on the characteristics of
STAR-RIS, the computation rate maximization problems are
formulated for all three operating protocols.

1) Problem Formulation for ES/MS Protocol:The compu-
tation rate maximization problems for the ES/MS protocol can
be formulated as

max
z

I
∑

i=1

(

Lloc
i + Loff

ES/MS,i

)

(7a)

s.t.κ (T−τ0) f
3
i +pi (T − τ0) ≤ Ehar

i

(

τ0,
∣

∣hDi
∣

∣

2
)

, ∀i ∈ I,

(7b)

fi ≤ Fmax, ∀i ∈ I, (7c)

pi ≤ Pmax, ∀i ∈ I, (7d)

τ0 ≤ T, (7e)
∥

∥θnm,k
∥

∥ = 1, ∀m ∈M,k ∈ {r, t}, n ∈ {D,U}, (7f)

βnm,t + βnm,r = 1, ∀m ∈M,n ∈ {D,U}, (7g)

0 ≤ βnm,t, β
n
m,r ≤ 1, ∀m ∈M,n ∈ {D,U}, (7h)

βUm,t, β
U
m,r ∈ {0, 1}, ∀m ∈M (only valid for MS), (7i)

wherez =
{

τ0, fi, pi,u
D
k,ES,u

U
k,ES/MS

}

. Fmax andPmax are
the UEs’ maximum transmit power and CPU frequency, re-
spectively. Constraint (7b) represents the energy consumption
of UE i should be less than the harvested energy from the AP.
Constraints (7e) is the feasible set of STAR-RIS’s phase shift.
(7f) and (7g) are the energy conservation constraints of STAR-
RIS. (7i) indicates the binary constraint for each element of
STAR-RIS and it is only valid for MS protocol. Note that for
the ES protocol, whenβUm,t, β

U
m,r ∈ {0, 1}, it is equivalent

to the MS protocol. Thus, from the mathematical perspective,
the MS protocol can be regarded as a special case of the ES
protocol.

2) Problem Formulation for TS Protocol:Since the amount
of task bits that is computed locally at UEi is irrelevant
to the operating protocols of STAR-RIS, we use the same
indicatorLloc

i in problems (7) and (8) for brevity. The amount
of offloading task bits of UEi under the TS protocol is given
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by Loff
TS,i. Thus, the computation rate maximization problem

for the TS protocol can be formulated as

max
z

I
∑

i=1

(

Lloc
i + Loff

TS,i

)

(8a)

s.t.κ (T − τ0) f
3
i + piτi,k ≤ Ehar

i

(

τ0,
∣

∣hDi
∣

∣

2
)

, ∀i ∈ I, (8b)

fi ≤ Fmax, ∀i ∈ I, (8c)

pi ≤ Pmax, ∀i ∈ I, (8d)
∥

∥θnm,k
∥

∥ = 1,m ∈ M, k ∈ {r, t}, n ∈ {D,U}, (8e)

βDm,t + βDm,r = 1,m ∈ M, (8f)

0 ≤ βDm,t, β
D
m,r ≤ 1,m ∈ M, (8g)

τ0 + τt + τr ≤ T, (8h)

where z =
{

τ0, τr, τt, fi, pi,u
D
k,ES,u

U
k,TS

}

. Different from
ES/MS, there is no uplink energy conservation constraint in
TS since all elements of STAR-RIS operate in the same mode,
i.e., either transmission or reflection. Constraint (8h) indicates
the sum of energy transfer time, the reflection and transmission
time of STAR-RIS must be less than the mission period.

IV. SOLUTION TO COMPUTATION RATE MAXIMIZATION

PROBLEMS

In order to tackle the computation rate maximization prob-
lems in the STAR-RIS-enhanced wireless-powered MEC sys-
tem for all three operating protocols, in this section, we first
propose an iterative algorithm for the ES protocol based on
the SCA technique. Then, the proposed algorithm is extended
to solve the computation rate maximization problems for the
MS and TS protocols.

A. Solution to the ES Protocol

Due to the highly-coupled variables and the non-convex
objective function, it is difficult to find the globally optimal
solution in polynomial time for problem (7) with ES protocol.

Remark 1: It can be observed that for any specific energy
transfer timeτ0, the maximum computation rate can be ob-
tained by optimizing{pi, fi} and

{

uDk,ES,u
U
k,ES

}

. Inspired by
this observation, problem (7) with ES protocol can be decom-
posed into two subproblems, namely, the resource allocation of
UEs and the coefficient matrices optimization for STAR-RIS.
Besides, we also note that the optimal energy transfer time
τ0

∗ cannot be obtained in advance. Fortunately, problem (7)
with ES protocol only involves a single continuous variable
τ0. Therefore, the linear search method can be executed to
obtain the optimal energy transfer timeτ0∗.

1) Resource allocation of UEs:When the energy trans-
fer time τ0 and the coefficient matrices of STAR-RIS
{

uDk,ES,u
U
k,ES

}

are given, problem (7) with ES protocol can
be reformulated as

max
pi,fi

I
∑

i=1

(

Lloc
i + Loff

ES,i

)

(9a)

s.t.(7b)− (7d). (9b)

Algorithm 1 Resource allocation algorithm for solving prob-
lem (9) with ES protocol

1. Initialize the vectorpi(0) and fi
(0), and set the

iterative numberl = 0;

2. while

∣

∣

∣

∣

∑I
i=1

(

Lloc
i + Loff

ES,i

)(l+1)

−
∑I

i=1

(

Lloc
i + Loff

ES,i

)(l)
∣

∣

∣

∣

≥ ε do

3. CalculateR̃(l)
i based on (11);

4. Solve the convex problem (12) to obtainpi(l+1)

andfi
(l+1);

5. Update the iterative indexl = l + 1;
6. end while

To tackle the non-convex objective function in (9), we first
defineRi = log

(

∑I
j 6=i pj

∣

∣hUj
∣

∣

2
+ σ2

)

and thusLoff
ES,i can be

written as

Loff
ES,i = (T − τ0)B

(

log

(

I
∑

i=1

pi
∣

∣hUi
∣

∣

2
+ σ2

)

−Ri

)

.

(10)
By taking the first-order Taylor expansion ofRi with respect

to pj , we have

Ri ≤ log

(

I
∑

j 6=i

pj
(l)
∣

∣hUj
∣

∣

2
+ σ2

)

+
I
∑

j 6=i

|hU
j |

2

ln 2
(

∑

I
j 6=i pj

(l)|hU
j |

2
+σ2

)

(

pj − pj
(l)
)

= R̃i,

(11)

wherepj(l) is the transmit power of UEj at thel-th iteration.
Then, by replacingRi in (10) with R̃i, during the l-th

iteration, problem (9) can be approximated as

max
pi,fi

I
∑

i=1

(T − τ0)B

(

log

(

I
∑

i=1

pi
∣

∣hUi
∣

∣

2
+ σ2

)

− R̃i

)

+

I
∑

i=1

fi (T − τ0)

Ci
(12a)

s.t.(7b)− (7d). (12b)

We find that the objective function of (12) is concave
with respect tofi andpi. Besides, constraint (7b) is convex,
and (7c) as well as (7d) are linear. Thus, problem (12) is a
convex optimization problem, which can be solved efficiently
by standard solvers, such as the CVX [42]. Then, based on the
SCA technique, by iteratively updatingpi andfi via solving
the convex problem (12) until convergence, the solution to
problem (9) can be obtained. Thus, the resource allocation
algorithm for solving problem (9) with ES protocol can be
summarized as Algorithm 1.

2) Coefficient Matrices Optimization for STAR-RIS:With
given τ0, pi and fi, problem (7) with ES protocol can be
transformed into

max
uU

k,ES,u
D
k,ES

I
∑

i=1

Loff
ES,i (13a)

s.t.(7b), (7e)− (7g). (13b)
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It can be observed that problem (13) is non-convex and
challenging to be solved directly. In order to transform it into
a more tractable form, we first definehi = diag(hRIS

i )hAP
RIS ∈

CM×M , Hi = hih
H
i , andVU

k = uUk,ES

(

uUk,ES

)H

∈ CM×M .
Thus, the uplink channel gain between UEi and AP can

be expressed as
∣

∣hUi
∣

∣

2
=
∣

∣

∣
hRIS
i uUk,ESh

AP
RIS

∣

∣

∣

2

= Tr(VU
k Hi).

Similarly, in the downlink,
∣

∣hDi
∣

∣

2
=
∣

∣

∣
gRIS
i uDk,ESg

AP
RIS

∣

∣

∣

2

=

Tr(VD
k Gi), whereVD

k = uDk,ES

(

uDk,ES

)H

∈ CM×M , Gi =

gig
H
i , andgi = diag(gRIS

i )gAP
RIS ∈ CM×M .

Theorem 1: When the optimal solution to problem (14)
with ES protocol is obtained, constraint (14b) must hold with
equality, i.e.,

κ (T − τ0) f
3
i + pi (T − τ0) = Ehar

i

(

τ0,Tr(V
D
k Hi)

)

. (14)

Proof: The theorem can be proved by contradiction. Assume
that the optimal solution to problem (14) with ES proto-
col is

{

τ0
∗, fi

∗, pi
∗,uDk,ES

∗
,uUk,ES/MS

∗
}

. If κ (T − τ0) f
3
i +

pi (T − τ0) < Ehar
i

(

τ0,Tr(V
D
k Hi)

)

, then the following
actions can be taken: 1) reduce the energy transfer time
τ0

∗, and/or 2) increase the local computing frequencyf∗
i ,

and/or 3) increase the transmit powerp∗i without violating
the other constraints, to further increase the computationrate.
Therefore, the assumed optimal solution is not optimal. Thus,
the conclusion in Theorem 1 is proved. �

According to Theorem 1, the penalty method can be applied
to ensure the equality of (7b) and optimize the downlink
coefficient matrices of STAR-RIS. To this end, constraint (7b)
is transformed into a penalty term added to the objective
function. Thus, problem (13) can be transformed into

max
uD

k,ES,u
U
k,ES

I
∑

i=1

(T − τ0)B log(1 +
piTr(V

U
k Hi)

∑I
j 6=i pjTr(V

U
k Hj) + σ2

)

+

I
∑

i=1

µ
(

κ (T−τ0) f
3
i +pi (T − τ0)− Ehar

i

(

τ0,Tr(V
D
k Hi)

))

(15a)

s.t.rank (Vn
k ) = 1, n ∈ {D,U} , k ∈ {r, t} , (15b)

(7e)− (7g), (15c)

whereµ is the penalty factor.µ is chosen as a large positive
constant, which can force the penalty term to be equal to zero
and then obtain the optimal downlink coefficient matrices of
STAR-RIS.

Problem (15) is still non-convex due to the objec-
tive function and constraint (15b). To tackle the non-
convex objective function of (15), the auxiliary vari-
ables Ai, Bi, and zi are introduced, with 1/Ai ≤
Tr
(

VU
k Hi

)

pi, Bi ≥
∑I
j 6=i Tr

(

VU
k Hj

)

pj + σ2, and zi ≥

exp
(

−ai
(

P0Tr(V
D
k Hi)− bi

))

. Then, the objective function
of problem (15) can be written as

I
∑

i=1

(T − τ0)B log
(

1 + 1
AiBi

)

+
I
∑

i=1

µκ (T − τ0) f
3
i

+
I
∑

i=1

µ
(

pi (T − τ0)− τ0

(

ξi
1+zi

− ψi

exp(aibi)

))

(16)

By taking the first-order Taylor expansion oflog (1 + 1/AiBi)
with respect toAi andBi, we have

log
(

1 + 1
AiBi

)

≥ log
(

1 + 1
Ai

(l)Bi
(l)

)

−
log(e)(Ai−A

(l)
i

)

A
(l)
i

(1+Ai
(l)Bi

(l))

−
log(e)(Bi−B

(l)
i )

B
(l)
i

(1+Ai
(l)Bi

(l))
= R̂i,

(17)
whereA(l)

i andB(l)
i are local points ofAi andBi at the l-

th iteration. For the term1/(1 + zi), by executing the same
transformation, we have

1

1 + zi
≥

1

1 + z
(l)
i

−
1

(

1 + z
(l)
i

)2

(

zi − z
(l)
i

)

= Ẑi (18)

Thus, the non-convex objective function of (15) can be ap-
proximated as
∑I

i=1 (T − τ0)BR̂i

+
I
∑

i=1

µ
(

κ (T−τ0) f
3
i +pi (T − τ0)−τ0

(

ξiẐi−
ψi

exp(aibi)

))

.

(19)
Theorem 2: The constraint (15b), i.e.,rank(Vn

k )= 1, can
be approximated byTr(Vn

k ) − γ(Vn
k , (V

n
k )
l) ≤ ε, where

γ(Vn
k , (V

n
k )
l) = ‖Vn

k‖s+
〈(

Vn
k − (Vn

k )
l
)

, ∂Vn
k
‖Vn

k‖s

〉

and
ε is a positive threshold.

Proof: Denote them-th largest singular value ofVn
k as

ρm (Vn
k ). Thus, we haveTr(Vn

k ) =
∑M

m=1 ρm (Vn
k ) and

‖Vn
k‖s = ρ1 (V

n
k ), where ‖Vn

k‖s represents the spectral
norm of Vn

k . When the rank-one constraint is satisfied with
ρ1 (V

n
k ) > 0 and ρm (Vn

k ) = 0,m 6= 1, the rank-one
constraint can be transformed into

Tr (Vn
k )− ‖Vn

k‖s = 0. (20)

At the l-th iteration, a lower-bound of‖Vn
k‖s cam be given

by

γ(Vn
k , (V

n
k )
l) = ‖Vn

k‖s +
〈(

Vn
k − (Vn

k )
l
)

, ∂Vn
k
‖Vn

k‖s

〉

.

(21)
Thus, (15b) can be approximated byTr(Vn

k ) −
γ(Vn

k , (V
n
k )
l) ≤ ε. Theorem 2 is proved. �

Based on Theorem 2, the rank one constraint (15b) can be
tackled by its approximated form [16], [29]. Thus, problem
(15) is reformulated as

max
uD

k,ES,u
U
k,ES,Ai,Bi,zi

∑I

i=1
(T − τ0)BR̂i (22a)

+

I
∑

i=1

µ

(

κ (T−τ0) f
3
i +pi (T−τ0)−τ0(ξiẐi−

ψi
exp (aibi)

)

)

s.t.
1

Ai
≤ Tr(VU

k Hi)pi, k ∈ {r, t} , ∀i ∈ I, (22b)

Bi ≥

I
∑

j 6=i

Tr(VU
k Hj)pj + σ2, k ∈ {r, t} , ∀i ∈ I, (22c)

zi ≥ exp
(

−ai
(

P0Tr(V
D
k Hi)− bi

))

, k ∈ {r, t} , ∀i ∈ I,
(22d)

Tr(Vn
k )−γ(V

n
k , (V

n
k )
l)≤ε, n ∈ {D,U}, k ∈ {r, t} . (22e)

It can be found that problem (22) is a standard convex
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Algorithm 2 The SCA-based algorithm for solving problem
(13) with ES protocol

1. Initialize uDk,ES

(0)
, uUk,ES

(0)
, Ai

(0), Bi
(0),and zi(0),

and set the iterative numberl = 0;

2. while

∣

∣

∣

∣

∑I
i=1 L

off
ES,i

(l+1)
−
∑I
i=1 L

off
ES,i

(l)
∣

∣

∣

∣

≥ ε do

3. CalculateR̂(l)
i , Ẑ(l)

i , andγ(Vn
k , (V

n
k )
l) based on

(17), (18), and (21), respectively;
4. Solve the convex optimization problem (22) to

obtain uDk,ES

(l+1)
, uUk,ES

(l+1)
, Ai

(l+1), Bi
(l+1),

andzi(l+1);
5. Update the iterative indexl = l + 1;
6. end while

Algorithm 3 Proposed algorithm to solve problem (7) for ES
with specific energy transfer timeτ0

1. Initialize pi(0), fi
(0),uDk,ES

(0)
, uUk,ES

(0)
, and set the

iterative numbert = 1;
2. repeat :
3. Solve the resource allocation problem (9) to obtain

pi
(t) andfi

(t) by Algorithm 1;
4. Solve the coefficient matrices optimization prob-

lem (13) to obtainuDk,ES

(t)
anduUk,ES

(t)
by Algo-

rithm 2;
5. CalculateLES

sum(t) =
∑I
i=1

(

Lloc
i + Loff

ES,i

)

;
6. Update the iterative indext = t+ 1;
7. Until t > Nmax or

∣

∣LES
sum(t+ 1)− LES

sum(t)
∣

∣ ≤ δ
8. Output the resource allocation and coefficient matri-

ces optimization result
{

pi
∗, fi

∗,uDk,ES

∗
,uUk,ES

∗
}

.

semidefinite program (SDP) and can be solved via classic
convex optimization toolboxes, such as the SDP solver in CVX
[43]. By iteratively updatingAi, Bi, zi and Vn

k via solving
the convex problem (22) until convergence, the solution to
problem (13) can be achieved and the coefficient matrices of
STAR-RIS in both uplink and downlink can be obtained. The
proposed SCA-based algorithm for solving problem (13) can
be summarized as Algorithm 2.

For the given energy transfer timeτ0, the proposed algo-
rithm to solve problem (7) with ES protocol can be outlined
in Algorithm 3. The initial point of Algorithm 3 can be found
by observations. For example, we can setp

(0)
i = 0, f

(0)
i =0,

θnm,k
(0) = 0, andβnm,t

(0) = βnm,r
(0) = 0.5, which satisfy all

constraints in problem (7) for the ES protocol.
Remark 2: Since problem (7) with ES protocol only

involves a single continuous variableτ0, the linear search
method can be used to obtain the optimal energy transfer time
τ∗0 [32], [44]. To be specific, within the interval(0, T ), τ0 is
updated with a small step size∆ 3. With given τ0, we solve
the total computation rate maximization problems with ES pro-
tocol by Algorithm 3 and obtain

{

pi
∗, fi

∗,uDk,ES

∗
,uUk,ES

∗
}

.
By examining all the discrete values ofτ0, the maximum

3Note that the complexity of proposed algorithm will be affected by∆. In
our future work, we would like to design a linear search method with adaptive
step size to further reduce the computational complexity

Algorithm 4 Joint resource allocation and coefficient matrices
optimization algorithm for ES protocol

1. Initialize the step size∆ as a small number andτ0=0;
2. while τ0 ≤ T do:
3. Run Algorithm 3 to obtainpi∗, fi

∗,uDk,ES

∗
, and

uUk,ES

∗
;

4. Denote the objective function of (7) asLES
sum(τ0);

5. Updateτ0 = τ0 +∆;
6. end while;
7. Output τ∗0 = argmaxτ0L

ES
sum(τ0) and the corre-

sponding resource allocation and coefficient matri-
ces optimization result

{

pi
∗, fi

∗,uDk,ES

∗
,uUk,ES

∗
}

for
problem (7) with ES protocol.

computation rate and the optimal solution for problem (7) with
ES protocol can be obtained with desired accuracy.

Based on Remark 2, the proposed joint resource allocation
and coefficient matrices optimization algorithm for solving
problem (7) with ES protocol is outlined in Algorithm 4.

B. Solution to the MS Protocol

Compared to the ES protocol, problem (7) with the MS
protocol is a mixed-integer non-convex optimization problem
due to the binary constraint (7i). To tackle this problem, the
binary constraint is equivalently transformed into an equality,
i.e.,

βUm,k
(

βUm,k − 1
)

= 0. (23)

By further adding the equality constraint (22) as another
penalty term into the objective function, problem (7) with MS
protocol can be transformed into

max
z

I
∑

i=1

(

Lloc
i + Loff

MS,i

)

+

M
∑

m=1

∑

k∈{r,t}

ν
(

βUm,k
(

βUm,k − 1
))

(24a)

s.t.(7b)− (7g), (24b)

where ν is a positive penalty factor. Similar to the method
for ES protocol, with givenτ0, the problem is decomposed
into two subproblems, namely, the resource allocation of UEs
and the coefficient matrices optimization for STAR-RIS with
the MS protocol. To be more specific, for the subproblem
of resource allocation of UEs, it can be solved by a similar
method to the ES protocol. While for the subproblem of
coefficient matrices optimization for MS protocol, since the
penalty term aboutβUm,k renders the objective function non-
convex, the Taylor expansion is exploited again to obtain the
lower convex bound of the penalty term at thel-th iteration,
i.e.,

βUm,k
(

βUm,k − 1
)

≥
(

2βUm,k
(l)

− 1
)

βUm,k −
(

βUm,k
)2
. (25)

Thus, the subproblem of coefficient matrices optimization
for MS protocol during thel-th iteration can be reformulated
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Algorithm 5 Proposed algorithm to solve problem (7) with
MS protocol

1. Initialize the variablespi(0), fi
(0),uDk,ES

(0)
, uUk,MS

(0)
,

the small step∆, and setτ0 = 0;
2. repeat : Outer loop
3. Set the energy transfer timeτ0 = τ0 +∆ and the

iteration numbert = 0;
4. repeat : Inner loop
5. Solve the resource allocation problem for MS

to obtainpi(t) andfi
(t);

6. Solve the coefficient matrices optimization prob-
lem for MS to obtainuDk,ES

(t)
anduUk,MS

(t)
;

7. CalculateLMS
sum((t)) =

∑I
i=1

(

Lloc
i + Loff

MS,i

)

;
8. Update the iterative indext = t+ 1;
9. Until t > Nmax or

∣

∣LMS
sum(t+ 1)− LMS

sum(t)
∣

∣ ≤ δ;
10. UpdateL(τ0) = LMS

sum((t+ 1));
11. Until : τ0 > T ;
12. Output : τ∗0 = argmaxτ0(L(τ0)) and

the corresponding solution to resource
allocation and coefficient matrices optimization
{

pi
∗, fi

∗,uDk,ES

∗
,uUk,MS

∗
}

.

as

max
uU

k,MS,u
D
k,ES,Ai,Bi,zi

I
∑

i=1

(T − τ0)BR̂i

+
I
∑

i=1

µ

(

κ (T−τ0) f
3
i +pi (T−τ0)−τ0

(

ξiẐi−
ψi

exp (aibi)

))

+
M
∑

m=1

∑

k∈{r,t}

ν
((

2βUm,k
(l)

− 1
)

βUm,k −
(

βUm,k
)2
)

(26a)

s.t.(22b)− (22e). (26b)

which is a standard convex problem.
By iteratively solving the subproblems of UEs’ resource

allocation and the coefficient matrices optimization for STAR-
RIS with MS protocol, the computation rate maximization
problem with given energy transfer timeτ0 can be handled
effectively. Then, by exploiting the linear search method,the
optimal energy transfer timeτ∗0 and the corresponding solution
to problem (7) with MS protocol can be finally obtained. The
proposed algorithm for solving problem (7) with MS protocol
is outlined in Algorithm 5.

C. Solution to the TS Protocol

To solve the total computation rate maximization problem
for the TS protocol, problem (8) is decomposed into three
subproblems, i.e., the time allocation, the resource allocation
of UEs, and the coefficient matrices optimization for STAR-
RIS.

Remark 3: When the TS protocol is employed at the STAR-
RIS during the task offloading, all elements work either in
the transmission mode or the reflection mode depending on
the transmission and reflection time allocation. Specifically,
when the elements of STAR-RIS work in the transmission

mode,βUm,t = 1, βUm,r = 0. Otherwise,βUm,t = 0, βUm,r = 1.
Thus, there is no need to optimizeβUm,k for the TS protocol.
Nevertheless, the time allocation for the TS protocol is more
complex compared with the ES/MS protocol, since the time
allocated to the energy transfer, the reflection and transmis-
sion modes need to be jointly considered. To overcome this
difficulty, we first define

A =

[

−
l
∑

i=1

fi
Ci

Kr
∑

r=1
B log

(

1 +
pr|hU

r |
2

∑Kr
j 6=r

pj|hU
j |

2
+σ2

)

Kt
∑

t=1
B log

(

1 +
pt|hU

t |
2

∑Kt
j 6=t

pj|hU
j |

2
+σ2

)]

,

(27)

C =







−κf3
r − ηP0

∣

∣hDr
∣

∣

2
pr 0

−κf3
t − ηP0

∣

∣hDt
∣

∣

2
0 pt

1 1 1






, (28)

D =
[

−κTf3
r −κTf3

t T
]H
. (29)

Therefore, for problem (8), when the results for resource
allocation of UEs{pi, fi} and the coefficient matrices opti-

mization of STAR-RIS
{

uDk,ES,u
U
k,TS

}

are given, the time
allocation problem for the TS protocol can be expressed as

max
Λ

AΛ (30a)

s.t.CΛ ≤ D, (30b)

Λ ≥ 0, (30c)

whereΛ = [τ0 τr τt]
H . (30) is a standard linear program-

ming (LP) problem and can be easily solved.

Then, with given time allocationΛ and the coefficient
matrices of STAR-RIS

{

uDk,ES,u
U
k,TS

}

, the subproblem of
UEs’ resource allocation for the TS protocol can be formulated
as

max
pi,fi

I
∑

i=1

(

Lloc
i + Loff

TS,i

)

(31a)

s.t.(8b)− (8d). (31b)

With given time allocationΛ and the resource allocation of
UEs{pi, fi}, the subproblem of coefficient matrices optimiza-
tion for STAR-RIS with the TS protocol can be formulated as

max
uU

k,TS,u
D
k,ES

I
∑

i=1

Loff
TS,i (32a)

s.t.(8b), (8e)− (8g). (32b)

It can be found that the subproblems of resource allocation
of UEs and the coefficient matrices optimization for STAR-
RIS with TS protocol have similar structures to the correspond-
ing subproblems (9) and (13) with ES protocol. Therefore,
subproblems (31) and (32) can be handled by a similar method
to the ES protocol. By iteratively solving subproblems (30)-
(32), problem (8) for TS protocol can be solved effectively.
Thus, the proposed algorithm for the total computation rate
maximization problem with TS protocol can be outlined in
Algorithm 6.
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Algorithm 6 Proposed algorithm for solving problem (8) with
TS protocol

1. Initialize the vector Λ(0),pi(0), fi
(0),uDk,ES

(0)
,

uUk,TS

(0)
and set the iteration numbert = 0;

2. repeat:
3. Solve the LP problem (30) for TS to obtain the

time allocationΛ(t);
4. Solve the resource allocation problem for TS to

obtainpi(t) andfi
(t);

5. Solve the coefficient matrices optimization prob-
lem for TS to obtainuDk,ES

(t)
anduUk,TS

(t)
;

6. CalculateLTS
sum((t)) =

∑I
i=1

(

Lloc
i + Loff

TS,i

)

;
7. Update the iterative indext = t+ 1;
8. Until: t>Nmax or

∣

∣LTS
sum((t+ 1))−LTS

sum((t))
∣

∣ ≤ δ;
9. Output: the result to the time allocation, re-

source allocation, and coefficient matrices optimiza-
tion

{

Λ∗, pi
∗, fi

∗,uDk,ES
∗
,uUk,TS

∗
}

.

D. Convergence, Complexity, and Optimality Analysis

The computational complexity of the proposed Algorithm
4 for ES mainly depends on Algorithm 3. Therefore, we
first analyze the computational complexity of Algorithm 3.
In Algorithm 3, two subproblems are iteratively solved to
obtain{fi, pi} and

{

uUk,ES,u
D
k,ES

}

with given energy transfer
time τ0. For the UE resource allocation subproblem, it can be
solved by the interior point method. Thus, the computational
complexity of the ε̃ optimal solution can be expressed as
O1

∆
= O

(

L1 ln(1/ε̃)n
3
)

, where n = 2I is the number
of decision variables andL1 is the number of iterations.
For the coefficient matrices optimization subproblem, it can
be solved by the SDP method. Denote the number of iter-
ations asL2. The computational complexity can be given
by O2

∆
= O

(

L2 ln(1/ε̃)(2M)
3.5
)

[13]. Thus, the overall
computational complexity of Algorithm 3 can be denoted
asO (L3 (O1 +O2)), whereL3 is the number of iterations.
Then, in order to obtain the maximum total computation rate
of UEs, Algorithm 4 requires to execute a linear search ofτ0
with a small step size∆ and run Algorithms 3 forT/∆ times.
Thus, the overall complexity of Algorithm 4 also depends on
the step size∆, but it is always polynomial regardless of∆.

Theorem 3: Algorithm 3 increases the total computation
rate of UEs at each iteration and finally converges within a
limited number of iterations.

Proof: Denote the objective function of problem (7) for ES
with given τ0 asLES

sum. We have

LES
sum

(

p
(t)
i , f

(t)
i ,uDk,ES

(t)
,uUk,ES

(t)
)

≤ LES
sum

(

p
(t+1)
i , f

(t+1)
i ,uDk,ES

(t)
,uUk,ES

(t)
)

≤ LES
sum

(

p
(t+1)
i , f

(t+1)
i ,uDk,ES

(t+1)
,uUk,ES

(t+1)
)

.

(33)

The first inequality holds since for fixed coefficient
matrices of STAR-RIS

{

uDk,ES

(t)
,uUk,ES

(t)
}

, the optimal
{

pi
(t+1), fi

(t+1)
}

is obtained by solving problem (9) via

Algorithm 1; the second inequality follows the fact that the
optimal

{

uDk,ES
(t+1)

,uUk,ES
(t+1)

}

is obtained by solving prob-

lem (13) via Algorithm 2 with given
{

pi
(t+1), fi

(t+1)
}

. Thus,
the objective function of problem (7) for the ES protocol is
monotonically non-decreasing after each iteration. In addition,
since the total computation rate is upper-bounded, the objective
functionLES

sum must converge after several iterations. �

Algorithm 4 can be regarded as a repetitive execution of
Algorithm 3. Therefore, we only need to guarantee the con-
vergence of Algorithm 3, which has been proved in Theorem
3. Since Algorithm 5 has a similar structure to Algorithm
4, its computational complexity and convergence can refer to
Algorithm 4.

Different form Algorithm 4, Algorithm 6 consists of three
subproblems. For the time allocation subproblem, it can be
solved by linear programming method. Thus, the computa-
tional complexity can be given byO (n1 lnn1), wheren1 is
the number of variables. Thus, given the number of iterations
asL4, the overall computational complexity of Algorithm 6
can be expressed asO (L4 (n1 lnn1 +O1 +O2)), which is in
a polynomial time. The convergence of Algorithm 6 is proved
in the following Theorem 4.

Theorem 4: Algorithm 6 increases the total computation
rate of UEs at each iteration and finally converges within a
limited number of iterations.

Proof: Denote the objective function of problem (8) for TS
with asLTS

sum. We have

LTS
sum

(

Λ(t), pi
(t), f

(t)
i ,uUk,TS

(t)
,uDk,ES

(t)
)

≤ LTS
sum

(

Λ(t+1), pi
(t), f

(t)
i ,uUk,TS

(t)
,uDk,ES

(t)
)

≤ LTS
sum

(

Λ(t+1), pi
(t+1), f

(t+1)
i ,uUk,TS

(t)
,uDk,ES

(t)
)

≤ LTS
sum

(

Λ(t+1), pi
(t+1), f

(t+1)
i ,uUk,TS

(t+1)
,uDk,ES

(t+1)
)

.

(34)
The first inequality comes from thatΛ(t) is solved by lin-

ear programming with fixed resource allocation
{

pi
(t), fi

(t)
}

and coefficient matrices
{

uUk,TS

(t)
,uDk,ES

(t)
}

; the second and

third inequalities follow the fact that
{

pi
(t+1), fi

(t+1)
}

and
{

uUk,TS

(t+1)
,uDk,ES

(t+1)
}

are optimal solutions to subproblem
of UEs’ resource allocation and the subproblem of coefficient
matrices optimization for STAR-RIS, respectively. Consid-
ering that the total computation rate is upper-bounded, the
objective functionLTS

sum converges after several iterations.�
The proposed algorithms in our manuscript can achieve the

suboptimal solution in polynomial time. Take Algorithm 4
as an example, where the linear search method is exploited
to obtainτ0∗. It is worth noting that the optimality gap can
be ignored when the step size approaches zero. Then, with
given τ0

∗, Algorithm 3 is executed to obtain the solution
to resource allocation and configuration design of STAR-
RIS in an alternative manner. Algorithm 3 is a typical block
coordinated descent (BCD) algorithm, and it can achieve the
local optimum with a fast convergence speed, which has been
adopted to tackle various non-convex optimization problems in
wireless communication systems. Therefore, based on above
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TABLE I
SIMULATION PARAMETERS [28], [45]

Parameters Default Values
Total bandwidth,B 20 MHz

Noise power,σ2 -90 dBm
Rician factor,γ 3 dB

UEs’ maximum transmit power,Pmax 0.1 W
UEs’ maximum CPU frequency,Fmax 8 GHz

Effective capacitance coefficient,κ 10
−28

The tolerant threshold,ε, δ 10
−4

Path loss factor,α 2.2

analysis, the suboptimal solution to problem (7) with ES
protocol can be obtained by our proposed Algorithm 4. Since
the algorithms for MS and TS protocols have similar structures
to Algorithm 4, they can also achieve the suboptimal solution
in polynomial time.

V. SIMULATION RESULTS

In this section, simulation results are provided to evaluate
the performances of the proposed algorithms for the total
computation rate maximization problems in the STAR-RIS-
enhanced wireless-powered MEC system. To ensure a fair
comparison, one reflecting-only RIS and one transmitting-only
RIS are employed at the same location as the STAR-RIS to
play as the baseline scheme (referred to as the conventional
RIS) and achieve the full-space coverage [13], where both the
reflecting-only RIS and the transmitting-only RIS haveM/2
elements. In addition, all UEs have the same configurations
with the non-linear energy harvesting model parameters given
by ai = 1500, bi = 0.0022, andψi = 80 mW [29].

In the simulations, the AP and the STAR-RIS are located
at (0, 0, 0) meters and(0, 10, 0) meters, respectively [45]. The
UEs are randomly distributed on a circle centered at the STAR-
RIS with a radius ofr = 3 m.

The communication links from UEs to STAR-RIS and that
from STAR-RIS to the AP are modeled as Rician fading
channels, which can be expressed as

h =
√

ρd−α
(
√

γ

1 + γ
hLoS +

√

1

1 + γ
hNLoS

)

, (35)

where ρ is the path loss at the referenceD = 1m. d
denotes the distance between the wireless transmitter and the
corresponding receiver.α represents the path loss factor of
communication link andγ indicates the Rician factor.hLoS

and hNLoS are the LoS component and NLoS component
of the corresponding channel, respectively [45]. The other
simulation parameters are summarized in Table I.

Fig. 3 and Fig. 4 demonstrate the convergence behaviors
of the proposed algorithms for ES, MS, and TS protocols,
whereT = 1s. For ES and MS protocols, the energy transfer
time is given by τ0 = 0.2s. It can be observed that the
total computation rates of three protocols are monotonically
increased at each iteration, and the algorithms finally converge
after several iterations, which verifies the convergence analysis
in Theorems 3 and 4. Besides, as expected, with the increase
of M , the computation rates of three protocols are increased
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Fig. 3. The total computation rate of UEs versus the iteration index for the
ES and MS protocols.
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Fig. 4. The total computation rate of UEs versus the iteration index for the
TS protocol.

since more DoFs for transmission and reflection design can be
exploited. Meanwhile, under different numbers of STAR-RIS
elements, the proposed algorithm can still converge with a fast
rate.

Fig. 5 displays the linear search processes of the proposed
Algorithm 4 and Algorithm 5, where the step size∆ = 0.02s.
It is observed that for both ES and MS protocols, the total
computation rate of UEs first increases asτ0 grows, and then
starts to decrease afterτ0 is larger than a threshold. The
reasons behind this phenomenon can be explained as follows.
When τ0 is smaller, UEs can only harvest fewer energy for
task offloading and local computing. Accordingly, the total
computation rate of UEs is lower. Then, with the increase
of τ0, more energy can be harvested by UEs and thus more
task bits can be offloaded to the AP or computed locally at
UEs, which leads to the increase of the total computation rate.
However, whenτ0 is further increased, the rest time of the
mission period used for local computing and task offloading
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Fig. 5. The linear search processes of the proposed Algorithm 4 for ES
protocol and Algorithm 5 for MS protocol.
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Fig. 6. The total computation rate of UEs versus the transmitpower of the
AP.

is continuously decreased. Hence, the total computation rate
of UEs is also decreased. In addition, we also observe that the
optimal energy transfer timeτ∗0 that results in the maximum
total computation rate of UEs increases with the growth of the
mission period. This is because with a larger mission period,
UEs have enough time for local computing and task offloading.
Thus, τ∗0 can be increased such that UEs can harvest more
energy to increase the transmit power for task offloading and
the CPU frequency for local computing, thereby achieving a
larger computation rate.

In Fig. 6, the total computation rate of UEs versus the
transmit power of the AP is demonstrated, whereT = 1s
and M = 10. As expected, the total computation rate of
UEs increases as the AP’s transmit power increases for all
schemes. This is because when the AP transfers energy to
UEs with a larger power, the UEs can harvest more energy
and thus more computation tasks can be executed via task
offloading and local computing. Besides, it can be observed
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Fig. 7. The total computation rate of UEs versus the mission period.

that the conventional RIS always has the worst performance
in terms of total computation rate compared with the three
protocols of STAR-RIS. The reason is that compared to the
conventional RIS which can only control the phase shift, the
STAR-RIS has more adjustable parameters and these param-
eters provide extra DoFs to further enhance the offloading
channel conditions of UEs. By fully exploiting these DoFs,
the STAR-RIS can always achieve higher computation rate
than the conventional RIS. Moreover, regarding the three
protocols for STAR-RIS, the TS protocol can achieve the best
performance in comparison with the ES and MS protocols.
This is because the opposite-side leakage of ES/MS protocol
leads to the waste of UEs’ transmit power, and hence decreases
the total computation rate. As a contrast, for the TS protocol,
although the offloading time is reduced due to the STAR-
RIS’s time allocation for reflection and transmission modes,
the UEs are always served by all elements and there is no
energy leaked to the opposite side of the STAR-RIS during
the task offloading. Meanwhile, if the TS protocol is employed
at the STAR-RIS, the interference among UEs can be greatly
reduced compared to the ES and MS protocols since the inter-
user interference at the AP only comes from the UEs in the
transmission/reflection space, i.e., only half-space interference
exists. On the contrary, if the ES or MS protocol is employed,
the inter-user interference comes from all UEs located both
in the transmission space and the reflection space, i.e., there
exists full-space interference. Thus, the interference ismore
severe at the AP and the total computation rate of UEs is
decreased. In addition, it can also be observed that the ES
protocol outperforms the MS protocol since the MS protocol
is a special case of ES protocol from the mathematical
perspective, as we state in problem (7).

Fig. 7 shows the impact of the mission periodT on the
total computation rate of UEs. It is observed that the total
computation rate increases with the growth of the mission
period. This is because when the mission period increases,
the energy transfer time and the energy harvested by UEs
also increase, which provides more energy supplies for UEs to
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Fig. 8. The total computation rate of UEs versus the number ofRIS elements.
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Fig. 9. The total computation rate of UEs versus the CPU cycles required
for computing 1-bit of task-input data.

execute more task bits. Besides, with a larger mission period,
the task offloading and local computing can be executed with
longer time, which further increases the total computationrate
of UEs. It is also observed that the STAR-RIS outperforms the
conventional RIS and the TS has the best performance, which
coincides with the results shown in Fig. 6.

Fig. 8 presents the total computation rate of UEs versus
the number of RIS’s elements. It can be found that the total
computation rate of UEs increases with the number of RIS’s
elements. Moreover, we also observe that the performance gap
between the STAR-RIS and conventional RIS becomes larger
as the number of RIS’s elements increases. The reason is that
when the number of RIS elements increases, the additional
elements can provide more opportunities for designing more
efficient configuration strategy of STAR-RIS, and thus a higher
performance gain can be achieved.

In Fig. 9, we study the impacts of the CPU cycles required
for computing 1-bit of task-input data (i.e.,Ci) on the total
computation rate of UEs. It is observed that the total com-
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Fig. 10. The total computation rate of UEs versus the number of UEs.

putation rate decreases with the increase ofCi. Apparently,
whenCi increases, the energy consumed for executing 1-bit
task data via local computing will be increased. Thus, with
the limited energy harvested from the AP, the amount of task
bits computed locally by UEs decreases. Accordingly, the total
computation rate of UEs is also decreased.

In Fig. 10, the total computation rate of UEs is shown
against the number of UEs. To ensure a fair comparison,
there are the same number of UEs in the transmission space
and reflection space. From Fig. 10, it can be found that the
total computation rate of UEs decreases with the increase
of the number of UEs. The reason is that when the UEs
perform task offloading, the NOMA protocol is applied, which
allows all UEs to access the AP and offload task bits at the
same time and frequency. Thus, the inter-user interference
becomes more severe with larger number of UEs, which leads
to the degradation of the total computation rate. We can also
see that the proposed algorithms for STAR-RIS can always
achieve larger computation rate than the conventional RIS
under different number of UEs, which further verifies the
superiority of STAR-RIS. Meanwhile, the performance gap
among the ES, MS, and TS highlights the importance of
employing proper operating protocol in the wireless-powered
MEC systems.

VI. CONCLUSIONS

In this paper, the STAR-RIS-enhanced wireless-powered
MEC system has been investigated, where the STAR-RIS
was deployed to assist UEs’ task offloading and AP’s energy
transfer. The total computation rate of UEs was maximized
by jointly optimizing the energy transfer time, transmit power
and CPU frequencies of UEs, and the configuration design
of STAR-RIS. Three operating protocols of STAR-RIS were
considered during the task offloading. To solve the formulated
non-convex problems, based on the penalty method, the SCA
technique and the linear search method, an iterative algorithm
was proposed to solve the ES problem. Then, the proposed
algorithm for ES protocol was extended to solve the MS and
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TS problems. Simulation results revealed that the STAR-RIS
outperformed the traditional reflecting/transmitting-only RIS.
More importantly, the TS protocol can achieve the largest
computation rate among the three operating protocols of
STAR-RIS.
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