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Joint Resource Allocation and Configuration Design
for STAR-RIS-Enhanced Wireless-Powered MEC

Xintong Qin, Zhengyu Song, Tianwei Hou, Wenjuan Yu, Jun Waargd Xin Sun

Abstract—In this paper, a novel concept called simultaneously
transmitting and reflecting RIS (STAR-RIS) is introduced into
the wireless-powered mobile edge computing (MEC) systems
to improve the efficiency of energy transfer and task offload-
ing. Compared with traditional reflecting-only RIS, STAR-RIS
extends the half-space coverage to full-space coverage by s
multaneously transmitting and reflecting incident signals and
also provides new degrees-of-freedom (DoFs) for manipuliaty
signal propagation. We aim to maximize the total computatio
rate of all users, where the energy transfer time, transmit
power and CPU frequencies of users, and the configuration
design of STAR-RIS are jointly optimized. Considering the
characteristics of STAR-RIS, three operating protocols, amely
energy splitting (ES), mode switching (MS), and time spliiing
(TS) are studied, respectively. For the ES protocol, basedno
the penalty method, successive convex approximation (SCA3nd
the linear search method, an iterative algorithm is proposd to
solve the formulated non-convex problem. Then, the proposk
algorithm for ES protocol is extended to solve the MS and
TS problems. Simulation results illustrate that the STAR-RS
outperforms traditional reflecting/transmitting-only RI S. More
importantly, the TS protocol can achieve the largest compution
rate among the three operating protocols of STAR-RIS.

Index Terms—Wireless power transfer, mobile edge computing,
reconfigurable intelligent surface, simultaneous transnssion and
reflection, resource allocation.

|. INTRODUCTION

partial or all computation tasks to MEC servers. In so doing,
UEs’ task execution latency and energy consumption can be
effectively reduced [3], [4]. Although the MEC can improve
the computing performance of UEs, the energy of UEs is
another bottleneck for system performance enhancement. Li
ited by their size, UEs can only store a finite amount of
energy. To prevent the depletion of UES’ battery power, the
wireless power transfer (WPT) has been regarded as a trivin
technology to provide stable and controllable energy sappl
for UEs to prolong their lifetime [5]. By implementing the
energy transmitter and energy harvesting modules on the
access point (AP) and UEs respectively, UEs can harvest the
energy transmitted by the AP, and then utilize the harvested
energy to execute their computation tasks by local comgutin
and task offloading [6].

Note that both the MEC and WPT are implemented by
expanding the functions of the AP, which means these two
techniques can be easily integrated to facilitate the e&®l
powered MEC [7]. Such an integration brings many benefits
for the system performance enhancement. For example, when
the WPT is introduced into the MEC networks, the UEs can
obtain stable energy supplies from the AP via the WPT to
execute their tasks [8]. Meanwhile, thanks to the powerful
computation capacity of the MEC server, the task processing
time and energy consumption of UEs can be significantly

The wireless communication and Internet of Things (IoTeduced by offloading tasks to the MEC server. More im-

have advanced at a remarkable pace in the past several ygsggantly, with less task processing time, more time can be
It is envisioned that the number of loT user equipments (UES)served for the UEsS’ energy harvesting to prolong their
will reach around 50 billion by 2030 [1]. These resourcdifetime [9].

limited UEs will generate a large amount of data traffic and However, when the wireless channels between the AP and
require higher communication and computing capacities WEs are blocked by some static or moving obstacles, the
meet their demands. As a promising technique, mobile edgficiency of the energy harvesting and task offloading in the
computing (MEC) has been regarded as an alternative splutigireless-powered MEC will be greatly reduced. Recently, an

to lift the computing capability of UEs [2].

emerging paradigm called reconfigurable intelligent sigfa

In the MEC systems, the servers are deployed in clogrRIS) has drawn great attentions due to its capability of
proximity (e.g., access point) with UEs and UEs can offloashartly reconfiguring the wireless propagation environimen
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[10]. The RIS is a man-made and metamaterial-based planar
array consisting of a large number of reflecting elements. By
dynamically adjusting the phase shift of each element tinou
the smart controller attached to the RIS, the propagation of
the wireless signals incident on the RIS can be controlled
in a desirable way, such as enhancing the desired signals
eliminating the interference [11]. Nevertheless, mokt o
e existing works assume that the RIS can only reflect the
incident signals, which means the transmitter and recébizee
to be located in the same side of the RIS. To overcome this
geographical restriction, the novel concept of simultarsgo
transmitting and reflecting RIS (STAR-RIS) has been progose
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[12]-[14]. are optimized via a penalty method. Meanwhile, the energy
By supporting both the electric and magnetic currentsansfer time for the ES/MS and TS protocols is optimized by a
each element of STAR-RIS can simultaneously reconfigure tlear search method and the linear programming, resggtiv
transmitted and reflected signals, and thus achieve falkesp In the uplink task offloading stage, the coefficient matrices
coverage. Moreover, since both the transmission and rigftectoptimization problems for three operating protocols of A
coefficient matrices can be designed, the STAR-RIS provide$S are investigated separately, where an iterative dhguri
additional degrees-of-freedom (DoFs) to improve the ckanns proposed to tackle the ES protocol and then the proposed
conditions. Inspired by the benefits of STAR-RIS, we proposdgorithm is extended to solve the MS and TS protocols.
to introduce the STAR-RIS into the wireless-powered ME@esides, the resource allocation of UEs, i.e., the transmit
However, there are still some urgent challenges to be asiellespower and CPU frequency allocation, is optimized based on
before the STAR-RIS can be harmoniously integrated intbe successive convex approximation (SCA) technique.
the wireless-powered MEC. For example, although the phase3) Extensive simulation results unveil that for the three
shift problem for reflecting-only RIS has been intensivelgperating protocols of STAR-RIS, the computation rate first
studied in various networks [15]-[17], the proposed aljons increases and then decreases with the growth of energy
cannot be directly applied to tackle the configuration peabl transfer time, while the energy transfer time that resuits i
of STAR-RIS. This is because there are three candiddtee maximum computation rate increases with larger mission
operating protocols for STAR-RIS, namely energy splittingeriod. Besides, the STAR-RIS exhibits a better perforraanc
(ES), mode switching (MS), and time splitting (TS) [13]. Thehan the conventional reflecting/transmitting-only RISorl
configuration of STAR-RIS needs to be designed accordingitaportantly, among the three protocols, the TS protocol can
different operating protocols. Meanwhile, apart from thege achieve the largest computation rate in the proposed system
shift, there are more adjustable parameters for the STAR-Rbkince the transmit power of UEs during the task offloading
i.e., the amplitude adjustments for the ES/MS protocol, ansl able to be fully utilized by the AP and the interference
the time allocation for the TS protocol. These parameters famong UEs can be greatly reduced compared to the ES and
the STAR-RIS are closely coupled with the communicatiolS protocols.
and computing resource allocation for MEC as well as the The rest of the paper is organized as follows. Related works
energy transfer time for WPT, which results in a highly norare discussed in Section II. In Section Ill, we introduce the
convex optimization problem. More importantly, despite thsystem model and formulate the total computation rate maxi-
existing studies devoted to the optimization for differeper- mization problems for all three operating protocols. Secti
ating protocols of STAR-RIS in the downlink communication$V elaborates on the proposed algorithms for solving the
[13], [18], the proposed algorithms is not applicable to thi®rmulated problems. Some numerical results are shown in
UEs’ task offloading in the uplink. To be specific, when th&ection V, and conclusions are finally drawn in Section VI.
ES/MS protocol is employed at the STAR-RIS for the MEC
systems, the energy leakage, namely opposite-side leakage Il. RELATED WORK
appears, where the UESs’ uplink offloading energy is wasted
since only the transmitted/reflected signals can be redeive: Mireless-Powered MEC
by the AP [19]. If the TS protocol is applied by the STAR- Recently, the MEC networks integrated with the WPT
RIS, the UEs located in the reflection/transmission spatechnique have been extensively investigated [20]-[28}. F
cannot offload task bits when the STAR-RIS operates in tlegample, in [20], following the binary offloading policy, a
transmission/reflection mode, which results in the redumctif  joint optimization algorithm based on the alternating dii@n
offloading time. Since these operating protocols of STAB-RImethod of multipliers (ADMM) decomposition technique is
exhibit different features, it is of great importance to gare proposed to maximize the sum computation rate of all users
their performances in the wireless-powered MEC by designiim the wireless-powered MEC, where the users can execute
appropriate optimization algorithms. their tasks via local computing or task offloading by utiligi
Motivated by these observations, we investigate the STARe harvested energy. Differently, benefit from the pauial
RIS-enhanced wireless-powered MEC systems in this pafleading, in [22], the AP’s energy consumption for computing
to explore the potential benefits of STAR-RIS on the uplinind WPT, is minimized by optimizing the energy transmit
task offloading and the downlink energy transfer. The malreamforming at the AP, the CPU frequencies and the amount
contributions of this paper are summarized as follows. of offloaded bits at the users, as well as the time allocation.
1) We propose a novel wireless-powered MEC systeAs expected, the proposed joint optimization algorithm can
enhanced by the STAR-RIS, where the mission period sgynificantly reduce the energy consumption of the wireless
divided into the energy transfer stage and task offloadipgpwered MEC systems.
stage, and the STAR-RIS is deployed to assist the energyHowever, it is worth noting that the linear energy harvegtin
transfer in the downlink as well as the task offloading in theodel is applied in the above mentioned literature, which
uplink. By considering the characteristics of STAR-RISe thcannot properly model the power dependent energy hargestin
total computation rate maximization problems are formadat efficiency. To tackle this problem, in [23], by adopting a
for all three operating protocols. practical non-linear energy harvesting model, F. Ziebal.
2) In the downlink energy transfer stage, the ES protocobmpare the performances of the partial offloading and the
is employed at the STAR-RIS and the coefficient matricdsnary offloading in the wireless-powered MEC with the aim
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of maximizing the computation efficiency under the time divithe practical implementation, which triggers the emergeuic

sion multiple access (TDMA) and the non-orthogonal mudtipISTAR-RIS [30]-[33]. Nowadays, the investigation of STAR-
access (NOMA) protocols. Although simulation results fyeri RIS is still in its infancy. In [12], the concept of STAR-
that the partial offloading outperforms the binary offloadinRIS is given, where a general hardware model and two
and NOMA outperforms TDMA in terms of computationchannel models are proposed. Then, the candidate operating
efficiency, the randomness of task state information (T8t) aprotocols of STAR-RIS are investigated in [13], which shows
channel state information (CSI) is ignored. Therefore,riteo the advantages and disadvantages of three protocols of STAR
to integrating the WPT into the MEC systems with dynamiRIS. Afterwards, in [18] and [34], the comparison between or
task arrivals, F. Wangt al. [24] consider the TSI and the CSlthogonal multiple access (OMA) and non-orthogonal muatipl
with predicable and additive errors following arbitrargiibu- access (NOMA) in the STAR-RIS-aided networks is discussed.
tion, and then propose a sliding-window based online resoulNumerical results unveil that the integration of NOMA and
allocation design to minimize the total energy consumptid®TAR-RIS significantly outperforms networks employing €on
for the wireless-powered MEC system, in which there is onljentional RIS and OMA. Furthermore, in [35], the STAR-RIS
one single AP that provides computing services and energyemployed to assist the UAV communication system, where
supplies for users. Thus, aiming to fully utilize the bersefitthe sum rate of all users is maximized by jointly optimizihg t
brought by multiple APs, X. Wanget al. [25] propose a STAR-RIS’s beamforming vectors, the UAV’s trajectory and
distributed algorithm to minimize the average task conipiet power allocation. Simulations shows that the STAR-RIS can
delay for the wireless-powered MEC networks with multiplachieve higher sum rate than traditional RIS, which verifies
edge servers, where both the simulation results and thealretsuperiority of the STAR-RIS technique. However, to the best
analysis demonstrate the advantages of the proposedthfgoriof our knowledge, the integration of STAR-RIS and wireless-
in terms of the task completion delay and the convergengewered MEC has not yet been investigated in the existing
speed. The abovementioned literature illustrates thelegise literature.

powered MEC is a promising technology to improve the com-
puting capability and prolong the lifetime of UEs, but itlisti
requires further investigation to accommodate unprededen
demands for high quality and ubiquitous wireless services. o System Model

Ill. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a STAR-RIS-enhanced
B. RIS and STAR-RIS wireless-powered MEC system, which consists of an AP,

Thanks to the favorable characteristics, RIS has receiveulltiple UEs indexed by € 7 2 {1,2,...,1}, and a STAR-
significant attentions from both the industry and academidlS equipped with/ passive reflecting/transmitting elements
For instance, L. Mohjaziet al. [26] develop an analytical indexed bym ¢ M = {1,2,..,M}. According to the
framework for the statistical analysis of the battery reghvay location of STAR-RIS, the UE located in the transmission
time for the RIS-assisted WPT systems. Although this woslpace is denoted by € 7, while the UE located in the
provides some design insights for assessing the susthipabieflection space is denoted byc R. The numbers of UEs
of RIS-assisted WPT systems, it only investigates the saenan the reflection and transmission spaces &g and K,
that involves a single user. For multiple users, H. Yatg respectively, withK, + K, = I, andR U7 = Z. In our
al. [27] aim to maximize the total received power by jointlyproposed system, the UEs are equipped with wireless energy-
optimizing the beamformer at transmitter and the phasksshiharvesting circuits, communication circuits and compuitin
at the RIS, where the user fairness is ensured by considerrgcessors with limited computing capabilities. In aduiti
each users’ individual minimum received power constraintdhe UEs have computation tasks which involve a large amount
Note that the data transmission is not considered in theeab®f task-input data measured by bits. By utilizing the haiees
mentioned literature related to RIS-assisted WPT systéms.energy, the UEs can execute their task-input data throuzg lo
[28], S. Mao et al. deploy the RIS to assist the wirelesscomputing and task offloading. The AP is endowed with a high
powered MEC, where the total computation bits maximizatigperformance MEC server to help UEs compute their task-input
problem is tackled by an alternative optimization algarith data. Besides, an RF energy transmitter is also embedded in
under the energy casuality constraints of 10T devices ai®l Rthe AP to provide energy supplies for UEs with the aid of
From the simulation results, it can be seen that the propos&®T. The STAR-RIS which can simultaneously transmit and
algorithm can achieve higher total computation bits coragarreflect the incident signal is deployed to assist the UEK tas
to the scheme without RIS. S. Het al. [29] also introduce offloading and the AP’s energy transfer.
the WPT technology into the RIS-assisted secure systems and) Channel modelSimilar to [13], [34], it is assumed that
maximize the sum-rate under the imperfect CSI by an itezatithe direct communication links between the AP and the UEs
algorithm. Since it pays attentions to the harvesting soleed are blocked by obstacles. The downlink channel coefficients
at the RIS for supporting the energy consumption of RIffom the AP to the STAR-RIS, and from the STAR-RIS to
elements, the users cannot benefit from the integration of Wkhe i-th UE are expressed ag 1y € <! andgl!S € C1*M,
and RIS. respectively. The counterpart uplink channel coefficieares

Despite the attractive features of RIS, the geographiggilen by hik € CM*! and h}S € C!'*M. Besides, we
restrictions of transmitter and receiver impose diffi@dtion suppose that the perfect channel state information of all
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space 5 B powered MEC.

U STAR-RIS UE! . . . . .
7 there are binary constraints for the amplitude adjustmeets

BY .+ 85, =1with g7 .Y, € {0,1}. Similar to the ES
protocol, the coefficient matrices of MS protocol for STAR-
Fig. 1. The STAR-RIS-enhanced wireless-powered MEC system RIS during the task offloading can be eXpressedl%ﬁS =

. gV igU 714
diag (1 [BY €0 () BY €02y BY) € MYT) and

channels is available at the AP through the advanced chanhghs = diag \/Bﬂt@wﬁ% \/ﬁgU,teje'gf, - \/51[\]47&]9%“)-
estimation technologiés For the TS protocol, all elements of the STAR-RIS work
Different from the conventional RIS with non-magnetién the same mode (i.e., reflection or transmission mode).
elements, by introducing the equivalent surface electnid aDenote the reflection time and transmission timerasand
magnetic currents into the model, the transmitted and teflec 7, respectively. By optimizing,. and;, the STAR-RIS can
signals can be equivalently treated as waves radiated fnem sequentially switch all elements of STAR-RIS to assist the
time-varying surface equivalent electric currents andmeéig task offloading of UEs that are located in the reflection and
currents. Then, by adjusting the transmission and reflectitansmission spaces, and hence achieve full-space ceverag
coefficients which are related to the surface impedanceh, bbdlevertheless, it can be found that the UEs located in the
the transmitted and reflected signals can be reconfiguredréflection/transmission space cannot offload task bits wien
realize the full-space coverage. There are three protoc8IAR-RIS operates in the transmission/reflection modegkwhi
for operating the STAR-RIS in the wireless-powered MEGCgsults in the reduction of offloading time of UEs. The coef-
i.e., ES, MS, and TS [13], [32]. To be more specific, foficient matrices of TS protocol for reflection and transnuasi
the ES protocol during the task offloading, all elemenidodes are given byl.q = diag (ej93r,ej"5fr,...7ej91’é,r)
work in the simultaneous transmission and reflection mode. =, L jeu' j6U JoU
Denoting the amplitude adjustments of the-th element andu; g = diag (0, €7, .. €700 )
for reflection and transmission &%, , and g7 ,, we have With the coefficient matrices of STAR-RIS, the combined

m,tr

BY ., + 8%, = 1and gy, . BY, € [0,1]. Note that for uplink channel between UE and the AP can be expressed

the ES protocol, the incident signals from UEs are divided® 7f = hi™uf yhirs, wherek € {r,t} represents the
into reflected and transmitted signals by the STAR-RIQperating mode and( € {ES,MS, TS} indicates the em-
and the AP can only receive the transmitted or reflectéoyed STAR-RIS operating protocol. If UE s located in
signals. Thus, the uplink offloading energy for UEs locate@® reflection space; = r. Otherwisek = ¢.

in the transmission/reflection space will be leaked to the2) Energy transfer and task offloadingAs illustrated in
reflection/transmission side, i.e., the opposite-sidekdga Fig. 2, the mission period’ is divided into three stages, i.e.,
appears, which results in the waste of UES’ offloading energhe downlink energy transfer stage, the uplink task offlogdi
Besides, the phase shifts of the-th element for reflection stage, and the edge computing and result downloading
and transmission can be given t@g{w and 0V ,. with stage. Specifically, in the first stage, the time allocated to

m,tr

6y ..0% . € [0,27). Thus, the reflection- and transmissionthe energy transfer isy. In order to ensure all UEs in

m

coefficient matrices of the STAR-RIS can be givemi}{,q = the transmission and reflection spaces can fairly harvest
' energy, we suppose that the ES protocol is employed at the

. [aU _i6Y . U _ioy, U 305,

dlag( e, ﬁzge e UBMvTe . and STAR-RIS for the WPT. Moreover, the process of energy

uf/pg = diag (1 /ﬂ{{teﬂ"w, ﬂgteﬂz,t, A I/ﬁ%,teﬂ"w . transfer can be regarded as a sp_ecial muIt_icast _transmjssio
For the MS protocol, each element of the STAR-RIS can B8 this case, the ES protocol is appealing since it can

operated either in reflection mode or transmission modes;Thinake full use of the entire available communication time
and allows the UEs to harvest energy all through the first

1For the TS protocol, the CSI of users located in the transerigeflecton  Stage [13]. Thus, the coefficient matrices of STAR-RIS in
space can be consecutively acquired using the channelatistimmethods the downlink energy transfer can be given WES =

designed for conventional RISs [36], [37]. For the ES and M&qzols, the D D D
CSlI can be collected according to the methods proposed inB&8ides, the diag (1 / ﬁfrejelm 1/ﬂ£T6J02v", vy 4 /ﬂﬂ7re-7ehfv7‘) and

energy consumption of UEs for the CSI acquisition is ignasiete it is often D . D oD D oD D 6D
trivial compared with the energy consumption for task offiog. u g = diag (, [Biae’ v, () By el oy [ By g€’ th).
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Similarly, the combined downlink channel between WBnd f;. Hence, the energy consumption of Wir local computing

the AP can be given by” = g'Sup psghis, k € {r, t}. can be given by
During the energy transfer stage, the transmit power of

the AP is denoted a#,. According to the non-linear energy

harvesting model [29], [39], the harvested energy of UlB wherex is the effective capacitance coefficient that depends

EP™ = w(T —10) f7, ®)

the first stage can be modeled as on the processor’ s chip architecture.
. b2 Toi Toti In addition, the_ amount of task bits that is computed locally
E; (To, h; ’ ): 3 3y at UE i can be given by
1+exp (—Gi (Po‘th‘ _bi)) exp (aibi) T
(1) Llioc _ fz ( B TO) ’ (6)
where §; = v; (1 + exp (a;b;))/exp (a;b;). a; and b; are Ci

constants of UE related to the detailed circuit specificationsvhereC; is the CPU cycles required for computing 1-bit of
such as the resistance, capacitance, and diode turn-ageolt task-input data.
1; represents the maximum harvested power ati WBen the
circuit is saturated. B. Problem Formulation
In the task offloading stage, the power-domain NOMA is

applied and the system bandwidth is denotedRasSince In this paper, we aim to maximize the total computation rate

X ; : o _of all UEs in the STAR-RIS-enhanced wireless-powered MEC
the size of computing result is often trivial compared with

that of the original tasks and the computing capacity of ME&yStem by jointly optimizing the energy transfer time, &auit

server is ultra-high, the time for edge computing and resgwer and CPU frequencies of UEs, and the configuration

downloading can be ignored [28]. Thus, the offloading time TigRI?RCI); t?hee iZQRIJT;&nB;StSdmZZir;?fat?:r?ragglré?ggsag
UEs for the ES/MS protocol can be given By-7y. While for ' P P

L formulated for all three operating protocols.
;hse TS protocol, the offloading time of UEcan be expressed 1) Problem Formulation for ES/MS ProtocoEhe compu-

tation rate maximization problems for the ES/MS protocal ca
- { 7,,if UE 7 is located in the reflection space; be formulated as
ik =

7¢,1f UE i is located in the transmission space. !

(2) loc off
Then, denoting the transmit power of WENd the noise power mzaxz (Li + LES/MS@) (73)
asp; ando?, respectively, the amount of offloading task bits =t

ar 2 .

of UE i for the ES/MS protocol can be expressed as stk (T—70) fE4pi (T — m0) < E} (Toa |h?| ) Viel,
L s = (T —70) Blog (1 +— Z. ,;U > 2) . fi < Fax, Vi € 1, (7¢)
Yizipilh| 4o @  PSPaViel, (7d)
Correspondingly, if the TS protocol is employed at the 70 <7, (7e)
STAR-RIS, the amount of offloading task bits of UEcan |0 x|l =1,YVm € M,k € {r,t},n € {D,U}, (7f)
be given by* not B, = 1Ym e Mn e (DU}, (79)
e pi|h?|? 0< B, B, <1,Yme M,ne{D,U}, (7h)

Ts,i = TikBlog | 14+ — ) 4) U LU . .

ik p;|hY|" + 02 > B € 10,1}, ¥m € M (only valid for MS), (7i)

3) Energy consumption modeBenefitting from the partial wherez = { 7, f;, ps, uﬁES, ug.ES/MS}' Fhax and P, are
Offloading SCheme, the UEs’ taSk'inpUt bits can be arb'y‘arithe UES’ maximum transmit power and CPU frequency’ re-
divided to facilitate paraIIeI computing at UEs and at the ABpective|y_ Constraint (7b) represents the energy Congump
Therefore, the energy consumption of UEs consists of the f-UE ; should be less than the harvested energy from the AP.
ergy consumed by task offloading and local computing. Singgnstraints (7e) is the feasible set of STAR-RIS's phask. shi
the Of‘floading time is different for ES/MS and TS prOtOCOlq,?f) and (79) are the energy conservation constraints offi5TA
the offloading energy consumption of UEin ES/MS can RIS, (7i) indicates the binary constraint for each elemént o
be given byp; (T' — 79). While for TS, the offloading energy STAR-RIS and it is only valid for MS protocol. Note that for
consumption of UE: can be expressed asr; . the ES protocol, wher8Y, ,, 8Y . € {0,1}, it is equivalent

For the local computing, the dynamic voltage and frequengy the MS protocol. Thus, from the mathematical perspective
scaling (DVFS) model is adopted to express the UES’ energhe MS protocol can be regarded as a special case of the ES
consumption [40], [41]. Denote the CPU frequency of U& protocol.

2) Problem Formulation for TS ProtocolSince the amount
2Note that the beamforming is not considered in the uplinkssieach UE Of task bits that is computed locally at UEis irrelevant

is equipped with one single antenna. When the UEs are impisdedy the {5 the operating protocols of STAR-RIS, we use the same
antenna arrays, each antenna’s transmit power can be sivetgptimized

- loc : .
by our solution. More sophisticated uplink beamformingiglesor the MIMO 'ndmatorL.z‘OC n proplems (7) and (8) for breV|ty. The. ampunt
systems is an interesting topic for our future work. of offloading task bits of UE under the TS protocol is given
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by LS ;. Thus, the computation rate maximization problerflgorithm 1 Resource allocation algorithm for solving prob-

for the TS protocol can be formulated as lem (9) with ES protocol
I 1. Initialize the vectorp;(® and f;(*), and set the
max » (LI°° 4 LYE . 8a iterative numbei = 0;
z Z ( 5.) (82) . I L PENGEY
=1 2.while |>;_; (Li*° + L ;)

st.6 (T = 70) f2 + pimip < EM (7'0, \hf’]Q) VieT, (8b)

I at loc off 0 >
fi < Func Vi €T, (80) Vit (L4 Ligs) | 2 e do
Pi < Ppax, Vi € Z, (8d) 3. CalculateREl) based on (11);
< {1+1)

Heﬁl kH —1lmeMke{rthne{DU, (8e) 4. Solve(ltfle) convex problem (12) to obtaiff

D .’ D and fz ;

it T B =1,meM, (8f) 5. Update the iterative index=1 + 1;
0< BN B0, <1lmeM, (8g)  6.end while
To+7+ 7 < T, (8h)

wherez = 79,7, 7, fi, iy UE pg, UL g ¢ Different from To tackle the non-convex objective function in (9), we first

ES/MS, there is no uplink energy conservation constraint {fefineR; = log (ZJI-# pj\hﬂg + 02) and thusZgff ; can be
TS since all elements of STAR-RIS operate in the same modejtten as

i.e., either transmission or reflection. Constraint (8luicates I

the sum of energy transfer time, the reflection and transomss LOE%,Z' =(T-7)B <1Og (Zpi’hzg‘z n 02> _ Ri) .
time of STAR-RIS must be less than the mission period. i—1 (10)

By taking the first-order Taylor expansion Bf with respect

IV. SOLUTION TO COMPUTATION RATE MAXIMIZATION to p;, we have

PROBLEMS

lems in the STAR-RIS-enhanced wireless-powered MEC sys-
tem for all three operating protocols, in this section, wetfir n EI: |nY? ( o .(l)) _ B
propose an iterative algorithm for the ES protocol based on " = m2(s21, p, |0V [*+02) Py = Py) =
the SCA technique. Then, the proposed algorithm is extended

to solve the computation rate maximization problems for téherep; ") is the transmit power of UE at thel-th iteration.

. o I
In order to tackle the computation rate maximization prob- g, < ]og (Z p;® ’hg_ff + 02>
J#i (11)

MS and TS protocols. Then, by replacingR; in (10) with R;, during the-th
iteration, problem (9) can be approximated as

A. Solution to the ES Protocol e ! (T —70) B (10g (ipi]hﬂz n 02> -~ E)
Due to the highly-coupled variables and the non-convex Pi+fi i i—1

objective function, it is difficult to find the globally optiah 1 £ (T = 70)

solution in polynomial time for problem (7) with ES protocol + Z = (12a)

. o ; C;

Remark 1: It can be observed that for any specific energy i=1

transfer timery, the maximum computation rate can be ob-s.t.(7b) — (7d). (12b)

tained by optimizing(p;, f;} and{“kD,Esvug,ES}' Inspired by \ve find that the objective function of (12) is concave
this observation, problem (7) with ES protocol can be decoryjtn respect tof; andp;. Besides, constraint (7b) is convex,
posed into two sub.problems, .namely,.th.e resource allacafio 5ng (7c) as well as (7d) are linear. Thus, problem (12) is a
UEs and the coefficient matrices optimization for STAR-RISonyex optimization problem, which can be solved efficigntl
Besides, we also note that the optimal energy transfer tir§¢ standard solvers, such as the CVX [42]. Then, based on the
70* cannot be obtained in advance. Fortunately, problem A technique, by iteratively updating and f; via solving
with ES protocol or_lly involves a single continuous variablgye convex problem (12) until convergence, the solution to
70. Therefore, the linear search method can be executedpi@pblem (9) can be obtained. Thus, the resource allocation
obtain the optimal energy transfer timg". algorithm for solving problem (9) with ES protocol can be
1) Resource allocation of UEsWhen the energy trans- symmarized as Algorithm 1.
fer time 7, and the coefficient matrices of STAR-RIS 2) Coefficient Matrices Optimization for STAR-RI®/ith
{uﬁEsauﬂEs} are given, problem (7) with ES protocol cargiven 7y, p; and f;, problem (7) with ES protocol can be
be reformulated as transformed into
I I
loc off off
I;l}},af)f — (Lz + LES,Z) (ga) ukU;Islil)%Es ;LESJ (133)

5.£.(7b) — (7d). (9b) s.£.(7b), (7e) — (Tg). (13b)
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It can be observed that problem (13) is non-convex amy taking the first-order Taylor expansionlof (1 + 1/A;B;)
challenging to be solved directly. In order to transfornmitioi  with respect toA; and B;, we have
a more tractable form, we first defitie = diag(hR'S)hAaL €

H lo (1 + 1 ) >lo (1 + L ) _ _log(e)(4i—A{)
CMXM H,; = h;h!, and VU = uk - (uk pg) € CMXM, g A,B; ) =108 A,05,0 AD (144,00 B,0)
. (1) ~
Thus, the uplink channel gain between UEand AP can _ Joe(@)(Bi=B, ) R;,
9 2 BY (144, B, ™)
be expressed agh!|” = u! Esh;‘gf’sl = Tr(V{H,). (17)

WhereA(l) and B; @ are local points ofd; and B; at thel-

2
imi i i D _ RIS AP
similarly, in the downlink, [1P|* = |gfSu ESgRIS‘ th iteration. For the termi /(1 + z;), by executing the same
Tr(VPG;), where VP = uP ¢ (U‘I?ES " cMxm g, — transformation, we have
gigl’, andg; = diag(g]"®)gpfs € CM*M. S S 5 (2 —Zz@) =7 (8

= 1
Theorem 1: When the optimal solution to problem (14) I+z 1 +Zi() (1 +zi(l))
with ES protocol is obtained, constraint (14b) must holdhwit

equality, i.e., Thus, the non-convex objective function of (15) can be ap-

X . b proximated as
k(T —10) f7 +pi (T —70) = B (10, Tr(VZHy)) . (14 .
(T = m0) £+ pi (T = 70) = B (70, Te(VPHY) . (14) S (- i

Proof: The theorem can be proved by contradiction. Assume 3 5 "
that the optimal solution to problem (14) with ES proto- Z ”( (T'=70) f+pi (T = 70) =0 (&Zi_exp(aibi)))'
col is 7'0*,fi*,pi*,ugES*,ug,ES/MS* MR(T —79) 2+ . . _ . (19)
pi(T—7) < EM (r, Tr(VPH,)), then the following Theorem_ 2: The constrimt (15b);l|.enin}<(Vk): 1, can
actions can be taken: 1) reduce the energy transfer tif@ @PProximated bylr(Vy) — W(Vka(lvk)) < &, where
70*, and/or 2) increase the local computing frequenfey (V7. (Vi) = ||VZ||S+<(VZ - (V§) ) ,3vg||VZ||S> and
and/or 3) increase the transmit powgr without violating ¢ is a positive threshold.
the other constraints, to further increase the computatitsm Proof: Denote them-th largest singular value oV} as
Therefore, the gssumed optimal solution is not optimal.sThy,,, (V?). Thus, we havelr(Vy) = an‘le pm (V}) and
the conclusion in Theorem 1 is proved. B V2], = p1(V]), where |V}, represents the spectral

According to Theorem 1, the penalty method can be appli@drm of V}!. When the rank-one constraint is satisfied with
to ensure the equality of (7b) and optimize the downlink; (V) > 0 and p,, (V}) = 0,m # 1, the rank-one
coefficient matrices of STAR-RIS. To this end, constrairt)(7 constraint can be transformed into
is transformed into a penalty term added to the objective " n
function. Thus, problem (13) can be transformed into Tr (VE) — IVEll, = 0. (20)

I At the I-th iteration, a lower-bound of V||, cam be given

. UH.
max Z(T—Tg)BlOg(1+ T p TV, Hy) ) by
ubl .uU ) ) TF(VUH)+G
k,ES'Uk,ES j—1 Z];ﬁzpﬂ k= n nal n n nl n
2 k,wk)>=|vk|s+<(vk—<vk>),av;|vk||s2.
+Zu (T—70) f7+pi (T = 0) = B (0, Te(VE Hy))) )

Thus, (15b) can be approximated byIr(V}) -

(15a) (VP (V) <e. Theorem 2 is proved. [
s.torank (V) =1,n € {D,U} ,k € {r,t}, (15b) Based on Theorem 2, the rank one constraint (15b) can be
(7e) — (7g), (15¢) tackl_ed by its approximated form [16], [29]. Thus, problem

(15) is reformulated as
where is the penalty factoru is chosen as a large positive I .
constant, which can force the penalty term to be equal to zero , ~ max Zi:l (T'—10) BR; (22a)
and then obtain the optimal downlink coefficient matrices of k= "k ps @265
STAR-RIS.

ZM( (T—70) [ +pi (T —70)— To(fiZAi—%))

Problem (15) is still non-convex due to the objec-
tive function and constraint (15b). To tackle the non-
convex objective function of (15), the auxiliary vari- s.t.—- < Te(VYHy)pi, k € {r,t},Vi €I, (22b)
ables A;, B;, and z; are introduced, with1/4, < ¢

U I U
Te (Vi) pi, Bi > 305, Tr (V' H))p; + 0% andz > p o vagﬂj)pj tolke{nty,Viel,  (22c)
exp (—a; (P Tr(VPH;) — b;)). Then, the objective function v '
of problem (15) can be written as % > exp (—ai (PoTr(V,f’Hi) B bi)) ke{nty Viel,
(22d)

I
- —70) f?
o)Blog(lJrAB)Jri;W(T o) fi a6) (VI —v(Vi, (Vi))<e,n € (D, U}k € {r,t}. (22)

(
I
; ( (T —70) =70 (% - ﬁ)) It can be found that problem (22) is a standard convex
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Algorithm 2 The SCA-based algorithm for solving problemAlgorithm 4 Joint resource allocation and coefficient matrices

(13) with ES protocol optimization algorithm for ES protocol
1. Initialize ukDES@)' ugES@), A4, B, and 2O, 1. Initialize the step sizé as a small number ang =0;
and set the iterative number= 0; 2. while 7o < T do:

(1+1) 3. Run Algorithm 3 to obtaimi*,fi*,ugEs*, and

. . o«
2. while ‘Zf—l Ly, - Zf:l L%%,i( : >edo

U *.
Uy gs

3. cCalculater”, Z", and~(V?, (V?)!) based on 4.  Denote the objective function of (7) 8 (7);
(17), (18), and (21), respectively; 5.  Updatery = 79 + 4;

4, Solve the convex optimization problem (22) to 6. end while;
obtain ukDES(lH), ugES(l“), A,0D g0+ 7. Output 77 = argmax,,LES (7o) and the corre-
and z; (1+1): ’ sponding resource allocation and coefficient matri-

5. Update the iterative indeix= 1 + 1; ces optimization reSU%pi*, fituPes" u,ﬁ{Es*} for

6. end while problem (7) with ES protocol.

Algorithm 3 Proposed algorithm to solve problem (7) for ES

with specific energy transfer time, computation rate and the optimal solution for problem (Zhwi

1. Initialize p;(©, fi(o)'uﬁEs(O)’ ugES(O), and set the  ES protocol can be obtained with desired accuracy.
iterative numbet = 1; Based on Remark 2, the proposed joint resource allocation
2. repeat : and coefficient matrices optimization algorithm for solyin

3. Solve the resource allocation problem (9) to obtain problem (7) with ES protocol is outlined in Algorithm 4.
p:® and ;) by Algorithm 1;
4. Solve the coefficient matrices optimization prob-

lem (13) to obtainu?,.. " andu? .. by Algo-
rithm( 2;) k,BS k,BS y A B. Solution to the MS Protocol

5. CalculateLES, (t) = Y07, (Lioe + LYL );

sum

6. Update the iterative index=t + 1;
7.Until ¢ > Nyax O [LES (t+1) — LES (¢)| <0

8. Output the resource allocation and coefficient matri-
.. . * * D * U *
ces optimization resul{pi i ues U R }

Compared to the ES protocol, problem (7) with the MS
protocol is a mixed-integer non-convex optimization pesbl
due to the binary constraint (7i). To tackle this probleng th
binary constraint is equivalently transformed into an ditya
ie.,

Boni (B —1) =0. (23)

semidefinite program (SDP) and can be solved via classicBy further adding the equality constraint (22) as another
convex optimization toolboxes, such as the SDP solver in C\penalty term into the objective function, problem (7) wittM
[43]. By iteratively updating4;, B;, z; and V} via solving protocol can be transformed into
the convex problem (22) until convergence, the solution to I M
problem (13) can be achieved and the coefficient matrices gf ,« Lloc 4 poff v (BY A
STAR-RIS in both uplink and downlink can be obtained. The * ;( S L) ,;k%t} (5 (B = 1))
proposed SCA-based algorithm for solving problem (13) can (24a)
be summarized as Algorithm 2. i
For the given energy transfer timg, the proposed algo- 5:6.(7b) = (Te), (24D)
rithm to solve problem (7) with ES protocol can be outline@here v is a positive penalty factor. Similar to the method
in Algorithm 3. The initial point of Algorithm 3 can be foundfor ES protocol, with givenry, the problem is decomposed
by observations. For example, we can ng =0, fi(o):o, into two subproblems, namely, the resource allocation o UE
o k(O) =0, and 8", t(O) =pn T(O) = 0.5, which satisfy all and the coefficient matrices optimization for STAR-RIS with
constraints in problem (7) for the ES protocaol. the MS protocol. To be more specific, for the subproblem
Remark 2: Since problem (7) with ES protocol onlyof resource allocation of UEs, it can be solved by a similar
involves a single continuous variable, the linear search method to the ES protocol. While for the subproblem of
method can be used to obtain the optimal energy transfer tieefficient matrices optimization for MS protocol, sincee th
¢ [32], [44]. To be specific, within the intervdD, T'), 7o is penalty term abouJS’gJg renders the objective function non-
updated with a small step siz& 3. With givenr,, we solve convex, the Taylor expansion is exploited again to obtaé th
the total computation rate maximization problems with E& prlower convex bound of the penalty term at théh iteration,

tocol by Algorithm 3 and obtair p;*, f;*, uPps" ul s t. 1€+
ini i i l 2
By examining all the discrete values af, the maximum U ( %k - 1) > (25%,1@()— 1) %,k _( U ) . (25)

m,k m,k

3Note that the complexity of proposed algorithm will be aftetby A. In . . L
our future work, we would like to design a linear search méthith adaptive Thus, the SprrOblem of coefficient matrices optimization

step size to further reduce the computational complexity for MS protocol during thé-th iteration can be reformulated
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Algorithm 5 Proposed algorithm to solve problem (7) withmgde, BY, =1,8Y . = 0. Otherwise 8% , = 0,8Y , = 1.
MS protocol Thus, there is no need to optimiz% , for the TS protocol.
1. Initialize the variable;(©, fi(O)’ukDES(O) ung(O)v Nevertheless, the time allocation for the TS protocol is enor
the small stepd, and setry = 0; ' complex compared with the ES/MS protocol, since the time
2. repeat : Outer loop allocated to the energy transfer, the reflection and trasxsmi
3. Set the energy transfer timg = 7, + A and the sion modes need to be jointly considered. To overcome this
iteration numbet = 0; difficulty, we first define

4.  repeat : Inner loop Lo, K
5 Solve the resource allocation problem for MS A= { - 21 & 2. Blog (1 + m)
= pia

r=1

=

to obtainp;® and f;;

t U

6. Solve the coefficient matrices optimization prob- Blog (1 + —pt|h J 2)] ,

| h @ o (8, =i e

em for MS to obtainu; g~ anduy g 5 (27)
7. CalculatelMS () = S, (Llo¢ + LS ); _Rf3 - nPO\hD\ 0
8. Update the iterative index= ¢ + 1; C = —kfP— nPo\hD‘ 0 e | (28)
9. Until t> Nmax or LALgﬁﬁl t+1 - LM (1] <6 1 11
10. UpdateL(ry) = Lo ((t+ 1))
11.Until : o > T; D= -wTf} —x7f2 T " (29)
12. Output : 75 = argmax,(L(m)) and

the  corresponding  solution to  resource  Therefore, for problem (8), when the results for resource
allocation and coefficient matrices optimization allocation of UEs{p;,, f;} and the coefficient matrices opti-

{Pi*,fi*,ukD,Es*,ug,Ms*}. mization of STAR—RIS{u,C’:’,ES,u,ﬁ{TS are given, the time
allocation problem for the TS protocol can be expressed as
max AA (30a)
as A
I ) s.t.CA <D, (30b)
max > (T —70) BR; A >0, (30c)

“gMS'ukDES'A"B"Zi P
Y >) where A = [r, 7. 7]". (30) is a standard linear program-
K3

+Z“ ( (T—70) 7 +pi (T—70)— <£iZi_m ming (LP) problem and can be easily solved.

Then, with given time allocatiolrA and the coefficient
i Z Z y ((25%&(1) B 1) %k ~ %k)2) (26a) Mmatrices of STAR—RIS{u,QES,u,ZTS}, the subproblem of

m=1 ke {rt} UESs’ resource allocation for the TS protocol can be formadat
s.t.(22b) — (22e). (26b) @S
which is a standard convex problem. maxz Lloc LTS ; (31a)
By iteratively solving the subproblems of UES’' resource pirfi =
allocation and the coefficient matrices optimization foARF s.t.(8b) — (84). (31b)

RIS with MS protocol, the computation rate maximization

problem with given energy transfer timg can be handled \wjth given time allocationA and the resource allocation of
effectively. Then, by exploiting the linear search methth  gs {p,, £;}, the subproblem of coefficient matrices optimiza-

optimal energy transfer timgj and the corresponding solutiontjon for STAR-RIS with the TS protocol can be formulated as
to problem (7) with MS protocol can be finally obtained. The

I
proposed algorithm for solving problem (7) with MS protocol max Z LTS l

is outlined in Algorithm 5. (32a)

'll 'll
kTS Uk ES j—1

C. Solution to the TS Protocol 4-(8b), (8) — (8g). (320)

To solve the total computation rate maximization problem It can be found that the subproblems of resource allocation
for the TS protocol, problem (8) is decomposed into thref UEs and the coefficient matrices optimization for STAR-
subproblems, i.e., the time allocation, the resource atlon RIS with TS protocol have similar structures to the corregpo
of UEs, and the coefficient matrices optimization for STARing subproblems (9) and (13) with ES protocol. Therefore,
RIS. subproblems (31) and (32) can be handled by a similar method

Remark 3: When the TS protocol is employed at the STARto the ES protocol. By iteratively solving subproblems ¢30)
RIS during the task offloading, all elements work either i(32), problem (8) for TS protocol can be solved effectively.
the transmission mode or the reflection mode depending dhus, the proposed algorithm for the total computation rate
the transmission and reflection time allocation. Speclfical maximization problem with TS protocol can be outlined in
when the elements of STAR-RIS work in the transmissioflgorithm 6.
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TS protocol

10

D (t+1) U (t+l)

Algorithm 6 Proposed algorithm for solving problem (8) witha|gorithm 1; the second ineqfality follows the fact that the

1. Initialize the vector A(0>,pi(0),fi(o),ugEs(o),

ul[c],TS(O)

2. repeat:

3. Solve the LP problem (30) for TS to obtain the
time allocationA®);

4, Solve the resource allocation problem for TS to
obtainp;® and f;*);

5. Solve the coefficient matrices optimization prob-

lem for TS to obtaimQES(t) and ugTS(t);

6. CalculateLTs ((t)) = S21_, (Llec + Lg% ));

7. Update the iterative index=t + 1;

8. Until: ¢> Niax OF [LIS ((t+1))— LIS ()] < 6

9. Output: the result to the time allocation, re-
source allocation, and coefficient matrices optimiza-

. * *
tion {A*7Pi*afi*vukD,ES U Ts }

and set the iteration numbér= 0;

optimal {u,“ES s Uk ms is obtained by solving prob-

lem (13) via Algorithm 2 with giveripi(t“), £,t+D) } Thus,
the objective function of problem (7) for the ES protocol is
monotonically non-decreasing after each iteration. Initaafd
since the total computation rate is upper-bounded, thectioge
function LES  must converge after several iterations. B

Algorithm 4 can be regarded as a repetitive execution of
Algorithm 3. Therefore, we only need to guarantee the con-
vergence of Algorithm 3, which has been proved in Theorem
3. Since Algorithm 5 has a similar structure to Algorithm
4, its computational complexity and convergence can refer t
Algorithm 4.

Different form Algorithm 4, Algorithm 6 consists of three
subproblems. For the time allocation subproblem, it can be
solved by linear programming method. Thus, the computa-
tional complexity can be given b (n, Inn,), wheren, is

the number of variables. Thus, given the number of iteration
as L4, the overall computational complexity of Algorithm 6
can be expressed &5(L4 (n1Inny + O1 + O3)), which is in

a polynomial time. The convergence of Algorithm 6 is proved

The computational complexity of the proposed Algorithri the following Theorem 4.
4 for ES main'y depends on A|gor|thm 3. Therefore’ we Theorem 4. AlgOI’Ithm 6 increases the tOtal Computation
first analyze the computational complexity of Algorithm 3rate of UEs at each iteration and finally converges within a
In Algorithm 3, two subproblems are iteratively solved tdmited number of iterations.
obtain{f;, p:} andé“%ESv HQES} with given energy transfer Proof: Denote the objective function of problem (8) for TS

time 7. For the UE resource allocation subproblem, it can B’é—f"th as Ly, We have
solved by the interior point method. Thus, the computationa j Ts
complexity of theZ optimal solution can be expressed as °
0, 2 O (L1In(1/€)n?), wheren 27 is the number
of decision variables and.; is the number of iterations. < TS A(t+1)7pi(t+1)7fi(t+1)7ugTs ,ub g
For the coefficient matrices optimization subproblem, ih ca s (1) o (t41) (D) U (t41) s
be solved by the SDP method. Denote the number of iter= Loum (A ' Pi i s U ES

ations asl,. The computational complexity can be given o _ _ (3_4)
by O, A0 (L2 1n(1/é)(2M)3'5[> [13]. Thus, the overall The first inequality comes from that® is solved by lin-

. . . . t
computational complexity of Algorithm 3 can be denote§&" Programming with fixed resource aIIocatl{mz-(t),fi( )}

as O (L3 (01 + 02)), where L is the number of iterations. and coefficient matrice%u,gTS(t), uQES(t)}; the second and

Then, in order to obtain the maximum total computation rate » (41) (D)
of UEs, Algorithm 4 requires to execute a linear searchgof third inequalities follow the fact tha{pi  fi } and
with a small step sizé\ and run Algorithms 3 foff’/ A times. D Wb D are optimal solutions to subproblem

U
. ) TS » U BS
Thus, the overall complexity of Algorithm 4 also depends Oéf UEs’ resource allocation and the subproblem of coefficien
the step size\, but it is always polynomial regardless 4f.

) i ~ matrices optimization for STAR-RIS, respectively. Consid
Theorem 3: Algorithm 3 increases the total computationsring that the total computation rate is upper-bounded, the

rate of UEs at each iteration and finally converges within ghjective functionL™S, converges after several iterationl

. . . . sum
limited number of iterations. The proposed algorithms in our manuscript can achieve the

Proof: Denote the objective function of problem (7) for ESsuboptimal solution in polynomial time. Take Algorithm 4
with givenr, as LS, . We have as an example, where the linear search method is exploited

D. Convergence, Complexity, and Optimality Analysis

t (t) (t)
(A(t),pi(t)7 fi( ), up s s UE g

< LsTuSm A(tJrl)’pi(t)?fi(t)’ul[c],TS(t)vukD,ES(t)
(1)

(t)
(t+1))

sum*

ES W ) .p ®© y @ to obtain7y*. It is worth noting that the optimality gap can
Lo \Pi 5 fi 7 Wms 5 Uk ms be ignored when the step size approaches zero. Then, with
< LB (pl*V fD) yp [ yU (O (33) given 7,*, Algorithm 3 is executed to obtain the solution
< [ES p<t+1) f§t+1) u,;; (t+1) ;JU (t+1)) to resource aIIocgtion and configu_ration plesign .of STAR-
= Tsum (B i 0 TR ES ' k,ES : RIS in an alternative manner. Algorithm 3 is a typical block

The first inequality holds since for fixed coefficienfoOrdinated descent (BCD) algorithm, and it can achieve the

matrices of STAR-RIS {ukDES(t)v uI[cJES(t)}' the optimal local optimum with a_fast convergence spegd, WhICh ha_s been
, ' adopted to tackle various non-convex optimization prolsi@m

{pi(t’“l),fi(t“)} is obtained by solving problem (9) viawireless communication systems. Therefore, based on above
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TABLE | 10°
SIMULATION PARAMETERS[28], [45] 4.5
Parameters Default Values ﬁ ar
Total bandwidth,B 20 MHz » a8l
Noise power,c* -90 dBm =
Rician factory 3dB G 3t
UES’ maximum transmit poweax 0.1 W £ —p—ES protocoM=10, 7,=0.2s
UES maximum CPU frequencyimax 8 GHz c 25 4 MS protocolM=10, 7,=0.25 |
Effective capacitance coefficient, 10~ 2, ES protocoM=20, 7,=0.2s | |
The tolerant threshold, 6 10 % 3 —o—MS protocolM=20, 7,=0.25
Path loss factorg 2.2 E1L5 1
T; 1% 2
s
analysis, the suboptimal solution to problem (7) with E: 0.51
protocol can be obtained by our proposed Algorithm 4. Sine ol
the algorithms for MS and TS protocols have similar struesur 2 4 6 8 10 12 14
to Algorithm 4, they can also achieve the suboptimal sotutic Iteration index
n p0|ynom'a| time. Fig. 3. The total computation rate of UEs versus the itenatimex for the

ES and MS protocols.
V. SIMULATION RESULTS

In this section, simulation results are provided to evaua x10
the performances of the proposed algorithms for the tof
computation rate maximization problems in the STAR-RIS
enhanced wireless-powered MEC system. To ensure a i
comparison, one reflecting-only RIS and one transmittinty-o
RIS are employed at the same location as the STAR-RIS
play as the baseline scheme (referred to as the conventic
RIS) and achieve the full-space coverage [13], where bath t
reflecting-only RIS and the transmitting-only RIS havg/2
elements. In addition, all UEs have the same configuratio
with the non-linear energy harvesting model parametersgiv

by a; = 1500, b; = 0.0022, and; = 80 mW [29]. 1t
In the simulations, the AP and the STAR-RIS are locate
at (0,0, 0) meters and0, 10, 0) meters, respectively [45]. The \ ‘ ‘ ‘

UEs are randomly distributed on a circle centered at the STA 2 4 6 8 10 12 14
RIS with a radius of = 3 m. Iteration index

The communication links from UEs to STAR'R_I_S and thq{ig. 4. The total computation rate of UEs versus the itenatiwex for the
from STAR-RIS to the AP are modeled as Rician fadings protocol.
channels, which can be expressed as

h=/pd—® ( /%hLoS + /%hNLos) . (35) since more DoFs for transmission and reflection design can be
+ +

exploited. Meanwhile, under different numbers of STAR-RIS

where p is the path loss at the referend® = 1m. d elements, the proposed algorithm can still converge withst f
denotes the distance between the wireless transmitterhendrate.
corresponding receivery represents the path loss factor of Fig. 5 displays the linear search processes of the proposed
communication link andy indicates the Rician factoh™S  Algorithm 4 and Algorithm 5, where the step size= 0.02s.
and hNt°S are the LoS component and NLoS componeiit is observed that for both ES and MS protocols, the total
of the corresponding channel, respectively [45]. The otheomputation rate of UEs first increases@sgrows, and then
simulation parameters are summarized in Table I. starts to decrease aftey is larger than a threshold. The

Fig. 3 and Fig. 4 demonstrate the convergence behavioesisons behind this phenomenon can be explained as follows.
of the proposed algorithms for ES, MS, and TS protocolgyhen ry is smaller, UEs can only harvest fewer energy for
whereT = 1s. For ES and MS protocaols, the energy transféask offloading and local computing. Accordingly, the total
time is given byr, = 0.2s. It can be observed that thecomputation rate of UEs is lower. Then, with the increase
total computation rates of three protocols are monotolyicabf 7y, more energy can be harvested by UEs and thus more
increased at each iteration, and the algorithms finally emg® task bits can be offloaded to the AP or computed locally at
after several iterations, which verifies the convergenedyais UES, which leads to the increase of the total computatian rat
in Theorems 3 and 4. Besides, as expected, with the increg®vever, whenr, is further increased, the rest time of the
of M, the computation rates of three protocols are increasetssion period used for local computing and task offloading

o
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Fig. 7. The total computation rate of UEs versus the missietod.

that the conventional RIS always has the worst performance
in terms of total computation rate compared with the three
protocols of STAR-RIS. The reason is that compared to the
conventional RIS which can only control the phase shift, the
STAR-RIS has more adjustable parameters and these param-

eters provide extra DoFs to further enhance the offloading
channel conditions of UEs. By fully exploiting these DoFs,
the STAR-RIS can always achieve higher computation rate
than the conventional RIS. Moreover, regarding the three
protocols for STAR-RIS, the TS protocol can achieve the best
performance in comparison with the ES and MS protocols.
This is because the opposite-side leakage of ES/MS protocol
leads to the waste of UES’ transmit power, and hence de@ease
the total computation rate. As a contrast, for the TS prdtoco
although the offloading time is reduced due to the STAR-
RIS’s time allocation for reflection and transmission mqdes
the UEs are always served by all elements and there is no
energy leaked to the opposite side of the STAR-RIS during
the task offloading. Meanwhile, if the TS protocol is empldye
at the STAR-RIS, the interference among UEs can be greatly
is continuously decreased. Hence, the total computatiten reeduced compared to the ES and MS protocols since the inter-
of UEs is also decreased. In addition, we also observe tkat tiser interference at the AP only comes from the UEs in the
optimal energy transfer time; that results in the maximum transmission/reflection space, i.e., only half-spacefietence
total computation rate of UEs increases with the growth ef ttexists. On the contrary, if the ES or MS protocol is employed,
mission period. This is because with a larger mission periotie inter-user interference comes from all UEs located both
UEs have enough time for local computing and task offloadinig. the transmission space and the reflection space, i.ag the
Thus, 7§ can be increased such that UEs can harvest m@ngsts full-space interference. Thus, the interferencenase
energy to increase the transmit power for task offloading asévere at the AP and the total computation rate of UEs is
the CPU frequency for local computing, thereby achieving @ecreased. In addition, it can also be observed that the ES
larger computation rate. protocol outperforms the MS protocol since the MS protocol
In Fig. 6, the total computation rate of UEs versus th& a special case of ES protocol from the mathematical
transmit power of the AP is demonstrated, whate= 1s Perspective, as we state in problem (7).
and M = 10. As expected, the total computation rate of Fig. 7 shows the impact of the mission perigdon the
UEs increases as the AP’s transmit power increases for tiftal computation rate of UEs. It is observed that the total
schemes. This is because when the AP transfers energycdéonputation rate increases with the growth of the mission
UEs with a larger power, the UEs can harvest more energgriod. This is because when the mission period increases,
and thus more computation tasks can be executed via téis& energy transfer time and the energy harvested by UEs
offloading and local computing. Besides, it can be observatso increase, which provides more energy supplies for OEs t

Total computation rate of UEs (bits)
=
N

58 59 60 61 62
Transmit power of API,:’O (dBm)

Fig. 6. The total computation rate of UEs versus the trangmiter of the
AP.
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=

o ‘ ‘ ‘ ‘ ‘ ‘ putation rate decreases with the increase”of Apparently,
when C; increases, the energy consumed for executing 1-bit

14 task data via local computing will be increased. Thus, with

13l the limited energy harvested from the AP, the amount of task
—e—TS protocol bits computed locally by UEs decreases. Accordingly, thal to

1.2 —%—ESprotocol |4 computation rate of UEs is also decreased.

1.8 +“c”§n5;‘;t3§§; RIS In Fig. 10, the total computation rate of UEs is shown

against the number of UEs. To ensure a fair comparison,
there are the same number of UEs in the transmission space
and reflection space. From Fig. 10, it can be found that the
total computation rate of UEs decreases with the increase
of the number of UEs. The reason is that when the UEs
¥ perform task offloading, the NOMA protocol is applied, which

0l 0 300 400 500 600 700 800 900 1000 allows all UEs to access the AP and offload task bits at the
CPU cycles required for computing 1-bit of task-input d@fa, same time and frequency. Thus, the inter-user interference
becomes more severe with larger number of UEs, which leads

Fig. 9. The total computation rate of UEs versus the CPU syctgiuired  to the degradation of the total computation rate. We can also
for computing 1-bit of task-input data. see that the proposed algorithms for STAR-RIS can always
achieve larger computation rate than the conventional RIS

under different number of UEs, which further verifies the

tehxe(t:utek mf(f)lre ?Sk b|t3.|Bes||des, W'E{h a Iarg%r mISSIOI’l %e”%hlperiority of STAR-RIS. Meanwhile, the performance gap
€ fask offloading and local computing can be execute W'among the ES, MS, and TS highlights the importance of

longer time, which further increases the total computataia emploving proper operating protocol in the wireless-nader
of UESs. It is also observed that the STAR-RIS outperforms t EFé: gys?e:?nsp P gp P

conventional RIS and the TS has the best performance, which
coincides with the results shown in Fig. 6.

Fig. 8 presents the total computation rate of UEs versus
the number of RIS’s elements. It can be found that the totalln this paper, the STAR-RIS-enhanced wireless-powered
computation rate of UEs increases with the number of RIS8EC system has been investigated, where the STAR-RIS
elements. Moreover, we also observe that the performarze g@as deployed to assist UES’ task offloading and AP’s energy
between the STAR-RIS and conventional RIS becomes largeinsfer. The total computation rate of UEs was maximized
as the number of RIS’s elements increases. The reason is thajointly optimizing the energy transfer time, transmity
when the number of RIS elements increases, the additiomald CPU frequencies of UEs, and the configuration design
elements can provide more opportunities for designing mosé STAR-RIS. Three operating protocols of STAR-RIS were
efficient configuration strategy of STAR-RIS, and thus a kBighconsidered during the task offloading. To solve the fornaaat
performance gain can be achieved. non-convex problems, based on the penalty method, the SCA

In Fig. 9, we study the impacts of the CPU cycles requirgdchnique and the linear search method, an iterative &hgori
for computing 1-bit of task-input data (i.e(j;) on the total was proposed to solve the ES problem. Then, the proposed
computation rate of UEs. It is observed that the total comatgorithm for ES protocol was extended to solve the MS and

=
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©
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VI. CONCLUSIONS
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TS problems. Simulation results revealed that the STAR-RIB®)]
outperformed the traditional reflecting/transmittingyoRIS.
More importantly, the TS protocol can achieve the largest
computation rate among the three operating protocols [@f)
STAR-RIS.
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