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Abstract

Mélodie Sammarro - Analysing the determinants of Extended-Spectrum p-Lactamase-
producing Escherichia coli and Klebsiella pneumoniae colonisation in the Malawian com-

munity setting

Antimicrobial resistance is a health issue of global concern, involving the human, food
and environmental sectors. A prime example of this threat is the rapid evolution of
Extended-Spectrum p-Lactamase (ESBL)-producing E. coli and K. pneumoniae[l},[2]. These
bacterial species are resistant to most p-lactam antibiotics, and in sub-Saharan Africa,
where last resort antimicrobials are not always available, they may render infec-
tions untreatable[3]]. Interrupting transmission leading to human gut mucosal colonisa-
tion appears like an attractive strategy to prevent infections[3]]. However, little is known
about risk factors for human gut mucosal colonisation with ESBL-producing Enterobac-
teriaceae (ESBL-E) in community settings in sub-Saharan Africa. Here, we suggest the
importance of within-household transmission in driving colonisation in the com-
munity by determining various risk factors for ESBL-producing E. coli and K. pneumo-
niae. We also highlight faecal-oral and environmental routes as potential routes of trans-
mission, through the identification of gender and various water, sanitation and hygiene
components as risk factors. These are determined using spatial and longitudi-
nal approaches on the data collected using the modified spatial design described in this
thesis. The findings indicate that transmission is complex in this setting, with individ-
ual, household and WASH| components appearing as important factors. We suggest that
main transmission pathways might differ depending on the bacterial species, therefore
interventions might need to vary. We also recommend that interventions aimed at pre-

venting transmission might have the best impact when targeted at the household-level



and focused on modifying theWASH]|behavioural practice and/or improving the
infrastructure. Additionally, we show that antibiotic use is important when looking at
colonisation with ESBL-producing K. pneumoniae and therefore infection prevention and
control measures and antibiotic use and stewardship training could help in preventing
transmission. Finally, we report a prevalence of ESBL-producing E. coli of 37% in the
community setting, which is comparable to some of the highest prevalences reported in

the world[4].
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Chapter 1

Introduction

1.1 Thesis overview

This thesis focuses on the transmission patterns of ESBL-producing E. coli and K. pneumo-
niae leading to human gut mucosal colonisation in the community in Southern Malawi.
This involves a spatial and temporal investigation of risk factors for colonisation, accom-

panied by a new extended spatial sampling design adapted to various settings.

1.2 Antimicrobial resistance

1.2.1 A global threat

Recently declared as one of the top 10 global public health threats facing humanity by
the World Health Organisation (WHO))[5]], antimicrobial resistance has become a
potential impediment to the achievement of the sustainable development goals[6}7]]. An-
timicrobial resistance takes place in situations where infection-causing micro-organisms
such as bacteria or fungi evolve over time and develop the ability to survive exposure
to their respective antimicrobial drugs[8]. These drugs, which are commonly used to

prevent and treat infections in humans, animals and plants, therefore become ineffec-
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tive in the fight against infections and the risk of disease spread, severe illness or death

increases[9].

1.2.2 Consequences of antimicrobial resistance

Now that many microorganisms causing common human diseases, including tubercu-
losis and malaria, have become resistant to a wide range of antimicrobial medicines,
the use of “last-resort” medicines, which are most costly, potentially more dangerous
and often unavailable or unaffordable in low- and middle-income countries, is becoming
more frequent[5]. For instance, due to a lack of rapid diagnostic test for gonorrhoea and
the rapid development of resistant strains, there will be no options left once the bacte-
ria develops resistance to the current “last-resort” available antibiotic[8]. In 2014, the
World Health Organisation described the post-antibiotic era we were heading towards,
an era in which the global population could die of simple infections or injuries, due
to the loss of effectiveness of the antibiotics that have been protecting us for the past
70 years[10]]. This will slowly result in older techniques being used to control or treat
infections, which will impact the treatment duration, invasiveness and success[5} [11].
Not only life-threatening infectious diseases will become more lethal, but complex pro-
cedures, such as surgery and chemotherapy, will become more risky without effective

antibiotics to prevent infections[5) 8, [11]].

Consequently, duration of illness and mortality will increase, hospital stays
will become longer and more expensive medicines will be required[5]. This will also
impact the economy at the societal and individual level, with loss of productivity in
the workforce for longer periods of time, higher costs of treatment and longer hospital
stays[11}, [12]. Livelihoods will also be damaged through the loss of effective antimicro-
bials to treat animals in the food production sector and the additional burden of caring
for the people infected by resistant bacteria[J5},[11]. The economy will also be affected by
the need to prevent other infections within or outside healthcare facilities[12]]. Deaths
caused by resistant infections are already estimated at 700,000 deaths a year, and with-
out any sustainable action, they could reach 10 million deaths a year by 2050[8]]. As it
stands, the World Bank has also estimated that by 2030, there could be an additional 24.1
million people suffering from extreme poverty due to[AMR], of whom 18.7 million would
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be in low-income countries[13]].

The reason behind the rise in concern over antimicrobial resistance in recent
years is the lack of new antimicrobial drugs to counter the resistant strains, as much
as the rapidity at which it is developing and spreading[8]. New antimicrobials are ur-
gently needed, and they need to be regulated to ensure a more responsible and sus-
tainable use than in the past, in order to slow down the development of antimicrobial
resistance[8},[9},14]. However, to this day, only few innovative antimicrobials are currently
in clinical development to address the list of priority pathogens drawn up by the World
Health Organisation[8} [9]. According to the latest report of WHO| on data from 2020,
only 26 out of the 43 antibiotics in the clinical antibacterial pipeline are active against
the priority pathogens. Among these, only seven fulfil at least one of the[WHO]in-
novation criteria and only two are active against the critical Gram-negative bacteria[15].
Moreover, over 80% (9/11) of the new antibiotics approved since 2017 are from existing
classes where resistance mechanisms are well recognised and where rapid emergence of

resistance is to be expected[13].

In the last three decades, investments in research and development of new an-
timicrobials have significantly dropped and pharmaceutical companies have shut down
antibiotic discovery programs[16]]. This is related to the inability for antimicrobials to be
a good source of income for pharmaceutical companies. Due to their role as the ‘last-line
defence’, even newly developed antibiotics would not be used frequently[17]. Addition-
ally, promising drugs would also be abandoned when commercial or global health prior-
ities change[17]. Competition between pharmaceutical companies also has an impact, as
many drugs in development remain inaccessible to the public or other companies once
the company has filed a patent[17)]. The estimated that out of the 10 antibiotics
in Phase 1 that are possibly active or active against the critical Gram-negative bacteria,
only one will likely make it to market in the next 10 years[15]]. In 2020, the International

Federation of Pharmaceutical Manufacturers & Associations launched, in collaboration

with many companies and the WHO), the [AMR| Action Fund[18], whose goal is to help

accelerate the research and development of new antimicrobials[15]].
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1.2.3 A complex process

Antimicrobial resistance is a normal evolutionary process for microorganisms that has
been observed since before the first antibiotic was introduced. In fact, the first penicillin-
resistant strain of bacteria was found in 1940, a year before it was first used on the
public[8, [19]]. Since then, resistance to an antibacterial drug has consistently been de-
tected following the development of said antibacterial drug[10} 20} [21]. Antimicrobial-
resistant bacterial strains have even been recently found in permafrost sediments that
were around 40,000 years old[22]]. However, the increasing widespread use of antibiotics
in the world and the lack of[AMR|surveillance, infection prevention and control have al-
lowed it to become a problem of global concern in the last decades[8], (10} 23]. Gradually,
resistance has increased and stabilised in bacteria leading to a new phenomenon called
multidrug-resistant bacteria (MDR)[8]. Multidrug resistance is defined as "acquired non-
susceptibility to at least one agent in three or more antimicrobial categories"[24]. MDR
bacteria are now responsible for causing infections that are difficult to treat or not treat-
able with existing antimicrobial medicines such as antibiotics[[9]]. Bacterial species can
become resistant or multidrug-resistant in many ways, such as through the accumula-
tion of resistance genes or through a single resistance mechanism that gives resistance
to more than one antibacterial agent[25]. Antibiotic resistance can spread through bac-
teria populations when they inherit antibiotic resistance genes, and when they share or
exchange sections of genetic material with other bacteria. This latter process, called hori-
zontal gene transfer, occurs in three main ways: conjugation, where two bacteria connect
and transfer plasmids containing resistance genes from one to the other; transduction,
where bacteriophages bring along genes that they picked up during infection of another
bacterium and finally transformation, where bacteria can take up pieces of DNA directly
from the environment around the cell[20]. Through these various processes, sharing
of genetic material can even occur between different bacterial species, therefore affect-
ing a wider range of infections[5]. Antibiotics remove drug-susceptible bacteria, leaving
resistant bacteria behind to reproduce as a result of natural selection[21]]. Antimicrobial-
resistant organisms can be found in humans, animals, food and in the environment and

can circulate between them[5, [9].
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1.2.4 Influencing factors

1.2.4.1 Misuse and overuse of antibiotics

Since the initial discovery of penicillin in 1928, antibiotics have changed the practice
of modern medicine and saved countless lives. However, the main drawback from this
breakthrough is the arising of a general belief among the population that antimicrobials
are universally efficacious and should be applied to cure most infections[5], [11]]. As a re-
sult, their use became more widespread in both hospital settings and community settings.
Overuse in hospital can present itself in life-threatening cases where the clinician lacks
time to accurately diagnose the infectious disease or its pathogen, such as when patients
meet the definition of suspected sepsis and are therefore commonly prescribed broad
spectrum antibiotics[11]]. The overuse of antimicrobials prescribed by general practition-
ers can also occur, due to patient pressure or a lack of time and/or resources to identify
the infection[5,[11]]. The lack of availability of rapid diagnostic test for infectious diseases
can cause the practitioner to rely too often on educated guesses and prescribe inappro-
priate antimicrobials for the patient’s actual disease. For instance, although many res-
piratory infections are caused by viruses, about half of the patients receive unnecessary
antibiotics[16), 26]]. Patients might also misuse antimicrobial drugs by re-using courses

that were not previously completed or by continuing them for longer than needed[16].

In 2015, a “country situation analysis” conducted by the World Health Organ-
isation in Member States in each of the six regions showed that the sale of antimi-
crobial drugs is still widely unmonitored and regulations on the sale of prescription-only
drugs were not enforced in multiple regions[27]. Many countries additionally lacked
standard treatment guidelines for health care workers[23} 27]]. Furthermore, in low- and
middle- income countries (LMICE), the risk of inadequate dosage is higher, influenced
either by drug sharing or by using counterfeited antimicrobials[16} [28]]. Although there
has been an increasing trend in the implementation of national monitoring systems of
antimicrobial consumption in the recent years, over half of the low-income countries
that took part in the country self-assessment survey by the Tripartite Food and
Agriculture Organization of the United Nations (FAO), World Organisation for Animal
Health (OIE)) in 2020 reported not having a national plan or system to monitor the use
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of antimicrobials in human health[29].

Furthermore, little variation exists between the classes of antibiotics used in
animals and in humans, increasing the risk of resistant bacteria spreading between ani-
mal species and humans[[10},[23]]. The use of antimicrobials in animals varies from disease
treatment to disease prevention, but mainly poses a threat when used as growth promot-
ers through mass administration to herds[5}[30]]. Although the addition of any antibiotic
as a growth promoter in animal feed has been banned in the European Union since 2006,

such use is still common practice in many low- and middle-income countries[5, 30, [31]].

1.2.4.2 Water, sanitation and hygiene (WASH) and infection prevention and
control (IPC)

Enteric bacteria, whether antimicrobial-resistant or not, can either directly shed into the
environment, whether through open defecation, or to the sewerage system, through fae-
cal matter[32], (33, 34]. They can directly contaminate rivers or spread through sewer
sludge, which can be used as a fertiliser[33] [35]. In the same way, antimicrobial use in
animals increases the risk of contaminating the environment when treating the herds
directly on pasture or in aquaculture[32, 33} 36]]. Animal faeces is also commonly used
as manure, indirectly spreading antimicrobial resistance further into the environment[5),
32,136, [37]]. The use of sludge and/or manure as a fertiliser also jeopardises surface or

ground waters[33}, 134, [37].

The natural environment, which encompasses water, soil and air, has been
identified as a potential pathway for transmission of antimicrobial resistance[20, 37, [38].
However, due to its complexity, the interaction between environment and antimicrobial
resistance is still not well understood[36} 38]]. In the environment, similarly to inside a
human or animal host body, the addition of antimicrobials (and other agents such as pes-
ticides) exerts a selective pressure on the existing environmental bacteria[16} 39,40, [41].
This leads to the disappearance of the antimicrobial-susceptible bacteria and the devel-
opment of ever more resistant strains, allowing for the antimicrobial-resistant agents
to be shared with more ease across various bacterial populations and pathogens([32].

Antimicrobial-resistant bacteria are usually introduced into the environment through
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human or animal faecal matter, however, humans can also find themselves exposed (or
re-exposed) to these bacteria through contact with the environment[37]]. In fact, environ-
mental exposure can occur through different types of contaminated water sources, such
as drinking water, recreational water or irrigation water[34,(37,,[38}40]. Due to the impor-
tance of water in our daily life, it has become an unavoidable pathway for antimicrobial

resistance to spread[32} 36].

Globally, over 80% of wastewater is released into the environment without ad-
equate treatment[42]]. In the developing world, up to 90% of all wastewater from piped
sewage is released, without treatment, into rivers, lakes and oceans[43]]. By unknowingly
using contaminated manure or water to fertilise or irrigate crops, the fresh produce also
becomes at risk of being colonised with antimicrobial-resistant bacteria. Likewise, the
proximity of food-producing animals to contaminated sources of water such as rivers
or wastewater puts entire herds at risk of becoming colonised, therefore additionally
putting at risk the food produced[32, [37]. Moreover, it has recently been shown that
direct inhalation or deposition of contaminated dust onto skin, food or water from live-
stock facilities expose populations to antimicrobial residues or antimicrobial-resistant
bacteria[36), [44]. Intensive farming produce a larger quantity of waste than small or
medium farms, yet due to the lack of appropriate waste removal systems, these farms
also find themselves at increased risk through the contamination of the environment
by the waste disposal of these intensive facilities[36, [45]. Subsequently, farm work-
ers can themselves spread resistant bacteria or genes into their respective families and
community[36} [46]. Smaller farms produce less waste, however, due to their size, regu-
lations surrounding waste disposal are also less tightly regulated. Therefore, these farms
might inappropriately dispose of their waste, by throwing it into nearby water sources or

onto nearby land, potentially polluting the environment[36].

Due to the various interactions at the interface between humans, animals and
environment through which antimicrobial resistance can occur (see Figure[1.1), the im-
portance of looking at antimicrobial resistance in a One Health setting is unequivocally
necessary|[8}, (16}, 47, [48]]. As of December 2021, One Health has been defined by the One
Health High Level Expert Panel as "an integrated, unifying approach that aims to sus-
tainably balance and optimise the health of people, animals and ecosystems"[49, [50]. It

recognises that "the health of humans, domestic and wild animals, plants, and the wider
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environment (including ecosystems) are closely linked and inter-dependent"[50]. These
pathways are usually bi-directional, e.g. from humans to animals and animals to hu-

mans, and there is still a vast lack of knowledge surrounding their respective importance,

especially in [LMICs[36].
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Figure 1.1: Hypothetical model of behaviours and movement of AMR|determinants and

bacteria in Uganda and Malawi. Created by Design Without Borders Uganda.
©DRUM Consortium

In 2021, a joint report from the World Health Organisation and UNICEF esti-
mated that almost half of the global population, approximately 3.6 billion people, still
lack safe sanitation while one in four people lack safe drinking water[51]]. In fact, at least
494 million people still practise open defecation and at least 2 billion people around the
world use a drinking source that is contaminated with faeces[51]. Furthermore, one in

three people around the world lack basic hand-washing facilities[51].

Improving infrastructure and behaviour will reduce transmission and
help to curb the spread of AMR]|52]. WASH]in the healthcare environment forms part of
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infection prevention and control and[[PClin healthcare facilities is a well-recognised
means to limit the spread of [AMR]| bacteria[47, 48]. However, it is still not well estab-
lished or not established at all in many countries, especially in low- and middle-income
countries where healthcare is further compromised by a lack of access to clean water,
sanitation and hygiene infrastructure but also a lack of access to affordable and quality
antimicrobials, vaccines and diagnostics[5},/52]. This is tragic as the Organisation for Eco-
nomic Co-operation and Development (OECD) recently estimated that promoting simple
infection prevention and control measures such as hand hygiene could reduce by about

40% the health burden([53} 54].

1.2.4.3 International travel and trade

The growing ease of international travel and trade in the last few decades (excepting re-
cent interruptions consequent upon the COVID-19 pandemic) has become an additional
factor contributing to the dissemination of antimicrobial resistance [55]. In 2018, there
were 1.4 billion tourist arrivals worldwide[56]. The ability to travel to anywhere in the
world in a lapse of two days has made it very difficult for the human population to con-
trol the spread of infectious diseases. Furthermore, this ability is shared between humans
and microbes as they can travel within various hosts, without even being detected, and
therefore are able to cross the globe within a few days’ time[11l]. This has rendered all
populations accessible to the threat of existing microbes from all environments that a
few decades ago, would not have been able to reach them[5][11]. Not only are those trav-
ellers at risk of exposure to resistant bacteria in endemic areas, they also are likely to
return colonised[55],[57]]. A key example of this is the rapid global spread of New Delhi
metallo-p-lactamase-1—-positive Enterobacteriaceae, first identified in Sweden in 2008 in
an Indian patient previously hospitalised in New Delhi and subsequently detected on
all continents within two years[58]. In addition to human travellers, international travel
and trade has allowed other carriers, such as livestock animals or food products of animal

origin, to spread resistant bacteria to other parts of the world [59,60].

30



1.2.5 Antimicrobial resistance in low- and middle- income

countries

Due to a higher burden of infectious diseases and a poor regulation of antimicrobial use
in both humans and animals, low- and middle- income countries are especially
vulnerable to the emergence of antimicrobial resistance[52], 55} [61]. The availability of
non-prescription drugs and lack of healthcare access in some regions drives the mis-
use of the only available products[53]. Additionally, these drugs available without pre-
scription are also commonly associated with poor quality or counterfeiting. The World
Bank estimated that 60% of antimicrobials used in Africa and Asia contain little to no
active ingredients[13]]. Without appropriate access to healthcare and effective antimicro-
bials, infections that are usually treatable, such as respiratory infections or diarrhoea,
account for an estimated 12% of deaths in [LMICE[62]. While twenty years ago,
had much lower antibiotic consumption than high-income countries mainly due
to a lack of affordability and access, between 2000 and 2015, antibiotic consumption
in had a 114% increase, rapidly converging towards the same consumption as
in [HICk[63]]. However, the lack of affordable and appropriate antimicrobials in
increases the widespread use of the same antimicrobials, which are then commonly mis-
used, thus driving resistance for these specific products. This increase in consumption
of the same antimicrobials, the lack of resources to diagnose the considerable presence
of infectious diseases in these areas, the unavailability of appropriate antimicrobials to
treat them and the inadequate water, sanitation and hygiene infrastructure makes[LMICk

an ideal landscape for antimicrobial resistance to emerge and spread[52,[55].

In particular, between 2000 and 2015, consumption of the cephalosporin g-
lactam antibiotic class, especially third-generation cephalosporins, increased rapidly in
[LMICk. Their use was rapidly accompanied by the emergence of extended spectrum f-
lactamase (ESBL)-producing bacteria[63},164]. ESBLs are enzymes produced by bacteria
that break down and render ineffective a broad range of p-lactam antibiotics[65]. Genes
coding for ESBLs are often situated on plasmids, and therefore propagate through bac-
teria by horizontal gene transfer [66} [67]. Often, these genes are located on the same
plasmid as other AMR genes, which can lead to MDR, and complicate further the treat-

ment of infections [66]. Plasmids are usually present in multiple copies on a bacterium,
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causing the resistance genes they carry to rapidly evolve and consequently allowing the
plasmids to act as an evolutionary catalyst to accelerate the evolution of new forms of
resistance [68]. Due to the widespread use of f-lactam antimicrobials to treat bacte-
rial infections, the frequent exposure of bacteria to such antibiotics has caused a con-
tinuous production and mutation of ESBLs[64}, [65]. Since before 1990, approximately
a thousand resistance-related f-lactamases inactivating f-lactam antibiotics have been
found[23]. This rapid evolution of bacterial resistance causing such a sudden increase
in multiple drug resistant organisms is of important public health concern[65]]. In 2017,
cephalosporin-resistant Enterobacteriaceae were included by the World Health Organisa-
tion in the list of priority 1 critical pathogens for which research and development of new
antibiotic options are urgently needed[69]. ESBL-producing bacteria have been found all
over the world, however whilst surveillance studies are present in Europe, North America
and Asia, there is a substantial lack of research published on the situation in Africa[70].
In sub-Saharan Africa (sSA), where cephalosporins have increasingly become the antimi-
crobial of choice due to the unavailability of other reserve antibiotics, ESBL-producing

bacteria are spreading rapidly[2, 71]].

1.3 ESBL-producing Enterobacteriaceae

1.3.1 ESBL-producing Escherichia coli and ESBL-producing

Klebsiella pneumoniae

Escherichia coli is a diverse bacterial species typically found in the intestines of animals
and humans[72]]. Although most strains of E. coli are harmless, some strains can cause
various types of infection such as serious diarrhoea or urinary tract infections[72]. They
are also the leading cause of bloodstream infections in the community and the second
leading cause of these infections in hospitals globally[53]. Klebsiella pneumoniae is an-
other bacterium often found in the human or animal intestines and the environment
and is the archetypal nosocomial pathogen[73]. Similarly to E. coli, many infections,
such as urinary tract infections, soft tissue and respiratory infections, can be caused

by K. pneumoniae[71), [74]. Standard treatments for infections caused by either bacteria
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include cephalosporins[53]]. ESBL-producing Enterobacteriaceae are now a large prob-
lem in African healthcare institutions and communities, where E. coli and K. pneumo-
niae are predominant[70, [75, [76} [77] [78]]. E. coli and K. pneumoniae are the two Gram-
negative bacteria from the Enterobacteriaceae family in which ESBLs have been found
most often[79]. In particular, the spread of drug-resistant E. coli is due mostly to the
global dissemination of one specific sequence type 131 (ST131)[80]]. Whilst ESBLs used
to be found mainly in hospitals as the cause of hospital-acquired infections, they are now
regularly detected in both hospitals and communities, although usually at a lesser extent
in communities[70, [77) [81]. Combined with a lack of resources, this caused a focus on
hospital-based research and resulted in an important lack of estimates for community-

based [ESBL|carriage, especially in East Africa[77,(82].

1.3.2 ESBL-producing Enterobacteriaceae in East Africa

In East Africa, information on the prevalence of ESBL-producing Enterobacteriaceae is
still scarce and most available studies are from hospitals, and many times from target
populations within the hospital[10, 70, 77, [83]. A review from 2016 showed that in
East African hospitals between 2003 and 2014, the overall pooled proportion of ESBL-
producing Enterobacteriaceae was 42%, with wide differences between countries and
between studies[77]]. The lowest pooled ESBL-producing Enterobacteriaceae proportion
was 0.30 (95 % CI: 0.21-0.38) in Ethiopia, while the highest was 0.62 (95% CI: 0.38-0.87)
in Uganda[77]. Proportions in Tanzania and Kenya were respectively estimated at 0.39
(95 % CI: 0.30-0.48) and 0.47 (95 % CI: 0.23-0.71)[77]]. Previous estimates from East
African hospital studies ranged from 0.7% to 22.8%, with [ESBL|E. coli ranging from 14
to 25% and K. pneumoniae from 13 to 17.3%[76]. A more recent review of ESBL-
producing Enterobacteriaceae prevalence in humans, animals and the environment in
Tanzania showed an overall prevalence of 22.6%. The author suggested that these differ-
ences could be explained by the fact that the samples from the 2016 review were
taken from hospitals where multidrug-resistant bacteria is very common([78]]. A separate
review from 2019 on the prevalence of third-generation cephalosporin-resistant Enter-
obacteriaceae found a median prevalence of resistance of 14.3% (10.0-24.3%) in E. coli

and 46.7% (17.3-84.5%) in Klebsiella spp. in Eastern Africa[84]. These varying estimates
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highlight the need of a comprehensive study of the ESBL-producing Enterobacteriaceae

prevalence in settings outside the hospital or healthcare facilities in East Africa[70].

1.3.3 ESBL-producing Enterobacteriaceae in Uganda and

Malawi

In Uganda and Malawi, antibiotics are widely available, either through over-the-counter
sale, as is allowed in Uganda[85]], or through the lack of adherence to the prescription-
only sale of antibiotics in Malawi[86]]. Furthermore, in Uganda, approximately 20 mil-
lion people do not have access to clean water and 37 million people do not have a decent
toilet[87]. In Malawi, 33% of the population does not have access to improved sanitation
and 13% do not have access to a clean water facility[88]]. These conditions make Uganda
and Malawi ideal places for AMR|to transmit and persist. In recent years, prevalence of
ESBL-producing Enterobacteriaceae has been estimated in multiple hospital studies in
Uganda, ranging widely from 13.4% to 89%[189,190, 91,192]. Among the ESBL-producing
Enterobacteriaceae, the prevalence of E. coli varied between 34% and 58.1% and
the prevalence of K. pneumoniae varied between 12.7% to 72.7%[89, [90, 91}, 92].
However, community surveillance of [ESBL}producing Enterobacteriaceae is much less
common in Uganda although ESBLs were detected in over 80% of the screened isolates
in clients attending outpatient clinics in Kampala and rural districts of Uganda[93]. In
Malawi, ESBL]resistance in E. coli has increased from 0.7% to 30.3% and [ESBL]resistance
in K. pneumoniae from 11.8% to 90.5% between 2003 and 2016([2]]. Since then, commu-
nity [ESBIL]carriage has been estimated at 16.7% in a study focusing on community health
centers outpatients[94]. The most common bacteria was E. coli with 66%, followed by
K. pneumoniae with 8%[94]. Studies on the prevalence of ESBL-producing Enterobacte-
riaceae in Malawi are extremely limited, showing a lack of [ESBL]|surveillance even more

significant than in Uganda.
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1.3.4 ESBL colonisation and risk factors

Many risk factors have been described for infections due to the acquisition of an ESBL-
producing bacteria, both globally[95] [96| [97] and in sub-Saharan Africa[75], [98]. These
risk factors have mostly been explored because of the infection the patients were suffering
from and not because of their gut mucosal colonisation with ESBL-producing bacteria.
However, recent studies have shown that gut mucosal colonisation with ESBL-producing
bacteria is itself a risk factor of [ESBL|related infections[99, 100]. Therefore, interrupt-
ing the transmission of ESBL-producing bacteria by studying the risk factors of
asymptomatic colonisation within the community seems like an interesting strategy to
prevent infection[3]. Only four studies were identified in a global review from 2016
as investigating ESBL-producing Enterobacteriaceae fecal colonisation and risk factors
among healthy individuals in Africa [4]. Among these, no studies described risk fac-
tors and none of the studies took place in East Africa. In a more recent review describ-
ing gut mucosal colonisation with ESBL-producing Enterobacteriaceae in sub-Saharan
Africa, among twelve community studies, only three did not refer to a special popula-
tion, and only one described risk factors[3]. This study reported 16.5% of [ESBL] carriage
among healthy people in a community in Tanzania. Among the ESBL-producing bacteria,
76.3% were[ESBLJ|E. coli and among all the sampled isolates, 15.5% were[ESBL|E. coli and
3.8% were [ESBL] K. pneumoniae. Age, history of antibiotic use and history of admission
were found to be risk factors of [ESBL| carriage [101]]. Considering the One Health aspect
of antimicrobial resistance and the recent global increase of ESBL-producing E. coli and
K. pneumoniae, gaining a better understanding of the transmission of ESBL-producing
Enterobacteriaceae is essential to slow their spread and prevent infections in low- and
middle- income countries where WASH]|infrastructure is lacking and reserve antibiotics

might not be available.

35



1.4 Drivers of resistance in Uganda and Malawi

(DRUM)

The Drivers of resistance in Uganda and Malawi consortium is a trans-disciplinary
collaboration, funded by the Medical Research Council, between UK universities and
African institutes working across urban and rural sites in Uganda and Malawi. Its aim
is to study transmission in a One Health setting: areas with different human and
animal population densities, and different levels of affluence and infrastructure[102].
The consortium wants to answer the following questions: What are the drivers of
transmission? How can we maximise the impact our efforts to interrupt human
acquisition are likely to have? Which strategies are likely to be most affordable and fea-
sible? Its goal is to investigate the transmission patterns of ESBL-producing E. coli and
K. pneumoniae by exploring demographic, behavioural, spatial and longitudinal
risk factors for [ESBL|asymptomatic colonisation. It aims to look for the best course of ac-
tion to prevent transmission leading to asymptomatic colonisation, which is itself a risk
factor for [ESBL]infections. These bacteria were selected as they belong to the same fam-
ily and often share phenotypes, however E. coli is typically considered to be both
community-acquired and nosocomial, whereas K. pneumoniae is more often judged to be
the archetypal nosocomial [AMR|pathogens[73}[102]. Stool samples from the participants
were initially cultured for growth of ESBL-producing bacteria. Bacterial colonies were
then classified by color into categories, and speciation took place for ESBL-producing K.
pneumoniae using polymerase chain reaction (PCR)[102]. Throughout this thesis, coloni-

sation refers to asymptomatic carriage of either of these pathogens.

1.5 Aim and objectives of the thesis

The aim of this thesis is to investigate individual, household and risk factors,
across space and time, of ESBL-producing E. coli and K. pneumoniae transmission leading
to human gut mucosal colonisation in Southern Malawi. The [DRUM] consortium pro-

vided an ideal framework to address this aim through three main objectives :
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1. Determination of a suitable sampling design for all[DRUM]study areas, accounting

for population density and socioeconomic stratification

2. Spatial investigation of household and individual risk factors of ESBL-producing

E. coli and K. pneumoniae colonisation in the community

3. Temporal investigation of individual, household and WASH]risk factors of ESBL-

producing E. coli and K. pneumoniae colonisation in the community

Throughout this thesis, we group our candidate risk factors into different cate-
gories. Individual characteristics (age, gender, HIV status, antibiotic use) and household
characteristics (household density, income, sharing the household with ESBL-colonised
individuals) are explored in chapter 3 and 4. Older age has been found as a risk factor in
multiple studies of ESBL colonisation [101}[103]] as well as current or recent antibiotic use
(104} [105]. While we focus on recent antibiotic use in this study, in Malawi, testing pos-
itive for HIV usually requires the patient to be put on cotrimoxazole preventive therapy
thus looking at long-term antibiotic therapy. Furthermore, due to the need for more fre-
quent healthcare utilisation, HIV-positive individuals are at increased risk of infections
with resistant bacteria[106]. In low- and middle income countries, income is complex
as it can influence many other covariates, such as the WASH infrastructure and/or an-
tibiotics available to the household. In previous studies in similar contexts, household
income has been shown as a risk factor for ESBL colonisation however opposite findings
resulted from those studies [107, [108]]. In order to look at the importance of within-
household transmission, which has been assessed in other contexts [109, [110], 111], we
also look at the household density, defined as the number of people living in the house-
hold at time of enrolment, and whether sharing the household with ESBL-colonised indi-
viduals increases your risk of being colonised with ESBL-producing bacteria. Addition-
ally, we look at seasonality to see if it impacts the prevalence of ESBL colonisation in the
community. In Malawi, the wet season spans from November to April and the dry season
from May to October. During the wet season, accumulation of rainwater and flooding
can occur, potentially increasing the risk of contamination of the environment. Such
weather might also affect the behaviour of the population causing more indoor crowding
and therefore potentially increasing the transmission within the household. Addition-

ally, the seasonality of infectious diseases causing increased levels of antibiotic use might
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also result in an association between seasonality and higher AMR levels [112].

In low- and middle-income countries, the lack of appropriate wash infrastruc-
ture combined with poor hygiene practices facilitates interactions between people and
both human and animal waste in the environment. Water, sanitation and hygiene fac-
tors are thought to play a main role in the transmission of AMR [32] therefore in chap-
ter 4, we include WASH risk factors to look at their effect on human colonisation with
ESBL bacteria. These risk factors can be categorised in various groups: sanitation factors
(toilet present in the household, type of toilet, presence of a drop hole cover, presence
of cleaning materials in the toilet, reported open human defecation, available disposal
mechanism for animal waste), hygiene factors (hand washing facilities, presence of soap),
food factors (eating street food, eating from shared plates), water factors (drinking wa-
ter source, storage method, alternative water used for cleaning utensils), animal factors
(animal ownership, animal inside the house, visible animal faeces) and broader envi-
ronmental factors (accumulation of wastewater, interaction with river water, interaction

with drains).

Poor sanitation infrastructure has been associated with higher levels of antimi-
crobial resistance [113] while the use of improved infrastructure like drop hole covers is
typically used to prevent flies from accessing faecal matter, reducing the ability of flies in
transporting and transmitting bacteria [114}[115]. Water factors such as private access to
drinking water and using water from a borehole have been associated with a lower preva-
lence of ESBL colonisation [3} [I16]. In fact, environmental exposure can occur through
different types of contaminated water sources, such as drinking water, recreational water
or irrigation water [34},[37,[38]], therefore it is crucial to look at the effect of various water
sources (drinking water, wastewater, river water) on ESBL colonisation. Furthermore, in
LMICs, animal husbandry is frequently a primary source of income [117], and permit-
ting animals inside the home is common practice. However, this practice increases the
risk of faecal contamination of the soil by enteric pathogens like E. coli [118] and there-
fore puts household members, especially young children, at higher risk for exposure to
faecal pathogens and enteric infections [119]. Thus it is essential to consider animal
factors when looking at colonisation with enteric bacteria. Overall, all the risk factors
categorised under WASH risk factors were included in order to detect any association

arising from these human-animal-environment interactions.
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1.6 Methods overview

This section outlines the methodological approaches taken throughout this thesis. The
information in this section is primarily from Diggle and Ribeiro[120] and Diggle and

Giorgi[121]). For more detailed information, please refer to these books[120, [121].

1.6.1 Bayesian geostatistical methods for disease data

To answer their questions, the[DRUM]|study proposed to run a detailed, longitudinal mi-
crobiological survey of humans, animals and the environment in order to discover social,
demographic, and spatial predictors of carriage. Due to the interactions between
human, animal and environment surrounding AMR, spatial variation in prevalence of
AMR is complex. Many factors could be responsible for such variations such as antimi-
crobial consumption levels, level of environmental contamination, household transmis-
sion and socio-economic factors[[122]. Studies have shown that the prevalence of AMR
varies depending on the global region [123} [124] and that differences in antimicrobial
consumption have been linked to the emergence of spatial clusters of AMR in the com-
munity [125]. However, little is known about more localised spatial clustering of AMR in
LMICs. The presence of ESBL-producing Enterobacteriaceae clusters at the community
level using geographic mapping tools was also detected in previous studies [126)], [127]].
Spatial studies of AMR genes in animal populations have also detected small-scale clus-
ters [128][129]. In previous studies of other bacterial diseases[130, 131}, [132], significant
spatial clustering of prevalence was found across similar spatial extents to those used in
[DRUM|Generally, the transmission of infectious diseases tends to occur over short dis-
tances, therefore their spatial structure usually acts in three main ways: individuals far
from sources of infection are at little risk, local transmission and depletion of suscep-
tible hosts impact majorly the epidemic growth and at-risk individuals can be targeted
using spatial proximity as a local control measure[133]]. Although SARS-CoV-2 is a viral
disease, the principles of infections by contact or proximity are similar; several authors
have spatial clustering of cases as a result[134,[135}136]]. In fact, disease outcomes often
display some spatial structure, with neighbouring values being correlated due to shared

characteristics and transmission, which infers that information from one site can pro-
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vide information about neighbouring sites[137]. Thus an analytic approach capable of
detecting, and accounting for, residual spatial correlation is required in order to ensure
accurate inferences to be drawn. In such a setting, geostatistical models present a natural

and powerful method of analysis[121]].

A geostatistical model assumes a generalised linear modelling framework in
which a response variable Y;, i = 1,...,nis observed at a discrete set of sampling locations

x,i=1,...,n
Y; is modelled using a noise distribution conditional on mean y; such that

g(ui) = a+zl p+5(x;) (1.1)

where g(p;) is a link function that relates the mean to a linear combination of variables,

z; is a vector of covariates, and S(x;) is a realisation of a spatial Gaussian process with
covariance function

Sij = o2p(|lxi — xjl; ) + 145 (1.2)

for locations x; and x;. ¢ is the length scale of the spatial correlation, o?is

the variance of the spatial process, 7 is the nugget effect and ||x; — x;[| is the Euclidean

distance between x; and x;.

1.6.2 Bayesian inference and MCMC methods

Whilst much of the statistical analysis in this thesis is performed in a frequentist ap-
proach, we employ Bayesian methods at several points to work with more flexible proba-
bility models. In Bayesian inference, the model parameters are treated as an unobserved
random variable and must be assigned a probability distribution, called the prior dis-
tribution p(6). The prior distribution represents the uncertainty about the parameter
before data collection. Inference about the parameter is carried out through the distribu-
tion of the parameter given the data, called the posterior distribution p(60|Y)[121]]. They

can be described using Bayes’ Theorem:

p(Y|0)p(6)

ploy) =Bt
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where 0 are the model parameters and Y the data. The likelihood p(Y|0) rep-
resents the probability of the data give the parameters. Inference is usually performed

ignoring the normalizing constant p(Y) , thus the equation can be rewritten as:

p(6]Y) o p(Y|6)p(6) (1.4)
where o means "is proportional to". Because the posterior is a joint distribution over

multiple parameters, it can be hard to interpret and is high-dimensional. Markov Chain
Monte Carlo (MCMC) methods are used to sample from probability distributions using
Markov Chains[120]. We used a standard implementation of the No-U-Turn Sampler
(NUTS), an adaptation to the Hamiltonian Monte Carlo algorithm, for fitting the Bayesian
posteriors. For an introduction toalgorithms, please see Gilks, W.R., Richardson,
S. and Spiegelhalter, D. (1995)[138].

1.6.3 Spatial data analysis

A spatial study has to take in an added consideration compared to other types of studies,
which is to focus on where to sample the locations, as well as how many locations to sam-
ple from. Contrarily to the number of locations to sample from, the sampling locations
are usually not constrained by cost since it is assumed that the researcher is free to go
to any location within their study area[120]. However, that is not always the case. In
prevalence studies, sampling locations have to be restricted to inhabited locations within
the study area, in order to sample from the population. In the case of the study,
we also had an a priori expectation that households close to each other might have more
similar [ESBL]colonisation status than households further apart. For geostatistical models
such as the model described in Equation an efficient sampling design must consider
not only maximising variability in terms of the covariates z, but also ensure that variabil-
ity exists between sampling locations x so as to inform on the spatial parameters o2, ¢,

and 72 [139]. The design concept is developed in Chapter 2.
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1.6.4 Bayesian models for longitudinal disease data

For disease-related states such as asymptomatic colonisation with E. coli and K.
pneumoniae that are known to be a risk factor for infections[99}, [100], there is an
interest in finding out what the temporal trends are, not only seasonally over time, but
also for specific individuals or households. Gaining a better understanding of how the
colonisation evolves at the individual-level or household-level could offer some addi-
tional insights into the transmission patterns of E. coli and K. pneumoniae. The
DRUM study initially planned to compare visits that were fixed at baseline, 1 month,
3 months and 6 months but due to the very large variation in dates for each specific
visit group (1,2,3,4) and in days between visits (caused by the COVID-19 pandemic), it
was no longer possible to compare these specific groups. For example, when compar-
ing between individuals and/or households, some had a month between 2 specific visit
groups while others had four months between the same two visit groups. In order to
account for the gap in samples created by the pandemic and to appropriately look at the
evolution of colonisation status over time, we decided to look at time as a continuous
variable instead of using the visit groups. We also use a personalised covariance struc-
ture for our households while keeping the model at the individual-level. In order to fit
the household-level temporal random effect, we made the pragmatic decision to move
to a Bayesian framework that offers more flexibility over how we design our probability
model. In fact, at various points in this thesis, we moved from a frequentist framework
to a Bayesian framework to fit models that would have been difficult to fit otherwise, i.e.

the Gaussian process in chapter 3 and the temporal model in chapter 4.

1.7 Impact of COVID-19 on the thesis

The COVID-19 pandemic impacted the DRUM]|study in various ways, consequently im-
pacting this thesis. It mainly affected it by stopping the data collection and the microbi-
ological testing, therefore delaying the results for a couple of months. Considering the
DRUM]study is a longitudinal study, all visit groups were affected by this. Additionally,
a substantial amount of samples already sampled were also unavailable for analysis due

to the scientists inability to go into work and perform the microbiological analysis be-
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cause of restrictions. The effect on results will be mentioned throughout the chapters

and resumed in the discussion.
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Chapter 2

Spatial design for the DRUM study

areas

2.1 Introduction

Antimicrobial resistance is deemed one of the biggest global health threats facing hu-
manity by the World Health Organisation[9]. Specifically, Enterobacteriaceae producing
extended-spectrum f-lactamases (ESBL) have become a large problem in African health-
care institutions and communities in the last decades. In sub-Saharan countries, where
research is still scarce[70], gaining a better understanding of the spatial distribu-
tion of ESBL-producing Enterobacteriaceae carriage is essential in order to investigate the
dynamics of transmission of these pathogens and to tailor appropriate interventions to

reduce their dissemination[3].

When investigating phenomena characterized by spatial variation, finding op-
timal sample locations in the study area is essential[140} (141}, [142]. These sample loca-
tions need to be as representative as possible of the entire population, taking into account
the spatial variability of the area [143]]. In the context of disease, under sampling in some
areas could prevent the spatial variability from being captured, therefore not correctly
portraying the prevalence of the disease. While acquiring information at every possible

location is necessary in terms of representation, avoiding oversampling of areas with low
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density population, such as rural areas where households are inexistent or more spaced

out, is crucial in terms of efficiency.

Common issues in spatial sampling design relate to a lack of information re-
garding the geographical structure of the study area. If no information about the area is
available and the sampling is done at random, the likelihood of sampling in low-density
areas increases, therefore complicating the field data collection, e.g. field teams arriving
at a location at which nobody lives. Moreover, this can lead to a potentially important
cluster of households being ignored, causing a misrepresentation of the population in
that area. The choice of design can heavily impact the resulting sampling and subse-
quent results in many ways; if the data used to construct the design is not precise, some
households will not be selected if they do not appear in the data and some might be
misplaced due to infrastructure changes or a lack of recent information. Furthermore,
typically some households that have been pre-selected will decline to take part, so in-
field decisions about how to approach the next nearest household must be taken, which

may affect the results and should be considered in advance.

Two main classes of geostatistical designs exist: adaptive and non-adaptive de-
signs. The first requires the sampling locations to be chosen sequentially during data
collection whilst the latter requires the sampling locations to be chosen in advance of
any data collection[139]. Henceforth, the latter will be discussed. Two examples of non-
adaptive designs are completely random and lattice designs. In a completely random
design, the design points form an independent random sample from a uniform distri-
bution on the study area[120]]. In a completely regular design, the design points form a
regular lattice (usually square, at times triangular) over the study area. In theory, both
these designs are used for classical statistical sampling, with a preference towards ran-
dom designs to protect against bias. From a spatial point of view, these designs can be
inefficient due to their uneven coverage of the study area. Contrarily, regular designs

offer a very even coverage of the study area[121]].

Generally, when constructing a sampling design, an important condition is to
compromise between efficient parameter estimation and efficient prediction given the
values of the covariance model parameters (see Chapter 1, Equation |1.2)[139, [144) (145

146]. Lattice designs lead to efficient spatial prediction provided model parameters are
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known, whilst a completely random design has the advantage if the model parameters
are unknown, due to the assumption of a wider range in distances between points and
consequently that more information will be provided on the parameters of the covari-
ance function[139, [147)]. Whereas regular designs are susceptible to bias in the presence
of periodicity across space, more-regular-than-random designs can improve spatial pre-
diction, while maximising coverage across the study region[148]. Therefore, random
sampling of points conditional on inhibitory distance compromises between a regular
grid and complete spatial randomness to ensure points are randomly located, but dis-
tributed evenly across the study region[139}147)]. Inhibitory designs guarantee a mini-
mum distance m between points, meaning that short-range spatial correlation cannot be
measured. Therefore, additional points may be introduced at random within a circle of

small radius close to randomly selected primary points — "close-pair points".

In the context of non-adaptive designs, random sampling has been shown to be
sufficiently efficient for parameter estimation [121]]. However, when looking at predic-
tion over a new set of points throughout a specific study region, it can create large empty
spaces with no samples within said study region [145]. Diggle and Ribeiro did a simu-
lation study contrasting a regular lattice design with a completely random design, each
with 100 location points. They considered three design criteria: the spatial maximum of
mean square prediction error, the spatial average of mean square prediction error and the
scaled mean square error. They generated data from replicated simulations of a station-
ary Gaussian process with exponential correlation function and varied the correlation
function parameter and the noise-to-signal variance ratio in order to evaluate the design
criteria. They have shown that when comparing random and regular designs, the regular
design consistently outperformed the random design [120]]. Similarly, Diggle and Giorgi
carried out a simulation to look at the performance of three different designs applied to
realisations of two stationary Gaussian processes. They estimated the average squared
prediction errors for each design and each model and found that inhibitory designs, both
with and without the addition of close pairs, outperformed random designs in terms of
predictive performance. Additionally they have shown that when a nugget effect is in-
cluded in the model, inhibitory design with close pairs outperform a simple inhibitory
design [121]]. Diggle and Lophaven looked at comparing the performance of a simple

regular lattice design when integrated with close pairs or in-fill. Fixing the total number
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of locations at 64, they compared an 8x8 lattice design with a 7x7 lattice design with 15
added close pairs located uniformly at random within a disc whose centre is randomly se-
lected within the lattice and a 7x7 lattice design with three added 3x3 in-fill. Using a lin-
ear Gaussian model with constant mean and an exponential function, they averaged the
design criterion over five independent replicates due to the randomness of the secondary
locations. They varied the covariance function parameter and the noise-to-signal vari-
ance ratio and computed the design criterion, the average prediction variance, for each
using direct simulation of 1000 independent draws from the posterior. They found that
when varying the covariance function parameter and the noise-to-signal variance ratio, a
lattice plus close pairs design consistently outperformed a regular and a lattice plus in-fill
design [147]]. Chipeta and Diggle performed a simulation study using a linear Gaussian
model including a Gaussian process with Matérn correlation. They fixed the value of the
correlation shape parameter but varied the correlation range parameter as well as the
nugget variance. Then they approximated the criterion by simulating data at 150 sam-
pling locations and evaluating it using 1500 independent simulations of measurement
data. They showed that, when the nugget effect is non-negligible, designs with a ratio of
10 to 30% of close pairs have the best predictive performance with consistent lower av-
erage prediction variances[139]. Furthermore, previous studies have been consistent in
showing that in order to compromise between prediction accuracy and efficient parame-
ter estimation, optimal geostatistical designs should include a small proportion of close

pairs (between 10% and 30%) in an otherwise spatially regular design[147} 149 150].

In the context of DRUM,| study areas could have been selected by focusing on
homogeneous areas where participants already took part in similar studies. However,
this could have created a selection bias in our study. By selecting study areas with varying
population densities and accessibility, we avoided this bias but included, in return, an
added difficulty in sampling in rural areas where no household is present. Due to this
difference in population density within/between the study areas and the difficulty in
accessing some of the more rural areas, complete spatial randomness could not work for
the study areas. We suggest that using geographical information or pre-existing
location data can improve the location accuracy of the households, therefore increasing
the time efficiency of the field teams. Therefore, we propose to address this issue by using

different types of geographical information: pre-existing census data, population density
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rasters and OpenStreetMap data.

The aim of this chapter is to extend the spatial inhibitory design with close
pairs principle[139] to allow sampling within sites with spatially heterogeneous popula-
tions. This addresses the practical problem of efficiently identifying households on the
ground, reducing the number of locations sampled where in fact no household exists. In
fact, we wished to address the practical problem of efficiently identifying households on
the ground, by implementing different versions of the design algorithm depending on

the level of a priori knowledge.

2.2 Data

Prior to starting the[DRUM]study, the consortium was established and consortium mem-
bers identified study sites representing urban, peri-urban and rural settings, in order to
enable variations in WASH| behaviours, animal practices, antimicrobial usage and ESBL-
producing bacterial contamination. Sites were identified based on acceptability of re-
search to the communities through long term public involvement, site safety profiling,
logistical constraints and existing research capacity[102]. In total, five sites were selected:

three in the Southern Region of Malawi and two in Uganda. Their general location can

be seen in Figure 2.1} These five sites can be observed in Figures|[2.5}[2.6} [2.7}[2.8/and [2.9]

2.2.1 Malawi

The Malawian sites are classified as follows:

* Chileka (peri-urban)

Chileka is an area of Malawi situated 10-15 km north of Blantyre. Chileka, with an
area of 14 km?, is classified as peri-urban. It was included because of the need for a

peri-urban region in Blantyre and due to local prior knowledge and land topology.

* Ndirande (urban)

Ndirande, a high-density informal settlement, is located three kilometres from the

Central Business District of Blantyre, the second city and commercial capital of
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Figure 2.1: Sites (top to bottom): Hoima, Kampala, Ndirande, Chileka and Chikwawa

Malawi. Ndirande is the smallest study area in Malawi with an area of 3 km?
and is classified as the urban study area due to its proximity to the city and its
dense population. Ndirande was chosen as a pre-existing study area because of the
possibility to pull in data from other previous studies and because of the ease of

access to inhabitants used to participating in studies.

Chikwawa (rural)

The study area classified as rural in Malawi, with an area of 71 km?, is part of the
Chikwawa District. Chikwawa is also the name of the main town and administra-
tive capital of the district with a population of approximately twelve thousand peo-
ple. Chikwawa lies almost thirty miles south of Blantyre. Similarly to Ndirande,

Chikwawa was chosen as a pre-existing study area following the same strategy.
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2.2.2 Uganda

The Ugandan sites are classified as follows:

* Kampala (urban)

Kampala is the capital and largest city of Uganda. Defined as the urban study
area in Uganda, it is divided into three separate but consecutive polygons drawn
in wedge shape and ranging from 1 to 3.4 km?. Because of a much smaller sample
size for the microbiological sampling, socioeconomic status stratification is applied
to classify these three polygons into medium/high/low socioeconomic status deter-
mined by local prior knowledge. The smallest polygon closest to the center is clas-
sified as low, whilst the one further away from the center is classified as medium

and finally the middle one as high socioeconomic status.

* Hoima (peri-urban and rural)

The area classified as peri-urban and rural is Hoima, with two non-consecutive
polygons of 3.6km? and 7.6km?. Hoima is the main municipal, administrative, and
commercial center of Hoima District, in the Western Region of Uganda. Hoima is
approximately 200 kilometres northwest of Kampala, Uganda’s capital. The two
polygons in Hoima were classified as “peri-urban” and “rural” areas due to local
prior knowledge such as the awareness that people are less likely to keep animals
in an urban setting. The “peri-urban” polygon is situated mostly within Hoima city
while the “rural” polygon is situated outside of Hoima city but still within Hoima

district.

In Uganda, both Kampala and Hoima were decided thanks to local prior knowl-
edge in order to achieve a gradient across socioeconomic status and urban/rural

composition.

In rural areas such as Chikwawa, due to the varying population density, using spatial
tools such as WorldPop population rasters allowed us to preferentially propose sampling
sites in areas of high population density. However, in other locations such as Hoima and
Ndirande, the resolution of these population rasters was low, therefore data sources such
as OpenStreetMap and research-collected census data provided spatial point information

on building locations to inform our sampling. In Kampala, where the population density
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was high and homogeneous, a stratified spatial design was required, stratifying by so-
cioeconomic status. Since the polygons were contiguous, this created a restriction on the
number of households in each polygon that can be dealt with using a rejection sampling,
rejecting the point if it lies outside the chosen polygon or if the polygon already has the

required number of points.

2.3 Methods

2.3.1 Sampling strategy

To study the transmission of in the Malawian and Ugandan study areas chosen for
our sampling strategy took the household as the spatial sample unit. Random
households needed to be selected within urban, peri-urban and rural settings in Uganda
and Malawi. This allowed the different field teams to capture the microbiological, antimi-
crobial usage/consumption and surveillance data necessary to inform the model,
and the economics of antimicrobial resistance. In order to determine a suitable spa-
tial sampling design for all study sites in Uganda and Malawi, the following design was
developed. The methodology is based on the spatial inhibitory design with close pairs
(ICP)[139] but was modified to allow sampling within sites with spatially heterogeneous

populations, and to allow us to stratify our population by socioeconomic status.

2.3.2 Spatial inhibitory design with close pairs

Inhibitory designs are random designs that generate spatially regular configurations of
design points.[139] Chipeta and Diggle proposed two specific classes of inhibitory de-

sign: inhibitory designs and inhibitory designs with close pairs. An example can be

found in Figure

In a simple inhibitory design with n points to be sampled, the distance be-
tween each point must be at least a prearranged inhibition distance d. In an inhibitory

plus close pairs design with n points to be sampled, only n — k points are sampled using
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the inhibitory design. k points are then sampled using the close pairs technique, which
consist of randomly selecting k points among the n—k inhibitory points just sampled and
place a new point for each of them using a uniform distribution within a disc of radius
C. Each of these k close pairs are then located close to an inhibitory point previously
sampled. This allows us to improve predictions and take into account a more localised

variation, mostly useful for the microbiological sampling.

Figure 2.2: Example of inhibitory designs in Chileka (left: simple inhibitory design /

right: inhibitory design with close pairs)

2.3.3 The geosample package

In order to construct such design efficiently, we needed to use a software that has shown
to rapidly implement similar designs. Among existing available designs, some can be
easily implemented using R packages. Packages such as sp,sf and BiodiversityR all
include functions to perform spatial sampling. However, they only focus on random or
regular sampling methods while other packages such as spcosa, SamplingStrata and

GridSample focus on stratified sampling designs.

The geosample package[151] is an R Package used to construct geostatistical
sampling designs. It allows the user to determine sampling locations within a set of spa-
tial constraints and information from existing sampling locations. The package focuses

on geostatistical sampling designs that compromise between efficient parameter estima-
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tion and efficient prediction given the values of model parameters. Figure gives a

visual representation of the package workflow.

Functions from other R packages.

Analysis of data from
sample

Parameter
estimates (6)

Plug - in prediction

Selection criterion

Predictions .
—

Hnalrdesign "

Figure 2.3: Geostatistical sampling workflow within geosample package. D1: user de-

cision for initial design. D2: user decision whether to sample additional
samples, in which case adaptive sample will be generated. D3: user de-

cision to update sampling constraints. D4: user decision to stop further

sampling[151]].

In the geosample package, inhibitory designs for a finite set of points are im-
plemented by the function discrete.inhibit.sample, and for points in a continuum,
by the function contin.inhibit.sample[l151]. In each of these implementations, the
geosample package can generate simple inhibitory or inhibitory-with-close-pairs sam-
ples. The package uses novel and computationally efficient algorithms for construct-
ing adaptive and non-adaptive geostatistical designs, including traditional random sam-
pling. It also provides automatic visualisation of the results by plotting the sampled
locations[151]]. The osmgeosample package[152], which builds on geosample, is a recent
R Package used to create spatially continuous or discrete random samples from a pre-

defined spatial border using data.

However, these packages do not allow the inclusion of supplementary geo-
graphical information into the design (except for OpenStreetMap data) and therefore,

do not work well for heterogeneous populations. Our code allows for a more inclusive
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design and could be a good addition to the geosample package.

2.3.4 Extended spatial inhibitory design with close pairs: the

algorithm

The general algorithm takes in as input: the total number of points, the number of close

pairs, the inhibitory distance, the radius for close pairs, the polygon and the sampling

nn

proposal ("density”,"census"..). It returns a set of locations points.

The general construction of our design is as follows:

1. Calculate the bounding box of the polygon P (minimum and maximum for coordi-

nates x and )
2. Sample initial point and set i =1
3. Draw x; ~ G, a proposal distribution chosen by the user
4. If x; € P, go to step 5 else go to step 2

5. Calculate the minimum d of the distances from x; to all other x; in the current

sample;
6. If d > m, store x;, increase i by 1 and return to step 3 if i < n — k, otherwise stop;

7. If d < m, return to step 3.

To obtain k close pairs, we follow these steps for n — k points and then proceed

as follows :

1. Sample k from x;,...,x,_i without replacement and call them x;, j =1,...,k

- and radius

2. For j=1,...,k, x,_jjis uniformly distributed on a disk with center x;

C
3. If x,_k4j € P, go to step 4 else go to step 2

4. Store x,,,_j, increase j by 1 and return to step 2
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In the case of DRUM, these sampling locations were then turned into actual households
by the field teams. If no household was present at the location, or if a household refused
to take part in the study, a random direction was chosen by the field team, and the closest

compliant household was selected.

The initial set distance m chosen to be the minimum distance between each
inhibitory point was 100 meters and the radius for each close pair was 30 meters. These
values were chosen because of recent work done on Typhoidal Salmonella that showed
a spatial correlation up to approximately 150 meters[131]]. The ratio for the number of
inhibitory points and the number of close pairs in our design for all areas was 70% to
30% due to the general convention because of a lack of information about the expected

correlation[121]].

2.3.5 The implementation

The design was written using different functions and implementations described below.
A UML class diagram showing the relationship between the different sampling options

and the general algorithm can be seen in Figure

* samplePoint

The samplePoint function takes in a polygon as argument and samples a new point
depending on the information available on the polygon. This point is then turned
into a spatial point using the st_point function from the sf package. Using a
rejection sampling, if the resulting point is within the polygon, then the point is
stored and, if not, it is rejected and the function runs again until a point is accepted.

The function returns the new spatial point.

1. If no information is available on the households: Determine its bounding box
(box with the smallest area within which all the points lie). Then coordinates
for a spatial point are sampled using a uniform distribution on the minimum

and maximum coordinates of the box.

2. If information is available through a census or OpenStreetMap data : Sample

from the existing data using a simple sample function over the rows of the
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Inhibsample SamplePoint

+n: # inhib pts
+k: inhib distance <> +sample()
+poly: polygon

+sample() / \..\
Uniform Density Census /| OSM
+polygon +raster +0OSM API key
+polygon +censusdata
+sample()
+sample() +polygon
+sample()

icpSample

+G: SamplePoint
+k: # of close pairs
+n: total # of pts
+r: radius

+sample()

Figure 2.4: UML class diagram on the relationship between the sampling modules and

the general algorithm

data frame containing the GPS coordinates of the existing households.

3. If the population density is too heterogeneous: A population raster is used to
allow for a population density-weighted sampling. The function first samples
a pixel from the population raster with probability proportional to pixel value
with probability x, and complete spatial randomness with probability 1 — «.

It then draws a point within the pixel with complete spatial randomness.

e minDistance

The minDistance function takes in as arguments a new spatial point and a matrix
of already determined spatial points. The minimum distance is calculated between

all spatial points. The function returns the minimum distance.

* inhibSample

The inhibSample function takes in as arguments a number of points 7, a set dis-
tance k and a polygon. This function is used to sample inhibitory points and return

them.
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1. If the polygon is not split into contiguous polygons: Initially, a first point is
sampled using the appropriate version of the samplePoint function. For each
new point sampled using the same function, a rejection sampling is used. If
the minimum distance between each spatial point is greater than k, the point

is stored, and, if not, the function keeps iterating until n points are sampled.

2. If the polygon is split into contiguous polygons: Before implementing the in-
hibSample function, a new function called whichpol is created, the purpose
of which is to determine which consecutive polygon a point belongs to. A
first point is sampled using the appropriate version of the samplePoint func-
tion. For this initial point and every new point, the whichpol function is used
to determine which polygon the point belongs to. A count of the number of
points in each polygon is kept to restrict each polygon to an equal number of
inhibitory points. For each new point sampled using the inhibSample func-
tion, a rejection sampling is used. If the minimum distance between each
spatial point is greater than k and the number of inhibitory points in that
polygon is less than our chosen value, the point is stored and the number of
points in that polygon gets updated, and, if not, the function keeps iterating

until n points are sampled.

* samplePtInRadius

The samplePtInRadius function takes in as arguments a spatial point and a ra-
dius C. An angle 6 is determined randomly using a uniform distribution. Then a
new point is created from the spatial point adding to each coordinate a constant
determined by the radius C and the cosinus and sinus of the angle 6. Each new
point falls under the restriction that it has to belong to the polygon. This function
is used to sample the close pairs and return the close pair for the point entered as

argument.

e icpSample
The icpSample function takes in as arguments the number of total points needed,
the number of close pairs k, the minimum set distance between each inhibitory
point, the radius for the close pairs and the polygon. Using the previous functions,
this function is the function that allows to create all inhibitory points and close

pairs.
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1. If the polygon is not split into contiguous polygons: Using the appropriate
version of the inhibSample function, the inhibitory points are sampled. Then
a sample of size k is taken from these inhibitory points and the samplePtin-
Radius function is applied to each point to create each close pair. The rejec-
tion sampling restricts all close pairs to fall into the polygon, else the point
is rejected. The function returns a dataframe with the inhibitory points and

close pairs.

2. If the polygon is split into contiguous polygons: Using the appropriate ver-
sion of the inhibSample function, the inhibitory points are sampled. We
know each point belongs to a particular polygon. A sample of size k divided
by the number of consecutive polygons is taken from the inhibitory points
belonging to each consecutive polygon and the samplePtinRadius function
is applied to each point to create a new close pair. The rejection sampling
restricts all close pairs to fall into the polygon, else the point is rejected. The

function returns a dataframe with the inhibitory points and close pairs.

The code for implementing the design can be found in Appendix[A.1]

2.3.6 Implementational decisions and issues

The Simple Features for R (sf) package is a recent package whose purpose is to be
much more convenient and flexible than the pre-existing Classes and Methods for
Spatial Data (sp) package. The latter was the first general package to provide classes
and methods for spatial data types to create and work with geometries such as points,
lines, polygons in the early 2000s[153]. Both packages allow the representation of spatial

data in R by defining their own classes of objects to store spatial data.

Sf objects consist of rows of features which have both non-spatial and spatial
data, therefore can be treated as data frames also containing spatial data. The spatial
part of an sf object is contained in a geometry column of class sfc. This column con-
tains the common types of spatial data: the CRS (coordinate reference system), coor-
dinates, and type of geometric object. The sfc class has different subclasses to denote

them. The possible geometric objects are point, linestring, polygon, multipoint,
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multilinestring, multipolygon and geometrycollection for any combination of the

other types.

Two different ways exist in the sf package to identify a specific coordinate
reference system (CRS) and to transform objects from one CRS to another: the PROJ
library and EPSG codes. The EPSG library supplies codes for well-known CRSs, and
thus provides an easier method to identify a subset of the CRSs available through the
PROJ library. A data frame of over 5,000 EPSG codes is available in R through the rgdal
package. The most widely used EPSG code is 4326, which is the geographic reference
system that uses units of longitude and latitude on the World Geodetic System 1984
(WGS84) ellipsoid[154].

It should be noted that the sf package does not allow for any integration with
many other packages, including raster (as of March 2018)[155]. Thus, the sp package is

used to work with both vector and raster data for this study area.

The sf package has almost all of the capabilities of sp, but it uses objects that
are easier to work with than sp objects. Moreover, sf allows an easier visualisation of the
contents of an object, which makes it much easier to get an overview of the data that you

are working with.

The recent development of the sf package has modernized the implementation
of spatial data in R and made it possible to integrate spatial data into the tidyverse
and ggplot2 plotting system. sf has made it easier to work with spatial data in R by

minimizing the distinction between spatial data and other forms of data[154].

Contrary to sp, sf objects don’t change class when you apply spatial opera-
tions to them (and they keep their associated data). Moreover, spatial indexing allows
us to massively speed up spatial queries, like intersecting polygons, especially on large

datasets.

The rgdal and tmap packages were used to visualise the results on R. The tmap

leaflet and google earth were used to show the proposed geolocations on the map.
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2.4 Results

Having outlined our methods for creating designs, we now describe how this was
used in each of our study areas. The study was designed to centre on the household level.
We initially aimed to enrol a total of 562 households, with 262 recruited in Uganda and
300 recruited in Malawi. In order to collect longitudinal microbiological data and [WASH]
data, the households were followed up three to four times over the course of the study.
Microbiological sampling took place to determine the presence of ESBLs from various
samples and behaviors such as toilet use, washing practices and water supply
were explored using the Risks, Attitudes, Norms, Abilities and Self Regulation (RANAS)
model[156,[157].

2.4.1 Malawi - Chileka

In each Malawian study area, 100 households were sampled. Considering the ratio of
inhibitory points (households) to close pairs for our design is 70% to 30%[121]] and the
number of households that needed to be sampled was a hundred, we expected to sample
70 inhibitory points and 30 close pairs. Chileka is the only area where we increased the
minimum distance between each inhibitory point to 200 meters and the radius for the
close pairs to 50 meters due to the population within the village being sparser than in the

other areas and causing difficulties in finding close pairs.

Since visual inspection of OpenStreetMap building location data plotted over
satellite imagery of Chileka showed that the former was incomplete, we decided to sam-
ple at random without restrictions except being inside the Chileka polygon. The sam-
pling design for Chileka was the simplest one of all the study areas as it required no
supplementary restrictions. The results of the sampling on Figure|2.5/showed the points
evenly spread out across the polygon, which confirmed the random aspect of the al-
gorithm combined with a minimum distance of two hundred meters between each in-

hibitory point.
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Figure 2.5: Resulting location points for Chileka

2.4.2 Malawi - Ndirande

For Ndirande, the Strategic Typhoid alliance across Africa and Asia census
gave us access to existing households that took part in that study over two different cen-
suses. The census took part twice over 2 years in order to accurately calculate an inci-
dence rate of typhoid fever for the area[158]]. Therefore we conditioned our sampling
locations on these existing households. Households with missing gps coordinates were
removed. The algorithm was modified to allow sampling from the existing coordinates

instead of random sampling, but keeping the restriction of belonging to the polygon.

The sampling results in Figure also showed an even distribution of the points within
the polygon that can be explained by the absence of restrictions in the algorithm for that
area as in Chileka. Even using existing households to sample from, it was difficult to see

on the map which household is chosen due to the really high density of population. We
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note that using pre-existing data increased the risk of introducing a systematic bias in the
analysis because of the aging of the dataset. However, the STRATAA|study was carried

out recently and therefore we assumed that this uncertainty remained low.

i Ndirande

i

7
7 .
=

- s 0 005 01 015 0.2 0.25km
©OpenStreetMap = I T .

Figure 2.6: Resulting location points for Ndirande

2.4.3 Malawi - Chikwawa

Due to the extreme heterogeneity of the population density in the Chikwawa polygon
and the lack of accuracy of OpenStreetMap data in that area, the assumption of an ho-
mogeneous population could not be assumed. Therefore, a population raster was used
to allow for a population density-weighted sampling in Chikwawa. The sampling results
for Chikwawa in Figure show a highly noticeable distinction between the extremi-
ties and the center of the polygon. By modifying the algorithm to include population
density-weighted sampling, the majority of the points turned out to be located close to

the extremities of the polygon and only few in the middle of the polygon.
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Figure 2.7: Resulting location points for Chikwawa
2.4.4 Uganda - Kampala

In Kampala, the number of households needed for sampling was 102. Due to the high
population density in Kampala and its homogeneity, OpenStreetMap data was unneces-
sary and the sampling was carried out without prior knowledge on the household loca-

tions.

Considering the separation of the area in three consecutive polygons, an equal number
of thirty-four points was sampled in each polygon. This strategy was deemed reasonable
even though their size differs in order to look at heterogeneity between the polygons. A
new restriction was added to sample exactly twenty-four inhibitory points in each poly-
gon with the help of a new function determining which polygon a point belongs to, to
avoid oversampling in any of the polygons. Once the inhibitory points were selected,
we randomly selected ten inhibitory points in each of the three polygons, instead of us-

ing the three polygons as one to sample from. Then, the close pairs were added from
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these selected inhibitory points in each of the three polygons. The sampling results for
Kampala in Figure confirmed the same number of households was sampled in each

polygon and ten close pairs were present in each polygon.

Kampala A

©O0penStreetMap

Figure 2.8: Resulting location points for Kampala

2.4.5 Uganda - Hoima

In Hoima, the total number of households to be sampled was 160. These households were
equally divided between the two polygons. Using the general random spatial inhibitory
design used for the Chileka area showed that the design worked well for the peri-urban
area but not for the rural area due to the heterogeneity of its population. Moreover, using
a world population raster to perform a similar design to the one chosen for Chikwawa

was dismissed due to the low resolution of the raster after visual inspection.

However, using OpenStreetMap (OSM) data showed a high level of coverage after visual
inspection and was selected to perform the design. The “osmdata” package was used to

perform queries on the OpenStreetMap data and obtain the gps coordinates for all build-
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ings in both Hoima study areas. We note that not all buildings represented by[OSM|were
residential buildings but within our study site, we expected the number of residential
buildings to be greater than the number of commercial buildings. The sampling was
then carried out using these gps coordinates as households to sample from, as was car-
ried out in Ndirande with the data. The sampling results for Hoima in Figure
[2.9]showed that using the OpenStreetMap data allowed us to avoid sampling in the forest

area in one of the polygons or in an area with low density in the other.

©OpenStreetMap

Figure 2.9: Resulting location points for Hoima

2.5 Discussion

In this chapter, we aimed to determine a suitable spatial sampling design for all study
areas of the DRUM]|study. The study took place in five separate areas: three in the South
of Malawi (Chileka, Chikwawa and Ndirande), Hoima in the North of Uganda and Kam-

pala in the South of Uganda. These study areas allowed for a variety of urban, peri-urban
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and rural settings to be investigated.

Here, we aimed to select our households by adapting recent improved spatial
designs that allow for a mixture of randomness and regularity in the household sam-
pling. We based our spatial design on the inhibitory-with-close-pairs design described
by Chipeta and Diggle[139]. Using this design, seventy percent of the points were sam-
pled using an inhibitory distance that restricts them to be at a minimum distance from all
other points. The rest of the points were sampled using one inhibitory point at a time and
randomly selecting a new point, called a close pair, within a circle with a pre-determined
radius. Whilst the inhibitory points allow for a dispersed evaluation of antimicrobial
resistance within a study area, the close pairs allow for a more localised comparison of
samples, important when looking at the prevalence of antimicrobial-resistant bacteria
within the same neighbourhood. Depending on the study area, the socioeconomic status
and the information available on the houses, we implemented different versions of this

algorithm to personalise the design to each unique area.

In Chileka, varying the arguments of the design such as the inhibitory distance
and the close pairs radius were sufficient to outweigh the issue of sparsity of population
within villages. In Chikwawa, using spatial tools such as WorldPop population rasters
allowed us to preferentially propose sampling sites in areas of population concentration
and avoid open farming land. It gave us a less precise sample of households than census
data but allows for a more efficient sample of households in terms of field work efficiency
than a normal inhibitory-with-close-pairs design where the density of the population is
not taken into account. It helped us to avoid a massive area with little to none population
due to the land topography of the study area. In Ndirande, the use of research-collected
census data provided a more precise sample of households using spatial point informa-
tion on existing households in the area but increased the chance of systematic bias in the

study.

For more rural locations such as Hoima in Uganda, the resolution of population
rasters was low, and data sources such as OpenStreetMap humanitarian project provided
spatial point information on building locations and hence, a more precise selection of
households to sample from. However, it did introduce a potential bias as we were not

sure whether the buildings were residential or commercial. In urban regions such as
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Kampala, a simple design was required due to the homogeneity and high density of the
population but restrictions applied to keep the same number of points in each polygon
without overlapping as they were conditioned on spatial stratification of socioeconomic
status. This stratification allowed for a more precise investigation of how the inhabitants

living conditions can affect the practices and sociological behaviors.

These results show that varying the implementations of the algorithm to ac-
count for the density of the population in different socioeconomical settings allows for a
more comprehensive sampling of households. Using spatial tools to account for the dif-
ference in density between urban and rural areas allows for an easier and faster access to
households on the field. Avoiding areas with little to no population is crucial in increas-
ing the efficiency of the fieldwork teams, as is being able to access previously existing and
willing-to-participate households. However, it also shows how local factors can affect the
nature of a study design and how important local prior knowledge of the areas is in order

to have an efficient design.

Due to the lack of information surrounding the expected spatial correlation in
these areas, we decided to follow the general convention of placing the ratio of inhibitory
points to close pairs at 70% to 30%[121]]. Moreover, the values chosen for the inhibitory
distance and radius for the close pairs parameters were also inspired by the work done
by Jillian Gauld on Typhoid[131]] that showed a spatial correlation up to approximately
150 meters. This study will render results that will be essential in helping design future
studies and will provide prior information to optimise the design parameters. Follow-up
studies will be able to conjecture values for the length scale and variance of the Gaussian
Processes and use bootstrap methodology to optimise the number of inhibitory points,
close pairs and radius for the close pairs[139]. It is currently being discussed that the
implementation of this design will either be integrated into the geosample package or

will be made into its own package.
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Chapter 3

Transmission patterns of
ESBL-producing E. coli and K.
pneumoniae leading to human gut
mucosal colonisation in the

community in Southern Malawi

3.1 Introduction

Infections caused by extended-spectrum p-lactamase (ESBL)-producing Enterobacteri-
aceae are a large problem in African healthcare institutions and communities[70]. The
prevalence of ESBL-producing Enterobacteriaceae varies widely, however, depending on
the specimen studied, the setting, the country and the type of sample processed[70]. The
emergence of ESBL-producing strains of Escherichia coli and Klebsiella pneumoniae is of
great concern in Africa, because the antimicrobials required to treat them are typically
not available and thus therapeutic options for these infections are severely limited [159].
Between 2003 and 2016, among hospital patients with fever or suspicion of sepsis in

Malawi, [ESBL| resistance in Escherichia coli rose from 0-7% to 30-3% while |[ESBL] resis-
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tance in Klebsiella spp rose from 11:8% to 90-5% [2]]. In order to develop symptomatic
infection, one typically has to swallow these pathogens and be colonised with them first.
Due to paucity of diagnostic microbiology in Africa, most of the available studies focused
on symptomatic infections in the hospital setting, and left a knowledge gap regarding car-
riage in the community settings in sub-Saharan Africa. Consequently, the spread of these
ESBL-producing Enterobacteriaceae in low- and middle- income countries like Malawi is

poorly understood.

Gaining a better understanding of the spatial distribution of ESBL-producing
Enterobacteriaceae is essential in order to assess the dynamics of transmission and tailor
appropriate interventions to reduce their increasing dissemination. To the best of our
knowledge, no study has investigated the spatial distribution of ESBL-producing Enter-
obacteriaceae in various community settings in sub-Saharan Africa. However, studies
of other bacterial diseases have found clustering of prevalence across space[130], [160].
Specifically, one of these studies explored spatial patterns of typhoid fever in Blantyre
in Malawi and found small-scale spatial correlation of approximately 200 meters[160].
Considering the spatial closeness of our studies and the nature of Salmonella Typhi as an
enteric pathogen closely related to E. coli, we hypothesised we might expect to find sim-
ilar spatial clustering in the prevalence of ESBL-producing Enterobacteriaceae colonisa-

tion in the area.

The dynamics of ESBL-producing Enterobacteriaceae in the community are
still unclear. Therefore, there is a lack of knowledge on which transmission pathways
are more important. Moreover, ESBL-producing Enterobacteriaceae is a global prob-
lem, with varying prevalences depending on the country and region, but present in
both high-income and low- and middle-income countries[5]. This highlights the need
to determine whether the prevalence and transmission of ESBL-producing Enterobac-
teriaceae colonisation is dependent on the socioeconomic context of an individual or
on their individual or household characteristics. While several studies have found an-
tibiotic use as a risk factor for colonisation[3] 4], not much is known about the role of
demographics and socioeconomic status in the prevalence of human gut colonisation.
Some studies have found older age as a risk factor for ESBL-producing Enterobacteri-
aceae colonisation[101), [103]]. Few studies have found socioeconomic status to be a risk

factor for colonisation. However, their association is not well defined as these studies
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have found opposite results[107, [108].

The aim of this chapter is to investigate individual-level and household-level
risk factors for ESBL-producing Enterobacteriaceae colonisation in different socioeco-
nomic settings in Malawi, accounting for spatial variability. Herein, we use microbio-
logical data on sampled participants and individual surveys to explore potential risk fac-
tors. Additionally, the study was designed to include geolocalisation of the households
to allow for a spatial investigation and compare the risk factors for ESBL-producing E.
coli and K. pneumoniae between rural, urban and peri-urban areas. We first fit gener-
alised linear mixed models on all combined areas and for each specific area to identify
individual-level and household-level risk factors and to quantify their effect on
colonisation. Subsequently, we use a Bernoulli geostatistical model to explore eventual

spatial clustering of the prevalence of [ESBL|colonisation.

3.2 Methods

3.2.1 DRUM database

During the course of the study, due to its trans-disciplinary nature, many dif-
ferent types of data were collected. The different teams captured longitudinal human
microbiological data, environmental samples (food, animal, river..), case report forms
which contain both individual and household survey data, and surveillance data.
This data was pulled daily from the local data centres in Uganda and Malawi and subse-
quently transferred to Lancaster University servers[102]. There, the data was managed
and linked by Barry Rowlingson Data Manager) and formalised into an SQL
database. The outline of the database is divided into five categories: individual,
household, laboratory results, human and non-human samples which are illustrated in
Figure Each of these categories also consists of multiple datasets, reaching a total of
forty-five datasets for the entirety of the[DRUM]database. The complete DRUM]database
schematic can be found in Appendix
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Figure 3.1: DRUM database outline

3.2.2 Data

Using the database at the time of analysis (April 2021), a chosen subset of vari-
ables was extracted from the Individual dataset, following a screening of the question-
naire for variables having the most importance for this analysis. This was a pragmatic
decision made in response to a very wide dataset to focus on personal characteristics
and antibiotic use. The resulting dataset contained 182 variables such as household ID,
patient ID, age, gender, healthcare worker status, HIV-related variables, tuberculosis-

related variables and antibiotic-related variables.

After looking at HIV status, whether people were on therapy for HIV, and
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whether they were on cotrimoxazole preventative therapy (CPT), all three variables showed
a very high correlation to each other and two were therefore removed. Only the HIV sta-
tus variable was kept for analysis since over 90% of the HIV-positive individuals were on
The tuberculosis-related variables showed that only twelve individuals had previ-
ously been treated for tuberculosis and none of the individuals were currently on therapy
for tuberculosis, thus both variables were removed due to lack of information. Only four
individuals worked as healthcare workers among all the individuals, considering seven
hundred and forty of them were students or unemployed, this variable was also removed,

due to the sample size.

The variables relating to antibiotic use all required the participant to indicate
whether or not they had received antibiotics in the recent past: in the last four weeks,
last three months, last six months and currently. For each of these variables, we had
twenty-seven variables detailing possible choices of antibiotics that we reduced to four:
amoxicillin, amoxicillin-clavulanic acid (co-amoxiclav), cotrimoxazole and others. This
was decided after key informant interviews showed that amoxicillin and cotrimoxazole
were the most used antibiotics in Malawi and after interviews with policy makers re-
vealed that cotrimoxazole is viewed as a likely driver of resistance. Due to the relatively
small sample of people who received antibiotics for a majority of the antibiotic-related
variables, these variables were all merged to create a new variable that indicated whether
the individual had taken amoxicillin, co-amoxiclav, cotrimoxazole or other antibiotics
within the last six months. The co-amoxiclav variable was taken out for the modelling

after noticing that no individual was given the combination.

The household ID, household size and household income were extracted from
the HouseholdSummary dataset in the database in order to be merged with our
dataset by household ID. The household size in this chapter refers to the number of peo-
ple living in the house. A new sample date variable was created by determining for each
sample the number of days that passed since the first ever sample for all individuals was

taken on 30th of April 2019.

Using the HumanSample dataset and the StoolLab dataset, diagnotics func-
tions were used to determine whether samples that had already been analysed were pos-

itive for [ESBL| E. coli or [ESBL| K. pneumoniae. These results were then merged with our
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dataset by patient ID to allow access to sample, patient and household information in
a unique dataset. After removing various duplicates, samples with missing individual
information and the households that were located more than 200 meters away from a
polygon limit, the dataset contained 2015 samples from 650 individuals in 187 house-
holds and thirty-six variables. The list of variables with the rationale for including them
can be found in Table Around 900 individuals were initially expected to participate
in the study, however due to the delay caused by the COVID-19 pandemic, there was a
lack of availability of lab-returned samples at the time that explains the reduction in the
number of individuals. Consequently, for this chapter, we chose to focus on a subset of
this dataset, which contained baseline extended samples. We defined a baseline extended
sample as the first available lab-returned sample for each of the six-hundred and fifty in-
dividuals. This also allowed us to focus on the spatial aspect of the data, before exploring

its longitudinal aspect in Chapter 4.
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3.2.3 Exploratory analysis

The processed dataset contained the first available lab-returned sample for each individ-
ual. As Figure shows, 57.2% of the individuals were under the age of 20 years old,
34.6% were between 21 and 50 years old, 6.9% were between 51 and 70 years old and the
last 1.2% were over 70 years old. It should be noted that adults were considered to be
over 15 years old (52.2% of the individuals), and school age was considered to be older
than 5 years old and up to 15 years old (28.6%). Among the individuals, 57.7% were
female with slightly varying proportions in each age group. 66.1% of the adults (>15)

were female and 48.4% of the school age children were female.
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Figure 3.2: Distribution of age and gender for the 650 individuals

As can be seen in Figure[3.3] over three-quarter of the households had between
three and six individuals. Fifteen households had two individuals while twelve house-
holds had seven individuals. Only twelve households had eight or more individuals.
The median number of individuals in one household over all households was four indi-
viduals. The distribution of individuals per household in each Malawian study area is
shown in Figure[3.4] Ndirande was the area with the highest number of households with

eighty-six households and a median number of five individuals per household. Chileka
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and Chikwawa respectively had fifty-six and forty-six households with a median of four
people per household. Chikwawa had the smallest distribution out of the three areas.
The two largest households with ten and thirteen individuals were situated in Ndirande.
Spatial maps of household size by study area can be found in Figure There was no

sign of a correlation between spatial location of the households and household size.
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Figure 3.3: Distribution of individuals per household

The distribution of the monthly income of the households can be observed in Figure
More than half of the households had a monthly income between 15000 and 50000
Malawi Kwacha (mwk). Among twenty-eight households with a monthly income of less
than 15000 mwk, fifteen had an income equal to or above 5000 mwk while thirteen
had an income lower than 5000 mwk. Forty-six households had a monthly income of
over 50000 mwk, including fifteen households that had over 100000 mwk. The median

monthly household income over all areas was 30000 mwk.

The boxplots in Figure [3.7] indicated a slight difference in the distribution of
income among the different study areas. Chikwawa was the area with the lowest monthly

income with a median income of only 20000 mwk compared to 32500 mwk in Chileka
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Figure 3.4: Distribution of individuals per household in each study area
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Figure 3.5: Map of individuals per household in each study area

and 50000 mwk in Ndirande. There appeared to be less variation in the monthly income
within the Chikwawa study area with a range of around 50000 mwk. In comparison,
the ranges of Chileka and Ndirande were almost twice the one of Chikwawa with values

close to 100000 mwk. Each area appeared to have a couple of outlier houses with a higher

income than average.

78




. |
=
K=
£
= -
i
2201
£ I
L=
®
e
g 104
Z ﬂT
N H sl
] 50000 100000 150000 200000 250000
Average monthly income (mwk)
Figure 3.6: Distribution of household monthly income
250000 1 .
@ F00000+ . .
E
(=]
&}
=
2150000 1 . .
i [ ]
t
L] L] [ ]
E
o 100000
)]
E L]
g ‘
< 500001
[ |
[ I |
I:I_
Chileka Chikwawa Mdirande
Study area

Figure 3.7: Distribution of household monthly income in each study area

Among all the study areas, Chikwawa was the only one where the monthly income ap-
peared to be higher in a specific area of the polygon, on the east side. The distribution of
the monthly income in Chileka was relatively sparse with a small area of richer houses

in the north-west area of the polygon. In Ndirande, it appeared to be spatially homo-
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geneous throughout the polygon. These spatial maps of income can be found in Figure
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Figure 3.8: Map of income per household in each study area

As can be seen in Figure approximately half of the individuals had an un-
known HIV status, especially in Chileka. Of the remainder, the majority were HIV neg-
ative. Chikwawa and Ndirande showed a higher number of individuals with HIV non-
reactive status than individuals with unknown status. Per area, the lowest proportion
of individuals with unknown status was found in Chikwawa (25%). We can conjecture
that a potential correlation between low income and known HIV status might be caused
by the increased accessibility of local testing by organisations such as non-governmental
organisations that are more present in areas with lower income. The distribution of HIV

status per study area can be found in Figure

In the last six months, forty-two individuals (6.5%) were given amoxicillin, forty-three
were given cotrimoxazole (6.6%) and thirty-seven were given other antibiotics (5.7%).

These proportions can be found in Table

Out of the 650 samples, 249 were positive for ESBL-producing E. coli (38.3%),
84 were positive for ESBL-producing K. pneumoniae (12.9%) and 48 were positive for both
(7.4%). The [ESBIL]prevalence can be found in Table
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Figure 3.9: Distribution of HIV status (NR: Non-reactive, R: Reactive, U: Unknown)
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Figure 3.10: Map of HIV status per polygon

Table 3.3: Antibiotic use in the last six months

Antibiotics Yes Total
Amoxicillin 42 650
Cotrimoxazole 43 650

Others 81 37 650




Table 3.4: Prevalence of [ESBL|E. coli and [ESBL|K. pneumoniae

Polygon ESBL Positive (P) Total (T) (P/T)*100
E. coli 112 254 44.1%
Ndirande
K. pneumoniae 32 254 12.6%
E. coli 54 168 32.1%
Chikwawa
K. pneumoniae 15 168 8.9%
E. coli 83 228 36.4%
Chileka
K. pneumoniae 37 228 16.2%
E. coli 249 650 38.3%
All
K. pneumoniae 84 650 12.9%

According to the latest census in Malawi [L61]], the sex ratio for the Southern
Region of Malawi in 2018 was 92.6 men per 100 women. The census results showed that
infants aged less than 1 year represented about 3% of the population, under five years
old children about 15%, adults (between 18 and 65 years old) about 49% and seniors (65
years or older) represented a further 4%. The median age of the population was 17 years
old. The average household size in the Southern Region was 4.3 individuals. According
to the World Bank, more than 70% of Malawians were living below the international
poverty line of $1.90/day in 2016[162]. We note that the vast majority of households
in our study were below that line. Our age distribution data is highly representative of
Malawi’s population structure, with a similar repartition and a median of 18 years old.
The sex ratio in our data was approximately 74 men to 100 women (73.3 in chapter 3 and
75.3 in chapter 4). Traditionally in this context, men go to work while women take care
of the children and the housework, therefore this could explain the lower ratio of men
being sampled during our visits. However, considering the very high prevalence of ESBL-
producing E. coli we found in this study, we believe that a more balanced ratio of men to
women would not have made a difference. The average household size reflected well the
Malawian household structure with 4 to 5 individuals. Overall, our study sample is very

representative of the study population.
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3.2.4 Identifying individual and household-level risk factors

3.2.4.1 Modelling framework

Generalised additive models (GAM)[163] were used as an exploratory tool to look at the
relationship between the response and our continuous explanatory variables such as age
and date. Generalised additive models allow for an estimation of the shape of a po-
tentially non-linear relationship directly from the data and can be used to determine
whether a linear relationship can be assumed between these variables and the response

or if a non-linear relationship is more adequate.

In order to explore the effect of the different covariates on the ESBL-producing
Enterobacteriaceae colonisation status, a logistic model was fitted using the data obtained

after preprocessing. This model can be expressed as
logit(p;;) :a+xiTjﬂ+vi (3.1)
where Y; follows a Bernoulli distribution with probability p;; i.e.
Y;; ~ Bernoulli(p;;)

a is the intercept, x;; are the explanatory variables, f are the regression coefficients for

the fixed effects and v; is the household-level residual following a Normal distribution

v; ~ Normal(0,5?)

This model returned coefficients that can be interpreted as log(odds). In order
to return odds ratio (OR) for each variable, we exponentiated the resulting coefficient and

calculated the 95% confidence intervals (CI).

3.2.4.2 Variable selection

The variables used for the logistic models are presented in Table [3.5| and [3.6] with their
description and summary. The study area was included as a variable for the models on all

three areas combined. In order to investigate whether the individual’s colonisation was
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associated with sharing the house with other colonised individuals, the number of posi-
tive people in the house and the in-house prevalence (excluding the sampled individual)
were included as potential variables. Harmonic regression terms (annual and biannual)
were also created using the sample date to look at seasonal effect over the year. They are

constructed using the sample date, with T = (1, %) the period in years, as follows :

21 * sampledate 27 * sampledate

sinday = sin(

)

) cosday = cos(

365T 365T
Table 3.5: Variables for the models (numerical)
Description Min-Max Median 1st-3rd
quantile
Age 0-87 17 7.25-34
Household size 2-13 5 4-6
Household monthly income 40-250000 30000 20000-50000
Number of colonised peoplein  0-6 (E. coli)/0-4 1/0 0-2/0-1
the house (excluding sample) (K. pneumoniae)
In-house prevalence (excluding 0-10 (E. 3.33/0 0-6.67/0-2
sample) coli)/0-10 (K.
pneumoniae)
Sample date (Days since 1st 0-539 210 154-301
sample on 30/04/2019)
Harmonic terms [-1,1] N/A N/A

The following variables: age, antibiotic use variables, household size, house-
hold income and sample date were standardised. First, we subtracted the mean from
the value of that variable for each sample, and then we divided this difference by the
standard deviation, resulting in a mean of zero and a standard deviation of one. When
interpreting model results for standardised variables, the [OR|for each standardised vari-
able was interpreted as a change with every increase of one standard deviation, and not
as one increase in the variable unit such as for the non-standardised variables. In the
case of the in-house prevalence variable, we multiplied by 10 the value before running

the models, in order to get an increase of 0.1 instead of 1.
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Table 3.6: Variables for the models (categorical)

Description Categories Distribution
Gender Female/male 375/275
HIV status Reactive/non 49/286/315
reactive/unknown
Amoxicillin in the last 6 months 1/0 42/608
Cotrimoxazole in the last 6 1/0 43/607
months
Other antibiotics in the last 6 1/0 37/613
months
Study area/polygon Ndirande/Chikwawa/Chileka 254/168/228

3.2.4.2.1 Forwards selection algorithm

A forwards selection algorithm was used to select the most important variables in the
model and determine if a mixed-effects model is more appropriate than a fixed-effects
model. This algorithm takes in a dataset, a response variable and a list of explanatory
variables (fixed or random). It acts as a loop, starting with a null model, running every
potential model adding a single variable, calculating its respective Akaike information
criterion (AIC)[164] and selecting the variable with the lowest[AIC|at the end of each step
to be added to the final model. This algorithm allowed us to compare models with and
without random effects in a more efficient manner and to select for each area which one is

more suitable. The code for implementation of this algorithm can be found in Appendix

B.2

3.2.4.2.2 Model selection

Initially, all areas were considered as one combined entity and subsequently, models were
run on each specific study area for [ESBL-producing E. coli and K. pneumoniae. For each

area and each bacterial species, the following approach was undertaken:
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1. A full model including all variables in Tables[3.5 and (except for the number
of colonised people in the house and in-house prevalence) was run. This allows for

an estimation of all variables and an estimate of the full model’s[AIC)

2. After using the forwards selection algorithm on the full model, a new model us-
ing these selected variables was run. This helped us highlight the importance of

specific variables.

3. Finally, using the initial full model, we replaced the household size by the number
of colonised people in the house and ran the selection algorithm again to compare
the results. Then, we did the same replacing it by the in-house prevalence and
compared the [AIC|of the two models. The one with the lowest [AIC| was selected to
be the third model. This approach was chosen in order to avoid correlation issues
between household size, number of colonised people in the house and in-house

prevalence. The inter-class correlation (ICC) was calculated for the random effects.

The different models fitted for E. coli and K. pneumoniae are described in Table[3.7} Anal-
yses were conducted using the statistical software R, with 1me4[165] and 1merTest[166]

packages.
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3.2.5 Prevalence of ESBL-producing E. coli and K. pneumoniae

acCross space

In order to investigate potential spatial correlation within our areas, a Bernoulli geosta-

tistical model was fitted under the following assumptions:
* S(x) is a stationary and isotropic Gaussian process[121]] with covariance matrix

Zij 20267‘|xi7x]‘||2/¢+’[ (32)

for locations x; and x;. ¢ is the scale of spatial correlation, o2 is the variance of the

spatial process, 7 is the nugget effect.

* Y; are mutually independent and identically distributed, such that:

Yi(p(x;))

and

logit(p(x;)) = a +d;" p+ S(x;)

where d; is a vector of covariates and p(x;) is the probability of colonisation, at

location x;.

Here, we used a non-centered parameterisation therefore
logit(p) = a +d”  + Lu
where  ~ N(0,1) and LLT = ¥ (Cholesky decomposition)

Priors :
a ~ Normal(0,100) p ~ Normal(0,100)
0% ~ Gamma(2,1)
T~ Gamma(2,1)

¢ ~ InverseGamma(1.12,683.56) !

We explored different priors for the scale of the spatial correlation ¢, starting with nor-
mal and half-normal distributions, to a Gamma distribution to finally, an inverse Gamma

distribution. The normal distributions were too informative, therefore impacted the
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model too significantly. In order to select a prior that constrained our inferences to a
more reasonable length scale, we then looked at a Gamma distribution. We wanted 98%
of the mass of our prior to stay between a chosen lower and upper length scale, but the
Gamma distribution tail strongly heads towards zero so we decided to use an inverse
Gamma distribution that has a lighter tail towards zero and more strongly constrains
the posterior distribution as we wished. We learned from similar research on Typhoid
[160] that spatial correlation in Malawi was detected at approximately 200 meters and
we designed the spatial sampling according to that information. Therefore, we set our
spatial correlation range at 30 meters and 200 meters and used the correlation structure
to calculate an estimated ¢ for both values, resulting in 0.0003 and 0.084. Using these

values, we determined the shape and scale of the respective inverse Gamma distribution.

The model was fitted using the Stan modelling language [167] on R through
the package RStan [168]. A No-U-Turn Sampler (NUTS), an extension to the Hamilto-
nian Monte Carlo (HMC) algorithm[169]], was used to simulate the samples required for
Monte Carlo maximum likelihood estimation. Whilst is highly sensitive to the
desired number of steps given by the user, uses a recursive algorithm that auto-
matically selects an appropriate number of steps in each iteration, removing the need for
the user to set this parameter and avoiding a u-turn of the algorithm[170]. has
been shown to perform at least as efficiently, if not better than [HMC|170]. The model
was run with 10,000 iterations for each of the three Markov chains. Throughout this
thesis, the Bayesian models were run on CentOS 7.6 Linux servers through the High End

Computing facility at Lancaster University.

In order to avoid the model getting stuck due to the step size of the sampler
being too high, we set the target acceptance rate parameter delta of the sampler at 0.95 in-
stead of 0.8, pushing it to take smaller steps. This caused the sampling to become slower
but more efficient and allowed us to ensure better validity of the model estimates.[171]]
Convergence was evaluated by inspection of traceplots and by making sure the Gelman-

Rubin statistic[172] was close to 1 (<1.01).

We projected the results of the Gaussian process over a regular grid of the re-

spective areas by using the covariance matrix:
S* = k(x*,x)[k(x,x*)71S]
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with S the value of the Gaussian process determined at observed locations x, x* the pro-
jected locations, S* the Gaussian process at projected locations x* and k the covariance

structure in Equation

3.3 Results

3.3.1 Risk factors for ESBL-producing E. coli and K.

pneumoniae colonisation in various community settings
3.3.1.1 Malawi

Looking at Malawi, as can be seen in Figure a marked seasonality was detected for
[ESBL}producing E. coli, with higher prevalence in the wet season (November to April)
compared to the dry season (May to October). This is consistent with other research on
different cohorts in the same region of Malawi[173]]. By area, we noticed it in Ndirande
and Chikwawa so we assumed the same seasonality applies to Chileka considering the
closeness of the areas in terms of seasons. This seasonality was included into the mod-
els through the use of harmonic terms as potential covariates, as we expected this may
further explain apparent spatial clustering, and field teams tend to visit local clusters of

households together.

For [ESBL|K. pneumoniae, no seasonality was detected. Therefore, the harmonic
terms were not included as potential covariates into the following models. The results
for [ESBL| E. coli and [ESBL| K. pneumoniae also indicated that integrating age as a simple

linear variable would be sufficient.

3.3.1.1.1 ESBL-producing E. coli in Malawi

Logistic regression was applied first over all the polygons in Malawi combined (Ndi-
rande, Chikwawa and Chileka). Looking at the full model (Table using all the vari-

ables we pre-selected as important variables to investigate, only temporal variables came
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Figure 3.11: GAM results on age (left) and date (right) for [ESBL|E. coli (top) and [ESBL|K.

pneumoniae (bottom) over all the study areas

out as significant, such as the sample date (OR[1.719 [CI:1.290-2.291]) and the harmonic
term cosday (OR|2.403 [CI:1.483-3.894]). The household income was also identified as
slightly significant but had an odds ratio of 1. The full model was a mixed-effects model

and included the household as a random effect with a variance of 1.066.

Throughout this chapter, the[[CC|for the models showed that 15% to 26% of the
variability is accounted for by the household random effect, depending on the model, as
can be seen in Table Therefore whilst variability is still dominated by the individual
level, the household has a marked intrinsic effect on an individual’s chance of colonisa-
tion. The only variations in the are when looking at ESBL-producing K. pneumoniae
in Chikwawa and Chileka. Respectively, the is approximately 0.85 and 0.05, which
can be explained by the distribution of the individuals colonised in these areas. In Chik-
wawa, out of the fifteen individuals colonised with ESBL-producing K. pneumoniae, eight
of them live in the same three households. Contrarily, in Chileka, the thirty-eight indi-

viduals colonised with ESBL-producing K. pneumoniae live in twenty-seven households.

After using our selection algorithm to select the most important variables among

the full model, the previously significant variables were still chosen as significant (Table
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[3.9). Their odds ratio were extremely similar to the previous model. The model also in-
cluded the second harmonic term cosday?2 as a non-significant variable. The household

random effect variance had slightly increased, going from 1.066 to 1.142.

Finally, we looked at adding the number of positive people in the house or
the already existing prevalence (excluding the individual) in the house as potential vari-
ables. This allowed us to investigate if a dilutional effect can be found in the house or
if the population density in the house prevailed. For both these models, we included
the new variable and removed the household size to avoid correlation issues. We then
used the forwards selection algorithm on the variables to choose the best possible model.

Throughout this chapter, we defined the best model as the model with the lowest

Looking at the we selected the best model out of the three models. For
E. coli in Malawi, the best model was the prevalence model (Table , which iden-
tified three important risk factors, the in-house prevalence 1.199 [CI:1.142-1.258)),
the sample date 1.328 [CI:1.112-1.586]) and the harmonic term cosday 1.464
[CI:1.134-1.891]). We also noted that the household random effect had not been selected
by the algorithm in this model, and we assumed that the in-house prevalence explains a
big proportion of that previously existing random effect. This was confirmed by the
slightly increasing and the variance of the random effect becoming null when adding the
random effect back into the best model. This model showed that for [ESBL|E. coli, living
in a house with a high prevalence puts individuals at higher risk of colonisation and that

that risk is increased during the wet season.
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Table 3.8: Model ME1 :

ESBL|E. coli in Malawi

Log-odds P-value Odds ratio (95% CI)
Intercept 0.174 0.625 1.189 (0.593-2.385)
Age 0.029 0.797 1.029 (0.827-1.281)
Being male (vs female) -0.106 0.608 0.900 (0.601-1.347)
Reactive to HIV testing (vs non-reactive) -0.430 0.310 0.650 (0.283-1.493)
Unknown HIV status (vs non-reactive) -0.259 0.292 0.772 (0.476-1.250)
Use of amoxicilline in the last 6 months -0.007 0.944 0.993 (0.812-1.214)
Use of cotrimoxazole in the last 6 months -0.106 0.363 0.899 (0.716-1.130)
Use of other antibiotics in the last 6 months 0.066 0.539 1.068 (0.866-1.317)
Number of people living in the household ~ -0.134 0.322 0.875(0.672-1.140)
Average household monthly income -0.217 0.076 0.805 (0.633-1.023)
Living in Chikwawa (vs Chileka) -0.605 0.105 0.546 (0.263-1.134)
Living in Ndirande (vs Chileka) 0.138 0.669 1.148 (0.610-2.163)
Number of days since the first sample* 0.542 0.0002 1.719(1.290-2.291)
Harmonic term (sinday) -0.090 0.717 0.914 (0.563-1.484)
Harmonic term (sinday?2) 0.134 0.549 1.143 (0.738-1.772)
Harmonic term (cosday) 0.877 0.0004 2.403 (1.483-3.894)
Harmonic term (cosday?2) 0.285 0.193 1.329 (0.866-2.041)

*Significant variables highlighted in bold.
Household random effect variance: 1.066
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Table 3.9: Model ME2 : [ESBL|E. coli in Malawi

Log-odds P-value Odds ratio (95% CI)

Intercept -0.150 0.305 0.861 (0.647-1.146)
Number of days since the first sample* 0.574 8.3e-06 1.775(1.379-2.284)
Harmonic term (cosday) 0.883 0.0001 2.418(1.544-3.786)
Harmonic term (cosday?2) 0.335 0.111 1.398 (0.926-2.112)

*Significant variables highlighted in bold.
Household random effect variance: 1.142

Table 3.10: Model ME3 : [ESBL|E. coli in Malawi

Log-odds P-value Odds ratio (95% CI)

Intercept -0.997 7.2e-11  0.369 (0.274-0.498)
In-house prevalence* 0.181 2.9e-13 1.199 (1.142-1.258)
Number of days since the first sample 0.284 0.002 1.328 (1.112-1.586)
Harmonic term (cosday) 0.381 0.004 1.464 (1.134-1.891)

*Significant variables highlighted in bold

3.3.1.1.2 ESBL-producing K. pneumoniae in Malawi

Using the same strategy for [ESBL|K. pneumoniae, we initially looked at the full model us-
ing all the variables we pre-selected as important variables to investigate (Table[3.11)). For
[ESBL]| K. pneumoniae, we noted that no seasonal effect was previously detected therefore
we removed the harmonic terms and only kept the sample date as a temporal variable.
The full model did not find any significant risk factors for [ESBL|K. pneumoniae and found

a household random effect variance of 1.053.

After using our selection algorithm to select the most important variables in the
full model, none of the variables were chosen as significant and the step model became
a null model with only the household random effect still present with a slightly higher
variance of 1.169 (Table[3.12). The small difference can be explained by the removal of
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all the fixed effects in the model.

Subsequently, we looked at models including the colonised people in the house
and the prevalence. Looking at the we selected the best model out of the three
models. For [ESBL| K. pneumoniae in Malawi, the best model was the last model (Table

3.13), which identified a unique risk factor, the number of positive people in the house
(OR| 1.697 [CI:1.325-2.174]). We also note that the household random effect has again

not been selected by the algorithm in this model, and we can assume that the number of

positive people in the house explains a big proportion of the household random effect.

This model showed that for [ESBL|K. pneumoniae, living in a house with colonised people

is the main risk factor.

Table 3.11: Model MK1 : [ESBL(K. pneumoniae in Malawi

Log-odds P-value Odds ratio (95% CI)
Intercept -2.047 2.9e-07 0.129(0.059-0.282)
Age 0.107 0.453 1.112 (0.842-1.470)
Being male (vs female) -0.186 0.494 0.830 (0.487-1.415)
Reactive to HIV testing (vs non-reactive) 0.110 0.836 1.116 (0.393-3.169)
Unknown HIV status (vs non-reactive) 0.308 0.340 1.360 (0.723-2.559)
Use of amoxicilline in the last 6 months 0.098 0.445 1.103 (0.858-1.418)
Use of cotrimoxazole in the last 6 months -0.019 0.895 0.981 (0.734-1.310)
Use of other antibiotics in the last 6 months -0.023 0.880 0.978 (0.731-1.308)
Number of people living in the household ~ 0.035 0.825 1.036 (0.759-1.412)
Average household monthly income 0.100 0.469 1.105 (0.843-1.447)
Living in Chikwawa (vs Chileka) -0.631 0.176 0.532(0.213-1.326)
Living in Ndirande (vs Chileka) -0.377 0.321 0.686 (0.326-1.444)
Number of days since the first sample 0.144 0.368 1.154 (0.844-1.578)

*Significant variables highlighted in bold.
Household random effect variance: 1.053
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Table 3.12: Model MK2 : [ESBL|K. pneumoniae in Malawi

Log-odds P-value Odds ratio (95% CI)

Intercept -2.319 <2e-16  0.098 (0.064-0.151)

Household random effect variance: 1.169

Table 3.13: Model MK3: [ESBL|K. pneumoniae in Malawi

Log-odds P-value Odds ratio (95% CI)

Intercept -2.182 <2e-16 0.113(0.085-0.149)

Number of colonised people in the house* 0.529 2.9e-05 1.697 (1.325-2.174)

*Significant variables highlighted in bold

3.3.1.2 Ndirande

3.3.1.2.1 ESBL-producing E. coli in Ndirande

Focusing on E. coli in Ndirande, the full model (Table identified similar sig-
nificant variables to the model for all of the Malawian areas, such as the sample date (OR]
1.625 [CI:1.141-2.316]) and the harmonic terms cosday 3.105 [CI:1.383-6.971]) and
cosday?2 2.328 [CI:1.119-4.845]). The seasonality appeared even more important in
this more localised area of Malawi. This might be partially explained by the fractional
differences between seasons in each study area. All three areas are fairly close but Chileka
is lower and hotter and Chikwawa is even lower down and drier than Ndirande. After
using our selection algorithm, only the previously significant variables were kept and
were still significant (Table [3.15). Their odds ratio were extremely similar to the pre-
vious model. The household random effect variance had slightly decreased, going from

1.037 to 0.980.

Afterwards, we looked at the third possible model. Looking at the we
selected the best model out of the three models. For [ESBL]E. coli in Ndirande, the best
model was the prevalence model (Table [3.16), which identified four important risk fac-
tors, the in-house prevalence 1.160 [CI:1.082-1.244]), the harmonic terms cosday
2.133 [CI:1.228-3.708]) and cosday?2 1.749 [CIL:1.026-2.980]) and the sample
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date (OR[1.284 [CI:1.017-1.620]). Similarly to Malawi as a whole area, this model showed
that for [ESBL|E. coli in Ndirande, living in a house with a high prevalence puts individ-

uals at a higher risk of colonisation and that risk is increased during the wet season.

Throughout this analysis for all areas, the household random effect variance was con-

stantly captured by the in-house prevalence or the number of colonised people in the

house.
Table 3.14: Model NE1 : [ESBL|E. coli in Ndirande
Log-odds P-value Odds ratio (95% CI)
Intercept 0.335 0.343 1.398 (0.699-2.798)
Age 0.097 0.606 1.101 (0.763-1.590)
Being male (vs female) -0.245 0.474 0.782 (0.400-1.531)
Reactive to HIV testing (vs non-reactive) -0.904 0.180 0.405 (0.108-1.520)
Unknown HIV status (vs non-reactive) -0.383 0.319 0.682 (0.321-1.449)
Use of amoxicilline in the last 6 months 0.089 0.575 1.093 (0.801-1.490)
Use of cotrimoxazole in the last 6 months 0.024 0.904 1.024 (0.695-1.510)
Use of other antibiotics in the last 6 months -0.037 0.836 0.964 (0.680-1.367)
Number of people living in the household  -0.093 0.635 0.912 (0.622-1.336)
Average household monthly income -0.104 0.567 0.901 (0.631-1.287)
Number of days since the first sample* 0.486 0.007 1.625 (1.141-2.316)
Harmonic term (sinday) -0.059 0.879 0.943 (0.444-2.006)
Harmonic term (sinday?2) 0.042 0.904 1.043 (0.529-2.057)
Harmonic term (cosday) 1.133 0.006 3.105 (1.383-6.971)
Harmonic term (cosday2) 0.845 0.024 2.328 (1.119-4.845)

*Significant variables highlighted in bold.
Household random effect variance: 1.037

97



Table 3.15: Model NE2: [ESBL|E. coli in Ndirande

Log-odds P-value Odds ratio (95% CI)

Intercept 0.030 0.899 1.030 (0.650-1.632)
Harmonic term (cosday)* 1.228 0.002 3.415 (1.600-7.287)
Number of days since the first sample 0.461 0.004 1.586 (1.155-2.178)
Harmonic term (cosday?2) 0.845 0.019 2.329 (1.151-4.711)

*Significant variables highlighted in bold.
Household random effect variance: 0.980

Table 3.16: Model NE3 : [ESBL|E. coli in Ndirande

Log-odds P-value Odds ratio (95% CI)

Intercept -0.725 0.003 0.484 (0.298-0.787)
In-house prevalence* 0.149 3.3e-05 1.160(1.082-1.244)
Harmonic term (cosday) 0.758 0.007 2.133(1.228-3.708)
Harmonic term (cosday2) 0.559 0.040 1.749 (1.026-2.980)
Number of days since the first sample 0.250 0.035 1.284 (1.017-1.620)

*Significant variables highlighted in bold

3.3.1.2.2 ESBL-producing K. pneumoniae in Ndirande

For K. pneumoniae in Ndirande, none of the risk factors were found significant
by the full model (Table [3.17). The household random effect had a variance of 0.904.
After using our selection algorithm to select the most important variables among the full
model, none of the variables were chosen as significant and the step model became a null

model with only the household random effect still present with a slightly higher variance

of 1.052 (Table|3.18).

After looking at the for a potential model with the number of colonised
people or in-house prevalence, we selected the best model. For [ESBL| K. pneumoniae in
Malawi, the best model was the third model (Table|3.19)), which identified a unique risk
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factor, the number of positive people in the house (OR|1.630 [CI:1.089-2.441]). This
model showed that for [ESBL| K. pneumoniae, living in a house with colonised people is
the main risk factor. These results are consistent with what we found when looking at all

the Malawian areas as one area.

Table 3.17: Model NK1 : [ESBL|K. pneumoniae in Ndirande

Log-odds P-value Odds ratio (95% CI)

Intercept -2.370 2.3e-07 0.094 (0.038-0.229)
Age 0.047 0.847 1.048 (0.652-1.683)
Being male (vs female) -0.040 0.929 0.961 (0.399-2.316)
Reactive to HIV testing (vs non-reactive) 0.533 0.475 1.705 (0.395-7.350)
Unknown HIV status 0.109 0.825 1.115 (0.425-2.930)
Use of amoxicilline in the last 6 months -0.025 0.906 0.975 (0.640-1.486)
Use of cotrimoxazole in the last 6 months 0.095 0.702 1.100 (0.675-1.791)

Use of other antibiotics in the last 6 months -0.182 0.525 0.834 (0.477-1.459)

Number of people living in the household ~ 0.081 0.714 1.084 (0.704-1.671)
Average household monthly income 0.026 0.904 1.026 (0.675-1.560)
Number of days since the first sample -0.001 0.998 1.000 (0.691-1.446)

*Significant variables highlighted in bold.
Household random effect variance: 0.904

Table 3.18: Model NK2 : [ESBL|K. pneumoniae in Ndirande

Log-odds P-value Odds ratio (95% CI)

Intercept -2.327 8.8e-11  0.098 (0.048-0.197)

Household random effect variance: 1.052
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Table 3.19: Model NK3 : [ESBL|K. pneumoniae in Ndirande

Log-odds P-value Odds ratio (95% CI)

Intercept -2.146 <2e-16 0.117(0.076-0.180)

Number of colonised people in the house* 0.489 0.018 1.630 (1.089-2.441)

*Significant variables highlighted in bold

3.3.1.3 Chikwawa

3.3.1.3.1 ESBL-producing E. coli in Chikwawa

In Chikwawa, the full model for [ESBL|E. coli (Table identified harmonic terms cos-
day 381.97 [CI:2.508-58179.19]) and sinday2 31.516 [CI:1.026-968.56]). It also
showed a slight effect for people that have had antibiotics in the last six months (exclud-
ing amoxicillin and cotrimoxazole). The most frequently used antibiotics in this grouped
category were metronidazole and gentamicin. After an increase in positive samples dur-
ing the wet season in Chikwawa up to March 2020, there was a 5 month break before six
more returned samples became available in August 2020 (COVID-19 pandemic). This
caused the model to overestimate and create unrealistic estimates for the harmonic terms.
After using our selection algorithm, only the previously significant harmonic term cos-
day (OR|4.868 [CI:1.927-12.294] was still significant (Table[3.21)). The only other selected

variable was having had cotrimoxazole in the last six months but it was not significant.

Finally, after looking at a third model for E. coli in Chikwawa, the best
model was the prevalence model (Table [3.22), which identified two important risk fac-
tors, the in-house prevalence 1.279 [CI:1.142-1.432]) and the harmonic term cosday
2.286 [CI:1.198-4.359]). Similarly to previous findings, this model showed that for
[ESBLJE. coli in Chikwawa, living in a house with a high prevalence puts individuals at a
higher risk of colonisation and that risk is increased during the wet season. As for Malawi

and Ndirande, the household random effect was no longer present in this model.
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Table 3.20: Model KE1:

ESBL|E. coli in Chikwawa

Log-odds P-value Odds ratio (95% CI)

Intercept

1.797 0.263 6.030 (0.260-139.68)

Age

-0.253 0.361  0.776 (0.451-1.337)

Being male (vs female)

-0.004 0.993 0.996 (0.402-2.470)

Reactive to HIV testing (vs non-reactive)

-0.215 0.793 0.806 (0.161-4.038)

Unknown HIV status (vs non-reactive)

0.125 0.829 1.133 (0.367-3.502)

Use of amoxicilline in the last 6 months

0.093 0.615 1.097 (0.764-1.575)

Use of cotrimoxazole in the last 6 months

-0.428 0.101 0.652 (0.391-1.088)

Use of other antibiotics in the last 6 months

0.303 0.100 1.353 (0.944-1.940)

Number of people living in the household

-0.598 0.152 0.550 (0.243-1.246)

Average household monthly income

-0.750 0.145 0.473 (0.172-1.295)

Number of days since the first sample

-1.203 0.184 0.300 (0.051-1.768)

Harmonic term (sinday) 2.900 0.106 18.182 (0.541-610.54)
Harmonic term (sinday2)* 3.451 0.048 31.516 (1.026-968.56)
Harmonic term (cosday) 5.945 0.020 381.97 (2.508-58179.2)
Harmonic term (cosday?2) 0.271 0.618 1.312 (0.452-3.809)

*Significant variables highlighted in bold.
Household random effect variance: 1.316

Table 3.21: Model KE2

:[ESBL|E. coli in Chikwawa

Log-odds P-value Odds ratio (95% CI)

Intercept

-0.604 0.045 0.546 (0.303-0.985)

Harmonic term (cosday)*

1.583 0.001 4.868 (1.927-12.294)

Use of cotrimoxazole in the last 6 months

-0.367 0.134  0.693(0.428-1.120)

*Significant variables highlighted in bold.
Household random effect variance: 1.515
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Table 3.22: Model KE3 : [ESBL|E. coli in Chikwawa

Log-odds P-value Odds ratio (95% CI)

Intercept -1.462 2e-06 0.232(0.127-0.424)
In-house prevalence* 0.246 2e-05 1.279 (1.142-1.432)
Harmonic term (cosday) 0.827 0.012 2.286 (1.198-4.359)

Use of cotrimoxazole in the last 6 months -0.299 0.164 0.742 (0.487-1.129)

*Significant variables highlighted in bold

3.3.1.3.2 ESBL-producing K. pneumoniae in Chikwawa

For|[ESBL|K. pneumoniae in Chikwawa, the models raised some convergence issues created
by the lack of positive samples for the HIV status variable. Considering HIV status had
never appeared to be a significant risk factor in previous models, we made the decision

to remove the HIV status variable from this analysis.

The full model did not identify any significant risk factors but found an ex-
tremely high variance of 34.05 for the household random effect (Table[3.23). This can be
explained by the fact that out of only fifteen individuals colonised with ESBL-producing
K. pneumoniae, eight of them were living in three specific households. After using our
selection algorithm to select the most important variables among the full model, only
having had cotrimoxazole in the last six months was selected and still no variables were
found significant (Table [3.24). The variance for the household did decrease from 34.05
to 20.65.

For [ESBL|K. pneumoniae in Chikwawa, the best model was the third model (Ta-
ble[3.25), which identified a unique risk factor, the number of positive people in the house
3.594 [CI:1.868-6.916]). This model again showed that for ESBL| K. pneumoniae, liv-
ing in a house with colonised people is a major risk factor. These results are consistent

with what we found when looking at all the Malawian areas as one area.
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Table 3.23: Model KK1: [ESBL|K. pneumoniae in Chikwawa

Log-odds P-value Odds ratio (95% CI)

Intercept -7.905 0.006 0.0004 (1e-06-0.106)
Age 0.304 0.528 1.355 (0.527-3.481)
Being male (vs female) -0.071 0.944 0.932 (0.131-6.657)
Use of amoxicilline in the last 6 months 0.458 0.191 1.580 (0.796-3.139)

Use of cotrimoxazole in the last 6 months -0.684 0.125 0.505 (0.211-1.209)

Use of other antibiotics in the last 6 months 0.210 0.538 1.234 (0.633-2.405)

Number of people living in the household  -0.547 0.647 0.579 (0.056-6.014)

Average household monthly income -0.030 0.964 0.970 (0.262-3.585)

Number of days since the first sample -1.028 0.489 0.358 (0.019-6.595)

*Significant variables highlighted in bold.
Household random effect variance: 34.05

Table 3.24: Model KK2 : [ESBL|K. pneumoniae in Chikwawa

Log-odds P-value Odds ratio (95% CI)

Intercept -5.968 0.006 0.003 (4e-05-0.184)

Use of cotrimoxazole in the last 6 months -0.562 0.184 0.570 (0.249-1.305)

*Significant variables highlighted in bold.
Household random effect variance: 20.65

Table 3.25: Model KK3: [ESBL|K. pneumoniae in Chikwawa

Log-odds P-value Odds ratio (95% CI)

Intercept -2.913 1.4e-15 0.054 (0.027-0.111)

Number of colonised people in the house* 1.279 0.0001 3.594 (1.868-6.916)

*Significant variables highlighted in bold
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3.3.1.4 Chileka

3.3.1.4.1 ESBL-producing E. coli in Chileka

For E. coli in Chileka, some convergence issues emerged due to all seven people
having had amoxicillin being non-colonised with E. coli. This issue was resolved
by removing the variable from the analysis. The full model identified the harmonic term
cosday 1.971 [CI:1.000-3.884]) as significant (Table[3.26). After using our selection
algorithm, only the sample date (OR|2.023 [CI:1.107-3.696]) was significant (Table [3.27).

Here, the best model was the prevalence model (Table , which identified
one important risk factor, the prevalence 1.168 [CI:1.069-1.275]). Considering pre-
vious models always showed a strong seasonal effect for E. coli, we had a closer look at
Chileka. After an increase in positive samples during the wet season up to March 2020,
the 6 month break before three more samples became available in September (COVID-19)
caused the model to overestimate the importance of the sample date variable. Removing
these samples returned similar results to the models here but increasing the importance
of the harmonic terms and decreasing the importance of the sample date. This confirmed
that seasonality is still an important effect in Chileka for [ESBL|E. coli as it is for the other
Malawian areas. As previously, this model showed that for [ESBL|E. coli in Chileka, living
in a house with a high prevalence puts individuals at a higher risk of colonisation and

that risk is increased during the wet season.
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Table 3.26: Model CE1 :

ESBL|E. coli in Chileka

Log-odds P-value Odds ratio (95% CI)
Intercept 0.658 0.367 1.930 (0.463-8.043)
Age 0.094 0.577 1.099 (0.790-1.529)
Being male (vs female) -0.094 0.777 0.910 (0.474-1.748)
Reactive to HIV testing (vs non-reactive) 0.283 0.723 1.328 (0.278-6.351)
Unknown HIV status 0.011 0.980 1.011 (0.433-2.358)
Use of cotrimoxazole in the last 6 months 0.071 0.725 1.074 (0.723-1.593)
Use of other antibiotics in the last 6 months -0.189 0.486 0.828 (0.487-1.408)
Number of people living in the household  0.017 0.939 1.017 (0.664-1.558)
Average household monthly income -0.257 0.225 0.773 (0.510-1.171)
Number of days since the first sample 1.155 0.056 3.173 (0.973-10.354)
Harmonic term (sinday) 1.103 0.083 3.012 (0.865-10.482)
Harmonic term (sinday?2) 0.548 0.169 1.730 (0.792-3.776)
Harmonic term (cosday)* 0.678 0.050 1.971 (1.000-3.884)
Harmonic term (cosday?2) -0.310 0.368 0.733 (0.374-1.440)

*Significant variables highlighted in bold.
Household random effect variance: 0.644

Table 3.27: Model CE2 :

ESBL|E. coli in Chileka

Log-odds P-value Odds ratio (95% CI)
Intercept -0.234 0.371 0.791 (0.473-1.322)
Number of days since the first sample* 0.705 0.022 2.023(1.107-3.696)

*Significant variables highlighted in bold.
Household random effect variance: 0.772
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Table 3.28: Model CE3: [ESBL|E. coli in Chileka

Log-odds P-value Odds ratio (95% CI)

Intercept -0.905 0.001 0.404 (0.235-0.696)
In-house prevalence* 0.155 0.001 1.168 (1.069-1.275)
Number of days since the first sample 0.420 0.064 1.522 (0.976-2.375)

*Significant variables highlighted in bold

3.3.1.4.2 ESBL-producing K. pneumoniae in Chileka

For [ESBL] K. pneumoniae in Chileka, the sample date was identified as a significant risk
factor 2.463 (CI:[1.225-4.952]) (Table [3.29). The variance of the household random
effect is 0.235. After using our selection algorithm to select the most important variables
among the full model, the same variable was selected and significant (Table [3.30). The
household random effect was also removed after variable selection, likely due to its low

variance.

For [ESBL| K. pneumoniae in Chileka, adding the number of people in the house
or the in-house prevalence did not affect the model selection and the previously selected
model was deemed the best model. This model shows that for [ESBL|K. pneumoniae, hav-
ing an unknown HIV status puts you at a higher risk of [ESBL|K. pneumoniae colonisation.

There is also a linear temporal effect for this particular area of Malawi.
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Table 3.29: Model CK1: [ESBL|K. pneumoniae in Chileka

Log-odds P-value Odds ratio (95% CI)

Intercept -2.308 0.001 0.100 (0.027-0.370)
Age 0.085 0.681 1.089 (0.726-1.634)
Being male (vs female) -0.112 0.781 0.894 (0.407-1.966)
Reactive to HIV testing (vs non-reactive) 1.286 0.186 3.617 (0.537-24.352)
Unknown HIV status (vs non-reactive) 1.235 0.065 3.439 (0.926-12.777)
Use of amoxicilline in the last 6 months 0.158 0.538 1.171 (0.709-1.932)
Use of cotrimoxazole in the last 6 months -0.081 0.752 0.922 (0.557-1.527)
Use of other antibiotics in the last 6 months -0.010 0.974 0.950 (0.552-1.776)

Number of people living in the household  -0.046 0.832 0.955 (0.623-1.464)

Average household monthly income 0.263 0.214 1.301 (0.859-1.970)

Number of days since the first sample* 0.901 0.011 2.463 (1.225-4.952)

*Significant variables highlighted in bold.
Household random effect variance: 0.235

Table 3.30: Model CK2/CK3 : [ESBL|K. pneumoniae in Chileka

Log-odds P-value Odds ratio (95% CI)

Intercept -2.236 0.0003  0.107 (0.032-0.360)
Reactive to HIV testing (vs non-reactive) 1.335 0.138 3.799 (0.650-22.188)
Unknown HIV status 1.120 0.080 3.065 (0.876-10.720)
Number of days since the first sample* 0.748 0.014 2.113 (1.165-3.833)

*Significant variables highlighted in bold

The best model results for each combination [ESBL)/ area are summarised in Table
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Table 3.31: Summary results of non-spatial models

Ndirande Chikwawa Chileka All
Significant In-house In-house In-house In-house
variables prevalence - prevalence - prevalence prevalence -
Sample date - Harmonic Sample date -
Harmonic terms Harmonic
terms terms
Notes Over- Convergence
estimation of issue due to all
the harmonic individuals
E. coli
terms due to a having taken
5-month break  amoxicillin not
(COVID-19)in  being colonised
samples / Over-
estimation of
the sample date
and under-
estimation of
the harmonic
terms due to a
6-month break
in samples
Significant Number of Number of Sample date Number of
variables colonised colonised colonised
people in the people in the people in the
house house house
Notes Convergence Over-
K. pneumoniae
issue due to a estimation of
lack of diversity the importance
in samples for of HIV status
the HIV status  probably due to
variable the high
correlation
between
unknown HIV
status and
ESBL-positive
samples
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3.3.2 Introducing a spatial component to the model

Using a Gaussian process, we introduced a spatial component to our models. For each
area and type, we designed a model using Stan and included the predetermined
variables found significant in each respective best model. We also added two variables
to include longitude and latitude that we scaled to have a mean of zero and a standard

deviation of one.

Looking at Ndirande, the maps in Figure showed that the entire area was
plain, with an approximate mean of zero for the projected gaussian process. There-

fore, it appeared that the original strong spatial correlation we had detected early on

in Ndirande for both [ESBL|E. coli (ESBL-Ec) and [ESBL|K. pneumoniae (ESBL-K) was now

fully explained by household-level covariates such as in-house prevalence or number of
colonised people in the house. The parameter estimates for those variables were similar
to the ones found with the best model. All parameter estimates for the spatial models

can be found in Appendix[B.3]

ESBL E.coli in Ndirande
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Figure 3.12: Gaussian process maps for Ndirande (ESBL-Ec

In order to make sure our prior choices were appropriate, we changed ¢ mul-

tiple times. Posteriors for our Gaussian process parameters can be found in Table

Considering the choice of an inverse Gamma distribution for the prior of ¢
(values close to zero), we noted that the posterior for ¢ was extremely different from its
prior. We also saw in Figure that the prior and posterior for o> were the same with a

mean value of two, therefore the model did not bring out any information on the variance
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of the spatial process that was still very low. Moreover, with a median length scale of 849

kilometers, the model concluded that there was no evidence of spatial correlation.

Table 3.32: Estimates for the Gaussian process parameters in Ndirande (ESBL-Ec

Median Mean Std error 2.5% 97.5%
¢ 849.42 3976.56 6e+04 173.27 1.8e+04
o? 1.69 2.01 1.42 0.24 5.58
T 3.44 3.80 2.18 0.67 9.01
Density of sigma_sq Density of tau
3 3 -
— Posterior I — Posterior
g B == Prior g - [ ~~ Prior
2 2
1 : e
g — iI I I I \h“_nl_ _______ — I g k I I I “—“““I ____________ I
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Figure 3.13: Density plots of 0 and 7 for Ndirande (ESBL-Ec

Due to the similarity in results for both [ESBL|types and no sign of spatial correlation for

any of the areas, the other parameter estimates, diagnostics and maps can be found in

Appendix

3.4 Discussion

In this chapter, we aimed at investigating the risk factors for human gut mucosal coloni-
sation with ESBL-producing E. coli and K. pneumoniae in our three Malawian sites: Ndi-
rande (urban), Chileka (peri-urban) and Chikwawa (rural). Using logistic models, we
looked into individual-level covariates such as age and gender, HIV status and antibiotic
use and household-level covariates such as household income and density. We also ex-
plored a potential effect of seasonality and of sharing a household with other colonised

individuals by looking at the number of colonised people or the prevalence in the house.
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Recent reviews on ESBL-producing Enterobacteriaceae in Africa have estimated
a prevalence of 18% to 22%[3} 4]. The prevalence we found for ESBL-producing Enter-
obacteriaceae, especially for ESBL-producing E. coli is much higher than these estimates
which is consistent with a continued increase of their prevalence over time[4]. It is also
substantially higher than in the few community studies that have taken place in sub-
Saharan Africa[101} [174]. However, it is consistent with findings from recent hospital
studies in the region[3]. Due to their nosocomial nature, ESBL-producing Enterobacteri-
aceae were initially thought to originate within the hospital setting and transmit towards
the community via patients. However, this increase in prevalence over time in the com-
munity suggests that there is a possible reversal of the situation with members of the
community getting infections due to their colonisation and bringing it back to the hospi-

tal.

Overall, the antibiotic use at the baseline visit was determined by whether par-
ticipants had been given antibiotics in the last six months. The results show that the re-
ported numbers are relatively low with 6.5% of the participants given amoxicillin, 6.6%
given cotrimoxazole and 5.7% given other antibiotics. When looking at a general an-
tibiotic use (any of the antibiotic groups), 15.5% of the participants were given a course
in the last six months. We note that the antibiotic use was determined by asking the
participants whether or not they were given or received antibiotics. Consequently, there
could have been issues with the reporting which could have created a reporting bias.
could also have been included in the antibiotic variables, however, while [CPT|tends to be
a permanent treatment, we focused on recent previous use of antibiotics. Moreover, due
to the extremely high correlation between [CPT|and HIV status and the small number of
individuals on we chose to only keep HIV status. We assumed that being reactive
to HIV testing would capture the same information as being on

In the case of ESBL|E. coli, a marked seasonality was present for all individual
study regions in Malawi, and for all study regions combined. The evidence in Figure
highlighted a higher prevalence during the wet season (November to April) than during
the dry season (May to October). We can assume that heavy rain during the rainy season
causes more water to be accumulated, creating mud and floodwater, which might lead to
more contact between individuals and contaminated soil or water. Additionally, social

behaviours caused by heavy rain or flooding, such as indoor crowding, might increase
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the risk of transmission.

For E. coli, we consistently observed in Malawi and each specific area
that living in a house with a high existing prevalence put individuals at higher risk of
colonisation. Similarly, for ESBL| K. pneumoniae, except for Chileka, we consistently ob-
served that living in a house with a high number of colonised people is the main risk
factor. Prevalences for both ESBL-producing E. coli and ESBL-producing K. pneumoniae
vary slightly depending on the area. The prevalence was consistently higher in the urban
areas and lower in the rural area. This could simply be due to the higher density of pop-
ulation in the urban areas, and as we have shown, the higher population density within

the houses located in urban areas.

We note that a limitation in this analysis is the use of an algorithm that selects
one single best model over other models that might be of similar fit. We added the full
model as a way to give unbiased parameter estimates for our variables and we acknowl-
edge that the use of such selection procedures is not always ideal. We also acknowledge
that multiple testing is a potential concern, especially for coefficients where p ~ 0.05.
However, all our models (full, after selection and best) give similar results in terms of
the importance of seasonality for ESBL-producing E. coli and adding the prevalence or
number of colonised people in the house consistently show the importance of sharing a
household with other colonised people. Additionally, consistent effects all have very low

p-values thus the chance of type I error is reduced.

In Chileka, HIV status appeared as a slightly significant effect (<0.1), however
Chileka is the only area where the majority of individuals (73%) were of unknown sta-
tus. Among the participants with positive samples for K. pneumoniae, 83% have
unknown HIV status. This might have caused the model to overestimate the importance
of HIV status in this area, by declaring that having an unknown HIV status puts you at
a higher risk than having a determined status. Further research should use a better es-
timate of HIV status to explore its association with ESBL-producing Enterobacteriaceae
colonisation. Additionally, due to lack of diversity in samples in some variables in spe-
cific areas, two variables were removed at different occurrences to allow the model to
converge properly. In Chikwawa and Chileka, we note that the 6-month break between

sample accessibility and the low amount of added samples caused the model to overes-
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timate the importance of the sample date. Overall, the low number of people colonised
with ESBL-producing K. pneumoniae creates difficulty when trying to explore the rela-

tionship between colonisation and other variables in our models.

The geostatistical model showed that no evidence of spatial correlation was
found in any of the areas with an unreasonably large length scale of spatial correlation.
Adding an informative prior for the length scale did not bring out any further informa-
tion, suggesting that our study failed to detect the presence of a spatial correlation as it
previously has in other similar studies[130}, [160]. However, we can not be assured that
such correlation is non-existent as it might just have been too short-scaled to be detected
by our design. We have found that what happens within the household is important in
these areas, therefore the scale of spatial correlation might have been smaller than what

we expected.

Finally, when selecting our best model, we found that within-house prevalence
or amount of colonised people accounts for a large proportion of the between-house
variance, removing the need for the household-level random effect. These results high-
light the importance of within-household transmission, and therefore household-level
interventions and/or interventions focused on within-household behaviour may be very

promising.
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Chapter 4

Individual and WASH risk factors of
ESBL-producing E. coli and K.
pneumoniae colonisation over time

in Malawi

4.1 Introduction

Whilst studies have shown that the prevalence of ESBL-producing Enterobacteriaceae in
is high([3} 4], little is known about asymptomatic colonisation with ESBL-producing
Enterobacteriaceae. Learning more about asymptomatic colonisation in the community
is crucial in order to prevent transmission, and as a consequence, reduce symptomatic in-
fections. Prior to 2016, no studies described risk factors for ESBL-producing Enterobacte-
riaceae in [sSA[3]]. Since then, a few studies have described risk factors in the community
setting. Recent antibiotic use (in the last weeks to months) has been found as a risk factor
in several of these studies[101}, 104, [105]]. Other risk factors such as older age and pre-
vious hospital admission[101]] were identified. One study found a positive association
between older age and higher prevalence of colonisation[101]], and one found that
higher income is associated with a higher prevalence of colonisation[108]. How-
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ever, most of these studies focused on a specific population within the community and
not the general population. We cannot be assured that the risk factors detected in these
specific populations would be the same throughout the general population. This high-
lights the need for a community study within the general healthy population that could
help confirm or identify risk factors for human gut mucosal colonisation with ESBL-
producing Enterobacteriaceae. Moreover, although it is recognised that has an
effect on transmission[32], risk factors related to are still not well known. Only
one study found that having private inside access to drinking water was positively asso-

ciated with [ESBL|colonisation[175]].

To be able to reduce colonisation and transmission in East and Southern Africa,
we need to explore the dynamics of colonisation in this particular context. An under-
standing of what happens once an individual is colonised is needed to tailor appropriate
interventions. We previously showed the importance of within-household transmission
and what is required now is to understand how that transmission is impacted by the
duration of the colonisation. If we can determine how long a specific household is at
risk of colonisation once one member is colonised, this could help understand better
the temporal dynamics of within-household transmission, and help inform the design of
public health policies that interrupt transmission of [AMR}bacteria. Such interventions
are highly likely to be impactful at interrupting transmission of enteric bacteria more

broadly.

The aim of this chapter is to perform rigorous examination of the risk
factors for colonisation in different socioeconomic settings in Malawi, accounting
for temporal variability. Herein, we describe findings from a year and a half of longitu-
dinal study using microbiological and household surveys. The[WASH]infrastructure was
ascertained via checklist and sanitation inspection forms. This chapter includes repeated
measurements in order to provide more precise information about fluctuations in
colonisation status. After the COVID-19 "break", more information, especially about the
infrastructure, became available to us which allowed us to evaluate the influence
of WASH] factors on colonisation in a community-based setting. Finally, it will al-
low for a comparison between the risk factors identified in the previous chapter and the

ones that will be identified here.
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We fit a generalised linear mixed model to identify risk factors and to
determine their effect on colonisation. We also use a squared exponential correla-
tion structure to explore the effect of time on [ESBL]colonisation status. We showed in the
previous chapter that at baseline, the household appears to be important in driving trans-
mission and that is where the interventions should take place. In this chapter, we include
a temporal random effect at the household-level that already captures the variation pre-
viously captured by the household-level covariates describing the sharing of a household
with colonised people. A better understanding of how theWASH]|context of the different
communities impacts colonisation and transmission could improve public health
responses and detect potential strategies for effective intervention and control in similar

communities.

4.2 DRUM data

To study the longitudinal aspect of the[ESBL|distribution in the Malawian study areas, we
used three types of data from the[ DRUM]|database: individual, household and laboratory

results data.

4.2.1 Household data

In order to investigate practices at the household-level, household covari-
ates were collected in the following ways. Reported variables, such as presence of a toilet
at the household, were based on questions asked to the study participants during the
baseline assessment visit whilst observed variables, such as the type of toilet, were an-
swered by the field teams observing the household infrastructure at multiple time points.
These variables were screened for importance by Tracy Morse, Kondwani Chidwisano
and Derek Cocker, accounting for pre-existing knowledge on the risks and critical con-

trol points for faecal-oral transmission.

Twenty-six variables were selected and went through cleaning and processing
with the help of theWASH|team. Among these variables, three variables were removed

due to a lack of variation. The remaining twenty-three were either kept as is or modified
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to better examine the effect of those factors on colonisation. The final lists
of seventeen reported household variables and fourteen observed household variables,
with any modifications, can respectively be found in Appendix and These vari-
ables were then merged into one household dataset consisting of both types of variables
including data for three-hundred households. One household was excluded due to hav-
ing no observed information and twenty-six households were excluded due to having no
enrolment information. Household-level covariates such as household income and size

were also included.

4.2.2 Individual data

Whilst the DRUM study focuses mainly on the transmission at the household-level[102]],
individual-level covariates such as age, gender, HIV status and antibiotic use were also
selected. We previously found low reported levels of the different types of antibiotics
we were interested in therefore we changed the way we include antibiotic use in our
analysis. Antibiotic use is now defined as the reported use of any antibiotics in the last
six months (at baseline) and subsequently, for each follow-up visit, as the reported use
of antibiotics between that visit and the previous one. This variable was constructed
by combining all the available antibiotic variables present in the questionnaire. A more
detailed examination of the impact of antibiotic variables could have been undertaken
however, due to the proportion of antibiotic use found in the previous chapter being close
to 15%, it seemed unrealistic to look at the impact of individual groups of antibiotics on

colonisation.

Additional variables such as household ID, individual ID and visit number
were also included in this dataset. Four observations were removed due to missing data
on age and gender of the individuals, eighteen duplicates were removed and visit date
corrections were applied on 337 observations. After cleaning and processing, 2908 obser-
vations were included in the dataset, containing information at baseline and at follow-up

visits for the individuals.
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4.2.3 Human laboratory results

Out of 2852 human samples collected by the field teams over time, twenty-seven did not
have a returned sample, two had inconsistencies with their household ID and fifty-one
duplicates in individual ID and visit number were removed. Therefore, human labo-
ratory results for E. coli and K. pneumoniae colonisation were available for 2772
samples. Additional covariates such as sample ID, individual ID, household ID, visit

number and sample date were kept for the purpose of linking the datasets together.

4.2.4 Datalinking

Considering our response variable was human colonisation with ESBL-producing bacte-
ria, we only kept the samples for which we have laboratory results and complete house-
hold and individual information. When merging the three previously described datasets,
a hundred and ninety-five samples were removed due to a lack of information on the
individual at various times. Eighty-four samples, coming from households that were sit-
uated over 200 meters outside of the polygon limits, were also removed. This threshold
was kept in order to include households that were subsequently chosen by the field teams
due to a refusal from the original sampled household. After joining these three datasets,
the combined dataset, which has been used for the following analysis, contained 2493
samples from 894 individuals in 259 households and 50 variables. The complete list of
variables with the rationale for including them can be found in Table and the list of
variables with their detailed description can be found in Appendix|C.3}
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4.3 Methods

4.3.1 Exploratory analysis

Although the number of households and individuals in Ndirande and Chileka was higher
than in Chikwawa, the number of available samples was fairly similar with 36% in Chik-
wawa and Chileka and 28% in Ndirande. The distribution of samples, individuals and

households per polygon can be seen in Table

Table 4.3: Distribution of the number of households, individuals and samples per

polygon

Ndirande Chikwawa Chileka

Households 96 64 99
Individuals 285 259 350
Samples 709 891 893

We initially aimed for the microbiological sampling to take place four times
over six months, although compromises had to be made due to the COVID-19 break and
some samples had to be delayed. Therefore, after data cleaning, each individual had one

to four samples. The distribution of available samples per individual can be found in

Table 4.4

Table 4.4: Distribution of the number of samples available per individual

Samples 1 2 3 4

Individuals 233 96 192 373

More than half of the participants had three to four samples while only 10%
had only two samples. The remaining two hundred and thirty-three individuals only had
one sample. Among these samples, seventy-six percent were first visit samples that were

added at the end of the study after the COVID-19 break. Out of 894 individuals, 95%
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had a first visit sample, 69% had a second visit sample, 64% had a third visit sample
and 51% had a fourth visit sample as can be seen in Table The distribution of these
samples over time and by polygon can be seen on Figure We noted that those late
added first visit samples came mainly from Chileka and Ndirande, which explains their

higher number of first visit samples compared to Chikwawa.

Table 4.5: Distribution of the number of samples per visit

Visit First Visit 2 Visit 3 Visit 4
time visit
Samples 851 616 570 456
Mdirande Chikwawa Chileka
300 1
L)
L
[
g 200 1
L1y]
k=]
©
A
g . I II I
=
D -

Wisit 1 Visit 2 Visit 3Visit4  Visit 1 Visit 2Visit 3 Visit4  Visit 1 Visit 2 Visit 3 Visit 4
Visit group

Figure 4.1: Distribution of samples per visit time and polygon

As Figure shows, 55.1% of the individuals were under the age of 20 years
old, 36.2% were between 21 and 50 years old, 7.3% were between 51 and 70 years old
and the last 1.3% were over 70 years old. It should be noted that adults were considered
to be over 15 years old (54% of the individuals), and school age was considered to be

older than 5 years old and up to 15 years old (27.1%). Over all the individuals, 57% were
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female with slightly varying proportions in each age group. 65.2% of the adults (>15)

were female and 46.7% of the school age children were female.

300+
L¥]
@
5 2001
=1
'13 Gender
% . Female
o Male
E L]
£ 100
I
=

I:I_
0 25 a0 75
Age

Figure 4.2: Distribution of age and gender for the 894 individuals

At the first visit, 15.2% of participants reported having taken at least a course
of antibiotics in the last six months, while between subsequent visits, 6%, 9.4% and 8.3%
reported at least a course of antibiotics. Overall, in Chikwawa, participants who re-
ported having received at least a course of antibiotics were 15.4% whilst in Ndirande and

Chileka, only 9.3% and 6.2% of participants respectively reported it.

Overall, the prevalence of ESBL} producing E. coli in our samples was 37% and
the prevalence of ESBL}producing K. pneumoniae was 11.9%. At the first visit, 310 were
positive for [ESBL}producing E. coli (36.4%) and 100 were positive for [ESBL}producing
K. pneumoniae (11.8%). At the second visit, 203 were positive for [ESBL}producing E.
coli (33%) and 72 were positive for ESBL}producing K. pneumoniae (11.7%). At the third
visit, 216 were positive for[ESBL} producing E. coli (37.9%) and 57 were positive for[ESBL}
producing K. pneumoniae (10%). At the last visit, 193 were positive for ESBL}-producing
E. coli (42.3%) and 67 were positive for [ESBL}producing K. pneumoniae (14.7%). The
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prevalences can be found in Table

Correlations between the (numerical) variables can be visualised on the
heatmap in Figure A strong positive correlation was noticeable between multiple
animal factors. Bird owners appeared to be more likely to keep animals inside, therefore
also more likely to have said animals come into contact with food areas. Keeping animals

inside also increased the likelihood of visible animal faeces around the household area.

In terms of sanitation, the data suggested that the higher the income is, the
more likely the household’s water drinking source is coming from a pipe and not from a
tube or a well. Moreover, the higher the income of a household is, the more likely hand
washing facilities and soap were present in the house, and cleaning materials such as

toilet paper were present near the toilet.

Food factors such as eating from shared plates appeared to be negatively corre-
lated with the previously mentioned sanitation factors which were themselves positively
correlated with income. It seemed that the higher the income of the household is, the less

chance individuals used shared plates when eating.

Table 4.6: Prevalence of ESBL-producing E. coli and ESBL-producing K. pneumoniae over

time
Visit ESBL Positive (P) Total (T) (P/T)*100
E. coli 310 851 36.4%
First visit
K. pneumoniae 100 851 11.8%
E. coli 203 6l6 33.0%
Visit 2
K. pneumoniae 72 616 11.7%
E. coli 216 570 37.9 %
Visit 3
K. pneumoniae 57 570 10.0%
E. coli 193 456 42.3%
Visit 4
K. pneumoniae 67 456 14.7%
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In conclusion, these correlations suggested that the socioeconomic status of
the household greatly influences the WASH|situation of the household. Having a higher
income allows for a better access to cleaner water and easier availability of sanitation and

hygiene products.
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4.3.2 Impact of WASH on ESBL|colonisation

In order to start exploring how [WASH] variables affect the participants colonisation with
either ESBL-producing E. coli or ESBL-producing K. pneumoniae, we first ran univariable
models for each variable. However, we noticed that the study area appeared to be af-
fecting the result of this analysis. By acting as a confounder, variables that vary
depending on the study area the participant was in had a different signal if the study
area was included as a variable in the analysis. Therefore, we first ran a generalised
linear model including only the study area for both ESBL-producing E. coli and ESBL-
producing K. pneumoniae. These results can be visualised in Tables and The ref-
erence level for each categorical variable with more than 2 levels throughout this chapter
can be found in Appendix We found that there was a significant effect from the
study area on ESBL-producing E. coli, with a higher risk of being colonised in Ndirande
1.39 CI[1.13-1.70]) compared to Chileka. However for ESBL-producing K. pneumo-
niae, this was not the case. There was no sign of a significant effect of the study area on the
colonisation status. This was verified by adding the study area to see how it affected the
univariable models for [ESBL|K. pneumoniae. Consequently, univariable analysis was run
differently depending on the bacterial species. The study area was added as a covariate
when running univariable models for ESBL-producing E. coli but was not included for
ESBL-producing K. pneumoniae. The harmonic terms were always run as a single term
throughout this analysis. The numerical variables were standardised to allow an easier
comparison with the temporal model, therefore the odds ratio should be interpreted as
a change for each increase in standard deviation. For both the ESBL-producing E. coli
models and the ESBL-producing K. pneumoniae models, we set a p-value threshold of 0.2
to select which variables to include in the temporal models. It was a pragmatic decision

made to avoid missing the identification of important variables.
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Table 4.7: Relationship between the study area and the ESBL-producing E. coli

colonisation status

Log-odds P-value Odds ratio (95% CI)

Intercept -0.607 <2e-16 0.545(0.475-0.625)
Living in Chikwawa (vs Chileka)  -0.061 0.540 0.941 (0.774-1.144)
Living in Ndirande (vs Chileka)* 0.326 0.002 1.385 (1.132-1.696)

*Significant variables highlighted in bold

Table 4.8: Relationship between the study area and the ESBL-producing K. pneumoniae

colonisation status

Log-odds P-value Odds ratio (95% CI)

Intercept -2.105 <2e-16 0.122(0.099-0.151)
Living in Chikwawa (vs Chileka) 0.196 0.183 1.216 (0.912-1.622)
Living in Ndirande (vs Chileka)  0.098 0.536 1.103 (0.809-1.504)

4.3.3 Modelling [ESBL|colonisation over time

Let p;j; be 1 if the individual i tested at household j at time t is colonised. Our model can

be expressed as:

27t
. T
logit(pij¢)) = a+(x;;) ﬁ+91C05(365T

where Y;;; follows a Bernoulli distribution with probability p;;; i.e.
Y;j; ~ Bernoulli(p;j;)

a is the intercept, xjj are the household-level and individual-level explanatory vari-
ables, p are the regression coefficients for the fixed effects, 91c05(365T) + 9251n(3267§tT) +
O3c0s (225 ) + O4sin(5225) the annual and bi-annual harmonic terms, with T = (1, 1) the
period in years. In order to look at the temporal correlation between different time points,
we included a temporally-correlated random effect u;; at the household-level with covari-

ance structure:

cov(Ujy, Ujiis) = o2e ¢ 412 (4.1)
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where s is the distance (in time) between two time points, ¢ is the scale of temporal cor-
relation, o is the variance of the temporal process, 72 is the nugget effect. As in Chapter
3, we made the decision to use a Bayesian framework to allow for more flexibility in de-
signing our probability model. The model was fitted using the standard implementation
of the No-U-Turn Sampler in the Stan modelling language [167] on R through
the package RStan [168]. The code for implementing this model in Stan can be found in
Appendix|[C.4] The model was run with twenty thousand iterations for each of the three
Markov chains. Convergence was evaluated by inspection of traceplots and the Gelman-
Rubin statistic being close to 1. Posterior estimates of parameters were expressed as

medians with 95% credible intervals. Prior distributions were chosen as follows:
a ~ Normal(0,100) g ~ Normal(0,10)

0% ~ Gamma(2,1) T ~ Gamma(2,1)

¢ ~ Gamma(4,0.125)

The prior distribution for ¢ was based on recent work on the dynamics of
gut mucosal colonisation with ESBL-producing Enterobacteriaceae in Malawi where they
found an estimated mean time of 43 days between the [ESBL-E|colonised and uncolonised
states[173]].

We initially considered adding the random effect at the individual-level, how-
ever our reasoning was that we previously suggested the importance of within-household
transmission, therefore we were more interested to see if there is temporal variability at
the household-level. Moreover, we had a look at adding an individual-level random ef-
fect in the model first but it resulted in a low variance (<0.4) and the model found a
resulting correlation range of approximately 3 days. Considering that for this analysis,
our individuals tend to have at least a month between two visits, these results showed
that we could consider samples from one individual as independent. We then decided
to focus this analysis on the hundred and twenty-nine households with available sample

results for all four time points.
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4.4 Results

4.4.1 Human gut mucosal colonisation with ESBL-producing E.

coli over time

Having a water drinking source coming from a tube or a well, having a drophole cover
on the toilet and animals being able to enter into contact with the food areas all appeared
to be highly significant. Whilst a positive association was detected between the drinking
water source coming from a tube or a well and the ESBL-producing E. coli colonisation
status, the opposite can be said for the drinking water source coming from a pipe. This
was highlighted by the negative correlation between those two water variables noticed
previously in the correlation heatmap. Animals being able to enter into contact with
food areas was positively associated with the outcome, whilst having a drophole cover on
the toilet appeared to have a protective effect, being negatively associated with colonisa-
tion status. Additionally, variables such as keeping animals inside the house, having a
toilet floor that is not made of concrete or wood and having clean paper in the toilet were
also quite highly significant. Having clean paper in the toilet was negatively associated
with colonisation status while the others showed a positive association. Other variables
such as older age, the presence of open defecation in the area, owning cattle, sheep or
goats, entering into contact with river water all were significant (<0.05) and were pos-
itively associated with the colonisation status. Contrarily, being male, having a higher
income, having a disposal mechanism for animal waste, having a piped water drinking
source, storing water in a container with lid and tap were all significant but negatively
associated with colonisation status. In terms of temporal variables, the harmonic terms
were also highly significant and the sample date appeared to be significant and positively
associated, suggesting an increase in colonised samples over time. The results for the se-
lected variables can be found in Table [4.9]and the full results of the univariable models

can be found in Appendix|C.5]

We subsequently ran what we called the temporal model, which investigates
the temporal flux of ESBL-producing E. coli colonisation while looking at how the effect
of variables changes after adding the household-level random effect correlated in

time.

132



Table 4.9: Univariable analysis results between ESBL-producing E. coli colonisation

status and each variable accounting for the study area (Selected variables

(<0.2))
Log-odds P-value Odds ratio (95% CI)
Unknown HIV status (vs non-reactive) -0.168 0.074 0.846 (0.704-1.017)
Recent use of antibiotics 0.062 0.137 1.063 (0.981-1.153)
Age* 0.092 0.026 1.097 (1.011-1.189)
Being male (vs female) -0.175 0.039 0.840 (0.711-0.992)
Average household monthly income -0.107 0.019  0.899 (0.822-0.983)
Open defecation 0.089 0.038 1.093 (1.005-1.189)
Presence of a disposal mechanism for animal waste -0.090 0.046 0.914 (0.837-0.998)
Eating from shared plates -0.079 0.072 0.924 (0.848-1.007)
Having a pipe as drinking water source -0.099 0.022  0.906 (0.832-0.985)
Having a well as drinking water source 0.191 3.8e-04 1.210 (1.089-1.345)
Use of alternative water for cleaning utensils 0.057 0.174 1.059 (0.975-1.149)
Owning cattle, goats or sheep 0.093 0.044  1.097 (1.003-1.201)
Keeping animals inside 0.122 0.005 1.129 (1.038-1.228)
Contact with river water 0.092 0.044 1.097 (1.003-1.200)
Toilet floor material: no toilet (vs concrete/wood) 0.275 0.050 1.317 (1.000-1.736)
Toilet floor material: other (vs concrete/wood) 0.330 0.002 1.391 (1.130-1.712)
Having a drop hole cover on the toilet -0.164 1.7e-04 0.849 (0.779-0.925)
Presence of newspaper/paper in the toilet -0.141 0.002 0.868 (0.796-0.947)
Frequency of soap presence in handwashing facilities -0.082 0.079 0.921 (0.841-1.009)
Storing water covered -0.067 0.098 0.935 (0.863-1.013)
Contact between animals and food areas 0.187 1.3e-05 1.205(1.108-1.311)
Presence of standing water around the household -0.069 0.121 0.933 (0.855-1.018)
Number of days since the first sample 0.118 0.005 1.125 (1.037-1.221)
Harmonic term (sinday) -0.181 0.004  0.834(0.738-0.943)
Harmonic term (cosday) 0.305 2e-04  1.357 (1.156-1.593)

*Significant variables highlighted in bold
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We found that men are less at risk of becoming colonised with ESBL-producing
E. coli 0.786 CI[0.678-0.910]) and that having a tube or a well as a water drink-
ing source highly increases your risk of becoming colonised 1.550 CI[1.003-2.394]).
Coming into contact with standing water also appeared to be negatively associated with
colonisation status 0.749 CI[0.574-0.978]). Finally, there was still an apparent signal
of annual seasonality noticeable from the presence of part of the harmonic term. These

results are presented in Table

Using the covariance structure, we found a range of temporal correlation es-
timated at 77.85 days (Crl [30.85-140.60]), thus samples that have been sampled in the
same household more than 77 days apart are effectively uncorrelated. The estimates for
the variance of the temporal process and the nugget effect were both close to 1, respec-
tively 1.25 (CI [0.57-1.73]) and 1.29 (CI [0.89-1.69]). These results are presented in Table
The densities of the priors and posteriors of all three parameters can be found in
Figure Convergence was verified by looking at the traceplots in Figure and we

confirmed that the Gelman-Rubin statistic was close to 1 for all parameter estimates.
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Figure 4.4: Prior and posterior density of ¢, o and 7 (left to right, without warm-up) for

the [ESBLI|E. coli temporal model
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Table 4.10: Temporal model results for ESBL-producing E. coli colonisation status

Log-odds Odds ratio (95% CrI)
Intercept -0.716 0.489 (0.360-0.663)
Reactive to HIV testing (vs non-reactive) 0.027 1.027 (0.863-1.223)
Unknown HIV status (vs non-reactive) -0.031 0.969 (0.808-1.163)
Recent use of antibiotics 0.093 1.097 (0.946-1.274)
Age 0.132 1.141 (0.970-1.343)
Being male (vs female)* -0.241 0.786 (0.678-0.910)
Average household monthly income 0.226 1.254 (0.916-1.715)
Open defecation 0.054 1.055 (0.826-1.349)
Presence of a disposal mechanism for animal waste 0.104 1.110 (0.857-1.437)
Eating from shared plates -0.245 0.783 (0.598-1.024)
Having a pipe as drinking water source 0.132 1.141 (0.818-1.592)
Having a tube/well as drinking water source 0.438 1.550 (1.003-2.394)
Use of alternative water for cleaning utensils 0.014 1.014 (0.802-1.283)
Owning cattle, goats or sheep 0.139 1.149 (0.892-1.480)
Keeping animals inside 0.075 1.078 (0.852-1.364)
Contact with river water 0.048 1.049 (0.791-1.391)
Toilet floor material: none (vs concrete/wood) 0.123 1.131 (0.799-1.600)
Toilet floor material: other (vs concrete/wood) 0.131 1.140 (0.820-1.585)
Presence of drop hole cover on the toilet -0.202 0.817 (0.626-1.067)
Presence of newspaper/paper in the toilet -0.155 0.856 (0.670-1.094)
Frequency of soap presence in handwashing facilities -0.000 1.000 (0.640-1.563)
Storing water covered -0.179 0.836 (0.537-1.302)
Storing water in a container with lid/tap -0.034 0.967 (0.754-1.240)
Contact between animal and food areas 0.218 1.244 (0.983-1.573)
Presence of standing water around the household  -0.289 0.749 (0.574-0.978)
Number of days since the first sample 0.167 1.182 (0.869-1.608)
Harmonic term (sinday) -0.466 0.628 (0.453-0.869)
Harmonic term (cosday) 0.371 1.449 (0.958-2.191)
Harmonic term (sinday?2) -0.084 0.919 (0.644-1.314)
Harmonic term (cosday?2) 0.018 1.018 (0.711-1.457)
Living in Chikwawa (vs Chileka) -0.276 0.759 (0.527-1.093)
Living in Ndirande (vs Chileka) 0.386 1.471 (0.980-2.207)

*Significant variables highlighted in bold 135



Table 4.11: Estimates for ¢, 0 and 7 in the |[ESBL-Ec|temporal model

Estimate Std 2.5% 97.5%

phi 43.52 15.87 18.82 81.36
sigma 1.25 0.29 0.57 1.73
tau 1.29  0.20 0.89 1.69
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Figure 4.5: Trace plots of ¢, 0 and 7 (left to right, without warm-up) for the temporal

model for E. coli

4.4.2 Human gut mucosal colonisation with ESBL-producing K.

pneumoniae over time

In the case of ESBL-producing K. pneumoniae, the size of the household was the only
highly significant variable except for the harmonic terms, showing that the more peo-
ple live in a household, the greater the risk of being colonised. Variables such as eating
street food, eating from shared plates, owning birds and coming into contact with drains
were also significant. Eating street food and eating from shared plates surprisingly ap-
peared to have a protective effect on the ESBL-producing K. pneumoniae colonisation sta-
tus. Owning birds and entering into contact with drains were both positively associated
with colonisation status. In terms of temporal variables, the harmonic terms were also
highly significant. The selected variables can be found in Table The full results of
the univariable models can be found in Appendix [C.6]

We subsequently ran the temporal model for ESBL K. pneumoniae, which in-
vestigates the temporal flux of colonisation while looking at how the effect of

variables changes after adding the household-level random effect correlated in time.
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Table 4.12: Univariable analysis results between ESBL-producing K. pneumoniae

colonisation status and each variable accounting for the study area

Log-odds P-value Odds ratio (95% CI)

Recent use of antibiotics 0.107 0.058 1.112 (0.996-1.242)
Number of people living in the household* 0.229 6.1e-05 1.257 (1.124-1.406)
Presence of a toilet in the household 0.085 0.193 1.088 (0.958-1.236)
Eating street food -0.125 0.029 0.882 (0.788-0.987)
Eating from shared plates -0.152 0.016 0.859 (0.759-0.972)
Having a pipe as drinking water source 0.106 0.077 1.112 (0.989-1.250)
Having a tap as drinking water source -0.120 0.072 0.887 (0.778-1.011)
Use of alternative water for cleaning utensils -0.087 0.187 0.917 (0.806-1.043)
Owning birds 0.138 0.026 1.148 (1.016-1.296)
Owning dogs or cats 0.086 0.153 1.089 (0.969-1.225)
Owning pigs 0.085 0.131 1.089 (0.975-1.216)
Contact with drains 0.137 0.011 1.147 (1.032-1.275)
Toilet type: pit latrine (vs no toilet) 0.287 0.107 1.333 (0.940-1.889)
Visible human faeces around the household 0.109 0.074 1.115 (0.990-1.256)
Storing water uncovered -0.102 0.093 0.903 (0.801-1.017)
Number of days since the first sample -0.097 0.122 0.907 (0.802-1.026)
Harmonic term (sinday) -0.345 3.7e-04 0.708 (0.586-0.856)
Harmonic term (cosday) 0.243 0.038 1.275 (1.014-1.605)
Harmonic term (cosday?2) 0.166 0.095 1.181 (0.972-1.434)
Living in Chikwawa (vs Chileka) 0.196 0.183 1.216 (0.912-1.622)

*Significant variables highlighted in bold
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We found that having previously used antibiotics (in the last six months or
in-between visits) increased your risk of being colonised with ESBL-producing K. pneu-
moniae 1.281 CI[1.049-1.565]). We also saw a negative association between eating in
shared plates and colonisation 0.672 CI[0.460-0.980]). Finally, there was a signal of
annual seasonality noticeable from the presence of part of the harmonic term, similar to

the one we found for [ESBL|E. coli. These results are presented in Table

We found a range of temporal correlation for ESBL K. pneumoniae colonisation
estimated at 54.29 days (Crl [12.91-130.43]), thus samples that have been sampled in the
same household more than 54 days apart are effectively uncorrelated. The estimates for
the variance of the temporal process and the nugget effect were both close to 1, respec-
tively 1.17 (CI [0.24-2.79]) and 1.63 (CI [1.05-2.28]). These results are presented in Table
The densities of the priors and posteriors of all three parameters can be found in
Figure Convergence was verified by looking at the traceplots in Figure and we

confirmed that the Gelman-Rubin statistic was close to 1 for all parameter estimates.
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Figure 4.6: Prior and posterior density of ¢, 0 and 7 (left to right) for the ESBL|K.

pneumoniae temporal model
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Table 4.13: Temporal model results for ESBL-producing K. pneumoniae colonisation

status

Log-odds Odds ratio (95% CrI)

Intercept -3.432 0.032 (0.017-0.060)
Recent use of antibiotics* 0.248 1.281 (1.049-1.565)
Number of people living in the household 0.298 1.347 (0.932-1.947)
Presence of a toilet in the household -0.136 0.873 (0.468-1.628)
Eating street food 0.091 1.095 (0.797-1.505)
Eating from shared plates -0.398 0.672 (0.460-0.980)
Having a pipe as drinking water source -0.253 0.776 (0.506-1.190)
Having a tap as drinking water source -0.423 0.655 (0.408-1.051)
Use of alternative water for cleaning utensils -0.241 0.786 (0.563-1.097)
Owning birds 0.015 1.015 (0.706-1.459)
Owning dogs or cats 0.024 1.024 (0.735-1.427)
Owning pigs 0.157 1.170 (0.853-1.604)
Contact with drains 0.219 1.245 (0.906-1.710)
Toilet type: other (vs no toilet) 0.203 1.225(0.752-1.996)
Toilet type: pit latrine (vs no toilet) 0.204 1.226 (0.550-2.734)
Toilet type: shared toilet (vs no toilet) -0.395 0.674 (0.395-1.148)
Visible human faeces around the household  0.224 1.251 (0.881-1.777)
Storing water uncovered -0.326 0.722 (0.478-1.089)
Number of days since the first sample -0.066 0.936 (0.587-1.493)
Harmonic term (sinday) -0.753 0.471 (0.289-0.767)
Harmonic term (cosday) 0.448 1.565 (0.883-2.774)
Harmonic term (sinday?2) -0.304 0.738 (0.434-1.255)
Harmonic term (cosday?2) 0.483 1.621 (0.961-2.736)
Living in Chikwawa (vs Chileka) -0.038 0.963 (0.606-1.529)
Living in Ndirande (vs Chileka) 0.274 1.315(0.812-2.130)

*Significant variables highlighted in bold
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Table 4.14: Estimates of ¢, 0 and 7 for the [ESBL|K. pneumoniae temporal model

Estimate Std 2.5% 97.5%

phi 27.82 1791 7.78 75.21
sigma 1.17 0.66 0.24 2.79
tau 1.63 0.31 1.05 2.28
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Figure 4.7: Trace plots of ¢, 0 and 7 (left to right, without warm-up) for the temporal

model for [ESBL|K. pneumoniae

4.5 Discussion

In this chapter, using logistic models, we looked into various demographic and
household risk factors that could impact the gut mucosal colonisation of humans with
ESBL-producing Enterobacteriaceae in community-based settings in Malawi, accounting
for temporal variability. The availability of repeated measurements for approximately
half of our households (after data cleaning) allowed us to investigate whether colonisa-
tion status was correlated in time within a household. The objective was to see if sam-
ples taken a certain time apart, e.g. 2 months, were more likely to be colonised than if
taken with a longer wait, e.g. 6 months. Recent research in Malawi has shown that there
appears to be some temporal correlation in the human gut mucosal colonisation with
ESBL-producing Enterobacteriaceae thus we based our temporal correlation range prior

distribution on their findings[173].

Due to the extent of the study, the amount of available variables from

various questionnaires was extremely wide. For that reason, we had to pre-select vari-
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ables depending on their perceived importance by the local experts and [DRUM

team. This was a pragmatic decision on our side, however this could have led to some
important variables being missed in the analysis. Additionally, we used univariable anal-
ysis to select variables for our temporal model. Similarly, this could lead to the non-
identification of some important variables in our data, which is why we decided to set

the significance level at 0.2 for the variable selection through univariable analysis.

The COVID-19 pandemic also played a role in derailing the microbiological
sampling for our study and potentially impacting our results. The pandemic caused the
sampling and microbiological testing to be suspended for a period of approximately four
to six months, which caused a serious delay in our data collection and in finding out what
the samples who were already collected were showing. Moreover, considering the tempo-
ral aspect of our analysis, this break caused a five to six months break in the middle of our
samples, which added a difficulty in understanding what is really happening in the data
at the temporal level. While initially the sampling visits were supposed to be relatively
regular (0,1,3,6 months), this was rendered impossible by the pandemic and caused ir-
regularities both between visit times between households and even between individuals

within households at times.

The way we consider antibiotic use in our analysis should also be noted. Pre-
viously at baseline (Chapter 3), we wished to see if antibiotic groups showed an effect
on either ESBL-producing E. coli colonisation or ESBL-producing K. pneumoniae. How-
ever that analysis not only showed that reported levels of specific antibiotic groups were
quite low, it also did not show any effect on colonisation. Therefore, we decided to
modify this variable for this analysis to only look at general antibiotic use as it appeared
to be a more realistic strategy. Another concern about the use of these antibiotic-related
variables relates to the way they were determined. These were ascertained by asking the
participants whether or not they were given or received antibiotics. Consequently, there

could have been issues with the reporting, and no verification was possible on our side.

The highest level of antibiotic use reported in time was at the baseline visit,
with 15.2% of participants having been given at least a course of antibiotics in the last
six months. In the subsequent visits, 6%, 9.4% and 8.3% were respectively reported.

This might be explained by the shorter amount of time between subsequent visits com-
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pared to the initial six months. Chikwawa had the highest reported antibiotic use with
15.4% while Ndirande and Chileka had respectively 9.3% and 6.2%. Chikwawa being
the rural area in which we have previously found a lower average income, participants
may have encountered more often organisations such as non-governmental organisations
that might have been able to offer them treatment or antibiotics. They also might have

increased access to antibiotics due to the greater presence of animal farming[176].

We found an overall prevalence of 37% for ESBL-producing E. coli, with varying
proportions over time (33%-42.3%). For ESBL-producing K. pneumoniae, we found an
overall prevalence of 11.9% ranging from 10% to 14.7% over time. We note that the
highest prevalence for both of them in term of visits is during the fourth visit. Because of
the variation in dates even within a visit group, it is hard to conjecture, however we can
confirm an increasing trend for both over time, also noticed in the univariable analysis

for ESBL-producing E. coli.

Antibiotic use was identified as a risk factor for ESBL-producing K. pneumo-
niae, which is consistent with previous studies in Sub-saharan Africa[3} [101)} (104, [105].
Moreover, eating in shared plates rather than in separate plates appeared to have a pro-
tective effect. We suggest that on top of being a cultural practice, this is related to the
social status, and that if people have less income, they have less access to food and there-
fore, are more likely to eat in shared plates. This is supported by the negative correlation

found between those variables.

Through the correlation heatmap, we found that the social context seems to
affect a lot of the variables. As expected, the higher the income is, the more
people are able to have access to betterWASH|infrastructure and products. Moreover, the
income is positively correlated with using a water drinking source coming from a pipe
while it is negatively correlated with having a drinking water source coming from a tube
or a well. This suggests a positive association between using a tube or a well and being
colonised, which is identified in the temporal model for ESBL-producing E. coli. Being
female was also identified as a risk factor for ESBL-producing E. coli, which could be
explained by the fact that traditionally, women tend to do the housework and the laundry
or cook food and take care of the children. Therefore, this would put them at higher

risk of being in contact with contaminated faeces or environment. No direct association
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was found between income and gut mucosal colonisation in the model. Further work is

needed to understand the association between income and gut mucosal colonisation.

Furthermore, at the univariable level, other variables were identified as highly
significant such as the study area, with a higher risk of being colonised with ESBL-
producing E. coli in Ndirande. Having animals inside and animals being in contact with
food areas were also positively associated with gut mucosal colonisation. In contrast,
having paper in the toilet and a drophole cover on the toilet were both negatively asso-
ciated with ESBL-producing E. coli colonisation. This could suggest that implementation

of suchWASH]|infrastructure could help reduce transmission.

For ESBL-producing K. pneumoniae, at the univariable level, except from the
harmonic terms, the household size was the only risk highly significant risk factor. This
signal is consistent with what we found in the previous chapter. Considering that the
variables we consistently found as most significant in the previous chapter, the in-house
prevalence and number of colonised people in the house, were both capturing all the
variation in the household-level random effect, we decided to not include them in this
chapter as we wanted to focus on including this temporal correlation at the household-
level. The temporal models for both bacterial species have shown that there is a tem-
poral correlation range of between eight and eleven weeks, which suggests that within-
household transmission occurs within such a time frame. Therefore, two samples taken
within that time frame are more likely to both be colonised than if spread apart in time
any further. Additionally, both models also showed a marked annual seasonality that is

also consistent with what we found at baseline.

Although we found temporal correlation at the household-level, we could not
find any at the individual-level, which suggested that an individual’s samples could be
seen as independent. This was somewhat surprising as we expected to find that an indi-
vidual stays colonised for a certain amount of time. We highlight potential explanations
for this lack of temporal correlation at the individual level. We have chosen to use stool
samples however, different types of samples could have been used for testing, such as
rectal swabs, which might be better for screening. Additionally, the laboratory proto-
col for testing is inherently digital, as we test for presence or absence of ESBLs and not

quantity. This drove us to reconsider the way we are testing for gut mucosal colonisation
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and whether or not it is the best way to analyse the samples. Further work is needed to

investigate the specificity and sensitivity of the test.

A recent study on carriage of presumptive E. coli in a high-density informal set-
tlement in Kenya showed that antibiotic use had little explanatory power for the preva-
lence of and suggested that factors are likely more important in driving
transmission in these settings[177]]. Here, our results also point towards transmission
through contaminated water and/or inappropriate infrastructure when looking
at colonisation with ESBL-producing E. coli, with a high prevalence in the community
and various identified WASH]|risk factors. Additionally, seasonality and gender also sug-
gest the importance of and the environment in driving ESBL-producing E. coli
transmission. However, for ESBL-producing K. pneumoniae, previous antibiotic use was
identified as a risk factor, therefore emphasizing the importance of antimicrobial expo-

sure in driving ESBL-producing K. pneumoniae transmission.
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Chapter 5

Discussion

This thesis explored the individual, household and WASH]risk factors, across space and
time, for ESBL-producing E. coli and K. pneumoniae colonisation in Southern Malawi.
The funded [DRUM] project started at a similar time as my [MRC| Doctoral Training
Fellowship. As part of my thesis, I was able to develop the spatial sampling design for
the households in the study in both Uganda and Malawi. Subsequently, I worked
with the data collected by the field teams in Malawi using said spatial design to help
answer questions that were drawn up when the project first started. I focused mainly on
exploring the risk factors for ESBL-producing E. coli and K. pneumoniae colonisation in
order to inform our understanding of transmission in these various community settings.
This allowed me to split this question up into two categories, respectively focusing on

the spatial and temporal aspect of the DRUM|study and data.

5.1 Overview of the chapters

Chapter 2 focused on finding a suitable spatial sampling design for the[ DRUM]study ar-
eas. Looking for spatial correlation using geostatistical models required an efficient sam-
pling design that maximises variability in terms of the covariates while also making sure
enough variability is present between sampling locations in order to inform the spatial

parameters of the model. Hence, we based our sampling design on the recent "inhibitory
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design with close pairs" method[139]], which allows for a compromise between regular
sampling and complete spatial randomness. Moreover, due to the One Health aspect of
the study, study areas were selected from a variety of settings, i.e. urban/peri-
urban/rural, thus were not likely to be homogeneous in terms of population density and
accessibility. This led us to modify and extend the inhibitory design with close pairs[139]
to include the possibility of using additional freely available geographical information,
such as population density rasters or OpenStreetMap data, or pre-existing geolocation
data to further inform the design and thus develop a pragmatic tool for expanding this

method to various densities in multiple areas.

Next, Chapter 3 analysed the first part of the data collected in Malawi using
the spatial sampling design. Due to the COVID-19 pandemic, this analysis was solely
performed on the data collected at baseline visit, the sampling and/or laboratory results
for the subsequent visits not having been performed at the time. Risk factors for human
gut mucosal colonisation with ESBL-producing E. coli and K. pneumoniae were explored
in all three Malawian sites, i.e. Ndirande, Chileka and Chikwawa, in order to learn more
about their transmission patterns in different settings. Among all three areas combined
and subsequently for each individual area, sharing a household with colonised people
was identified as the main risk factor for colonisation. For [ESBL}producing E. coli,
the main risk factor was the prevalence in the household which indicates a poten-
tial dilutional effect when the household density increases, while for ESBL}producing K.
pneumoniae, the main risk factor was the total number of colonised people in the house
(except for Chileka). However, both consistently showed the importance of sharing a
household with other colonised people. Additionally, a marked seasonality was detected
for E. coli in all the study areas, which suggests a higher prevalence during the
wet season than during the dry season. Finally, the geostatistical model did not detect
any spatial correlation, suggesting that either there is no spatial correlation, or that the

correlation was too short-scaled to be detected by the design.

Lastly, following findings from Chapter 3, Chapter 4 detailed an investigation
into various demographic and household risk factors that could further explain
the transmission of ESBL-producing E. coli and K. pneumoniae leading to human gut
mucosal colonisation, accounting this time for temporal variability. More data became

available after restrictions caused by the pandemic were lifted and we were able to use
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longitudinal data to perform this analysis. Over the whole time period, an overall preva-
lence of 37% was found for ESBL-producing E. coli and 11.9% for ESBL-producing K.
pneumoniae. In the multivariable analysis, being female was identified as a risk factor for
colonisation with ESBL-producing E. coli as well as using a water drinking source such
as a tube or a well. At the univariable level, living in Ndirande was identified as a risk
factor as well as animal-related factors, such as having animals inside the house and an-
imals being in contact with food areas. Contrarily, having access to cleaning materials
like paper in the toilet and having a drop-hole cover on the toilet had a protective ef-
fect. For ESBL-producing K. pneumoniae, previous antibiotic use was identified as a risk
factor in the multivariable analysis. Eating from shared plates instead of separate plates
showed a protective effect, that we suggested could be related to its negative correlation
with income. This would suggest a potential positive association between income and
ESBL-producing K. pneumoniae colonisation. We also found that income is correlated
with many of the[WASH]variables in the study, thus we conjectured that the social con-
text affects greatly the[WASH]|variables in our study. At the univariable level, household
density was identified as a risk factor, which is consistent with what we found in the
previous chapter. Temporal correlation was detected for both ESBL-producing E. coli and
K. pneumoniae with an approximate range of eight to eleven weeks. A marked annual
seasonality was also detected in both models, which is consistent with what we found in

the previous chapter.

5.2 Implications for ESBL|transmission leading to

human colonisation

This thesis suggests the importance of within-household transmission for ESBL-producing
E. coli and K. pneumoniae. In Chapter 3, we found that sharing the household with other
colonised people was overwhelmingly the main risk factor for colonisation with either
bacterial species. Subsequently, in Chapter 4, we showed that there is a temporal corre-
lation of two to three months, not at the individual level but at the household level. This

highlights the importance of the household in driving [ESBL|transmission.

Furthermore, the use of a water drinking source such as a tube or well was also
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identified as a risk factor for ESBL-producing E. coli in the multivariable analysis. The
strong negative correlation between a tube or well water drinking source and a piped
drinking source also indicates that piped water would have an opposite effect and of-
fer a protective effect against colonisation. Access to cleaning materials and having a
drop-hole cover were found to have a protective effect while factors related to animal
ownership were identified as risk factors in the univariable analysis. Additionally, being
female was identified as a risk factor in the multivariable analysis. Women traditionally
tend to be the ones taking care of housework such as cooking, laundry and taking care
of the children. Consequently, this might be the reason why they are more at risk, as
they have more chances of entering in contact with multiple potential sources of contam-
ination. These results point towards transmission through contaminated water and/or
inappropriate infrastructure. This underlines the need for improved access to
water and suggests that behavioural practice might be beneficial. It also shows
that better WASH] conditions should help in decreasing transmission.

The high prevalence of ESBL-producing E. coli we detected in our human sam-
ples suggests that the transmission of this particular ESBL-producing bacterial species
might no longer be mainly originating from the hospital environment, but also suggests a
significant presence in the community. Human gut mucosal colonisation has been identi-
fied as a risk factor for subsequent[ESBL]|infection[99,100], therefore this high prevalence
might be leading to more infections, causing community members to bring the resistant

bacteria back to the hospital when getting sick.

Previous antibiotic use was identified as a risk factor for ESBL-producing K.
pneumoniae in the multivariable analysis. This is consistent with previous research on
[ESBL] colonisation[101} [173]. This emphasizes the importance of antimicrobial exposure
in driving colonisation, thus highlighting the need for more responsible antibiotic
consumption. Factors related to food sharing such as eating in shared plates were also
identified as significant. Whilst plate sharing is a cultural practice, it is also a marker
of lower income, as suggested by the correlation heatmap in Chapter 4. This suggests a
potential association between income and colonisation with ESBL-producing K. pneumo-
niae. However, no direct association was found between income and colonisation
in this analysis. Additionally, the household density was identified as a risk factor in

both the univariable analysis in Chapter 4 and throughout the analyses of Chapter 3,
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highlighting again the importance of within-household transmission.

In terms of seasonality, there is a constant annual seasonality with higher preva-
lence during the rainy season detected for ESBL-producing E. coli throughout the thesis,
and also detected for ESBL-producing K. pneumoniae when the longitudinal data was in-
cluded. This highlights again the need for better infrastructure and behavioural
practice. Additionally, a positive association between the sample date and coloni-
sation is also often seen throughout the analyses, suggesting an increase in [ESBL] preva-
lence over time. This is highlighting the importance of this study in trying to prevent

transmission in order to stop infections before the problem grows any more.

5.3 Novel contribution of the work

Chapter 2 details the development and proposes a new modified spatial sampling de-
sign, that permits the integration of more precise information on the study area or the
population into the design. It allows for a more comprehensive sampling of households
and a more efficient design in terms of field work efficiency, making the access to house-
holds on the field easier and faster. It can also be applied to various diseases, countries
and settings. It is currently in talks to either be integrated into the geosample package
available through the Comprehensive R Archive Network (CRAN) on R software or to be

made into its own package.

Little is known about asymptomatic colonisation with[ESBL]E. coli and K. pneu-
moniae, which occurs before symptomatic infection in sub-Saharan Africa. The [DRUM]
study is the first study investigating risk factors of colonisation among asymp-
tomatic individuals in various community settings in sub-Saharan Africa. Additionally,
Chapter 3 is the first spatial analysis of the prevalence of [ESBL] colonisation in humans.
We have shown that at this scale, there does not appear to be any evidence of spatial cor-
relation. However, we suggest that there might be spatial correlation at a smaller scale,

as evidenced by the importance of within-household transmission.

Chapter 3 and 4 show that the prevalence of ESBL-producing E. coli colonisa-

tion in the community in Southern Malawi is within the ranges that have been described
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previously in other studies on colonisation in sub-Saharan Africa [3} 4]. However,
while a big proportion of these studies were either from the hospital setting or on a spe-
cific population, our study focused on the general population (asymptomatic individuals)
in community settings in sub-Saharan Africa. Comparing to community studies exclu-
sively, we found a prevalence of 37% which is much higher than the estimate of 18%
[95% CI11-28%] found for community members[3]. This prevalence is close to some of
the highest reported in the world[4]. Additionally, Chapter 4 was the first analysis to

identify gender as a risk factor for ESBL-producing E. coli colonisation in this setting.

5.4 Limitations

Prior to the study, little was known about the potential scale of spatial correlation for
colonisation since this is the first spatial study on the prevalence of [ESBL]colonisa-
tion. Therefore, we were not able to use pre-existing knowledge on the scale of correla-
tion and had to select weakly informative priors for the spatial model. Furthermore, the
design of the study did not allow us to detect any evidence of spatial correlation. How-
ever, it can not be confirmed at this point whether there really is a lack of spatial correla-
tion, or if that correlation was just too short-scaled to be detected by the design. Future
studies can use this work, and use the level of resolution provided by whole genome

sequencing to test for shorter scale correlation when looking at spatial variation.

When looking at the longitudinal data, since we expected colonisation to last
for some time, we thought to find some temporal correlation at the individual level for the
colonisation status. However we did not find any, yet we found it at the household
level. There are multiple reasons why we suggest this could have happened: colonisation
could not last as long as we would have thought in an individual or the way we test
for colonisation could be less sensitive than initially thought. Further work is needed to
understand why this correlation was not found at the individual level and determine if

the way we test for|[ESBL|colonisation is appropriate.

We note that the methods of variable selection have their own limitations.
There is no agreement on what the best way to select variables is in such models, there-

fore we decided to use different strategies in different chapters. Using a forwards se-
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lection procedure implies selecting one best fitting model over other models that could
have been of similar fit. Moreover, it is possible that variables that appear as not sig-
nificant, might have been significant when combined with other variables in the same
model, which mainly happens in the presence of correlated variables. We included the
full models to allow for an unbiased estimation of the parameters. Using univariable
analysis also presents some limitations such as potentially missing important variables
when keeping a selection threshold of 0.05, which is why we set ours to 0.2. We also pre-
selected the variables using local expert knowledge due to the extremely wide dataset of
covariates. This might have created a selection bias on the covariates. Overall, our goal
was to find the best fitting model, that made sense at the epidemiological level, and we

did find consistent results among the different areas and when adding more data.

COVID-19 impacted the study in various ways. It first impacted the data col-
lection and microbiological testing, because of restrictions. This not only delayed access
to the data and laboratory results but also changed the way we look at our longitudinal
data. What should have been regular time points with pre-decided time intervals became
very irregular. This impacted the model and the results, initially in the spatial model by
inserting a "pause" between samples, which affected the results by making it more diffi-
cult to model variables like the sample date and harmonic terms. Secondly, because we
do not know what the colonisation status would have been for samples that would have
been sampled during those few months, it affects our understanding of how the season-
ality really affects colonisation. Although we found evidence of seasonality, the
results would have been stronger in terms of interpretation if we had had access to that

data.

5.5 Future work

We have found multiple risk factors for ESBL-producing E. coli and K. pneumoniae. It
would be interesting to see if these risk factors vary in the different socioeconomic set-
tings when including the temporal effect we detected for all three areas combined. More-
over, combining spatial and temporal approaches would allow for further investigation

of the transmission patterns and a comparison with what we have discovered throughout
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this thesis. Future spatial studies on colonisation should either increase the num-
ber of households to be sampled within areas of similar size as ours, however that is not
always practical due to cost-constraints, or reduce the size of the study area in order to
increase point density within the area and potentially detect spatial correlation, if it does
exist. Furthermore, looking at a smaller number of individuals but at more frequent and
regular time points could help confirm the findings of this thesis and explore whether

temporal correlation can be detected at the individual level in this context.

Using the same spatial and temporal approaches to investigate the risk factors
for ESBL-producing E. coli and K. pneumoniae in the study areas in Uganda will
also permit a comparison between countries, which could help in confirming the findings
of this thesis. They might also highlight other risk factors and/or transmission pathways
and help us better understand the transmission patterns of colonisation in different

settings in sub-Saharan Africa.

Potential transmission routes have been identified in this thesis. Luckily, the
study was designed to include many types of field sampling, including environ-
mental and water sampling. These samples will allow us to determine an estimate of
the levels of contamination with [ESBL|E. coli and K. pneumoniae in the environment and

potentially ascertain that they support our findings.

Evaluating[WASH|behaviours and infrastructure focusing on households where
all individuals are colonised at one time point and comparing it with households where
no individuals are colonised could also potentially be helpful in trying to understand
which behaviours are impacting transmission. In order to interrupt transmis-
sion, there is a need for understanding which[WASH]behaviours are impacting the

colonisation the most and how to correct or modify that specific behaviour.

We have found various risk factors and correlations suggesting that income
might be associated with colonisation. However, the relationship between income
and [ESBL]colonisation is likely complex, as previous studies have found opposite results
on the effect of socio-economic status on colonisation[107, [108]]. Additionally, the rela-
tionship between income and [WASH|factors is also complex, as two families with similar
income might still have different infrastructure. Thus future work is needed on
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the impact of income and/or social context on the infrastructure and how it re-
lates to [ESBL|colonisation. Such an association would impact the way interventions are

designed at a national level.

Finally, our findings show that community-based surveillance is required in
with a prevalence of colonisation with the most common ESBL-producing Enter-
obacteriaceae reaching some of the highest levels detected across the world[4]]. Prevent-
ing further transmission leading to asymptomatic colonisation would likely reduce

infections and subsequently, the overall burden of disease.

5.6 Conclusion

In conclusion, this thesis started with the development of a modified spatial sampling
design, allowing for inclusion of geographical data or pre-existing knowledge into the
design. This design can be used for various diseases, countries and settings and will
soon be published as a paper with accompanying R package (modifying the geosample
package or creating a new package). Subsequently, using the broad questions the
study planned to answer, we have developed spatial and longitudinal approaches to ex-
plore risk factors for colonisation in various settings in Southern Malawi. This
thesis findings suggest the importance of within-household transmission route in driv-
ing [ESBL] colonisation in the community. It also highlights how complex transmission in
this setting is and the potential importance of the environmental and faecal-oral routes
through the identification of factors and gender as risk factors. We recommend
that interventions aimed at preventing transmission, targeted at the household level, fo-
cusing on modifying the within-household behaviour relating to factors and/or
improving the infrastructure, may have great potential. Furthermore, risk fac-
tors differing for ESBL-producing E. coli and K. pneumoniae drive the question of whether
their main transmission pathways are the same. While ESBL-producing E. coli appears
to be mainly affected by[WASH]factors, ESBL-producing K. pneumoniae shows an associa-
tion only with antibiotic exposure and factors that were correlated with income. Further
work is needed to explore this question, but if this is the case, interventions might need

to vary depending on the social context and the bacterial species. Due to the identifica-
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tion of antibiotic use as a risk factor and K. pneumoniae being the archetype nosocomial
pathogen, we suggest that improved IPC measures and antibiotic usage and stewardship
training might help in preventing transmission of ESBL|K. pneumoniae. The transmission
patterns of asymptomatic colonisation remain difficult to describe as the overall
body of research in the subject in sub-Saharan Africa is still recent and not well detailed.
However, this work has taken part and allowed for a new way of designing spatial sam-
pling as well as new spatial and longitudinal approaches to look at transmission patterns
for colonisation in various settings. In conclusion, this work highlights the value
of international and interdisciplinary collaborations between various fields and how new

methodological approaches can be developed and applied to real-life contexts.
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A.1 R code for implementation of the design

Libraries and notes

# Libraries

# library(raster)

# library(rgdal)

# library(sf)

# library(sp)

# library(tmap)

# library(ggplota)

# library(osmdata)

# The final icpSample function needs:

# @param n: total number of points

# @param k: number of close pairs

# @param delta: minimum distance between points

# @param zeta: radius for close pairs

# Oparam poly: polygon "sfe POLYGON" with a crs in Arc 1960 / UTM zone
# @param proposal: choose between (“"density”, "cemsus", "osm"™,"")
# (""" is for general sampling)

4

If multiple polygons (Kampalae), use the separate icpSampleM funciion
@param poly: union of the polygons in this case

4

Specific:
Raster => "yourraster" raster of choice, tif file (usually)
Multiple => "pol" list of polygons (not the same as Sparam poly)
Census => "yourcensus" matriz of census households gps coordinates
(1st ond 2nd colum :long/lat)
0SM => 2 char "ers" and "ers2": respectively ers of the polygon
in WGES84 and Are 1960

4 4 4 4 3 9 9

SamplePoint function

# For population densify-weighted sites (K)

sampl eWeightedPoints <- functien(r,

siza,
kappa,
method = e("power"”, "mixture"),
doPlat = T) {
pts <- raster::rastarToPoints(r, spatial = T)

names (pts) <- c{"density")
tosample <- NULL
if (method[1] == "power") {
tosample <- sample(
nrow{pts) ,
gize = size,
prob = ptsfdensity kappa,
replace = T
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}

}
else if (method[1] == "mixture") {
p <- pts$density / sum(pts$density)
p<-1-(1-p * kappa) * (1 - (1 - kappa) / nrow(pts))
tosample <- sample(nrow(pts),
size,
p’
T
)
}
else {
stop("method must be one of c('power', 'mixture')")

}

rv <- data.frame( pts[tosample, ]$density)

Xy <- sp::coordinates(pts[tosample, 1)

xyl[, 11 <= jitter(xyl[, 1], raster::res(r) [1] / 2)
xyl, 2] < jitter(xyl[, 2], raster::res(xr)[2] / 2)

sp::coordinates(rv) <- xy
sp::projéstring(rv) <- sp::proj4string(pts)
if (doPlot) {

plot(r)

plot(xv, man T)
}

rv

samplePt <- function(poly, yourraster) {

}

while (TRUE) {
pt <- sampleWeightedPoints(
yourraster, 1, 1.0,
"mixture", F
)
if (sf::st_within(sf::st_point(pt@coords), poly,
return(sf::st_point(pt@coords))
}
}

# General

samplePoint <- function(poly) {

}

box <- sf::st_bbox(poly)

xcoord <- stats::runif(1, box$xmin, box$xmax)
ycoord <- stats::runif(l, box$ymin, box$ymax)
pt <- sf::st_point(matrix(c(xcoord, ycoord), 1))
if (sf::st_within(pt, poly, FALSE) == FALSE) {
samplePoint (poly)
} else {
return(pt)
}

FALSE)) {
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# Census
sampPt <- function(poly, censusxy) {
samp <- censusxy[sample(nrow(censusxy), 1), ]

pt <- sf::st_point(matrix(c(samp[1], samp([2]), 1))
if (sf::st_within(pt, poly, FALSE) == FALSE) {
sampPt (poly)
} else {
return(pt)
}
}
# 0OSM

get_buildings <- function(poly) {
osmd <- osmdata: :opq( sf::st_bbox(sf::st_transform(poly, 4326)))
osmd <- osmdata::add_osm_feature(osmd, "building")
osmd <- osmdata::osmdata_sf (osmd)

bldgs <- sf::st_centroid(osmd$osm_polygons)

bldgs <- sf::st_transform(bldgs, sf::st_crs(poly))
bldgs <- sf::st_coordinates(bldgs)

names (bldgs) <- c("longitude", "latitude")
return(bldgs)

sampPtH <- function(poly, bldgs) {
samp <- bldgs[sample(nrow(bldgs), 1), c("longitude", "latitude")]
pt <- sf::st_point(matrix(c(as.numeric(samp[1]), as.numeric(samp[2])),
if (sf::st_within(pt, poly, FALSE) == FALSE) {
sampPtH(poly, bldgs)
} else {
return(pt)
}
}

Minimum distance

minDistance <- function(pt, pts) {
d <- cO
for (j in 1:dim(pts)[1]) {
d[j] <- sf::st_distance(pt, sf::st_point(ptsl[j, 1))
}
return(min(d))

}
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InhibSample

# Population-density weighted

inhibSampleD <- function(n, k, poly, rdensity) {
# Sample first point
pts <- samplePt(poly, rdensity)
# Sample the rest
i<-1
while (i < n) {
pt <- samplePt(poly, rdensity)
if (minDistance(pt, pts) > k) {
pts <- rbind(pts, pt)
i<-3i+1
}
}

return(pts)

# General

inhibSample <- function(n, k, poly) {
# Sample first point
pts <- samplePoint(poly)
# Sample the rest
a4 <= i
while (i < n) {
pt <- samplePoint(poly)
if (minDistance(pt, pts) > k) {
pts <- rbind(pts, pt)
i<-1i+1
}
}
return(pts)

# Multiple polygons

whichpol <- function(pt, pol) {
a <-cO
for (j in 1:3) {
al[j] <- sp::point.in.polygon(sf::st_coordinates(pt)[, 1],
sf::st_coordinates(pt) [, 2],
sf::st_coordinates(pol[[j11) [, 11,
sf::st_coordinates(pol[[j11) [, 2],
FALSE
)
}
return(which(a == 1))

}
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inhibSampleM <- function(n, k, poly, pol) {

### Sample first point
nump <- rep(0, length(pol))
pts <- samplePoint (poly)

x <- whichpol(pts, pol)[1]
nump [x] <- nump[x] + 1

## Sample the rest

while (nrow(pts) < n) {
pt <- samplePoint(poly)
x <- whichpol(pt, pol)
x <- x[1] # Guard against overlapping polygons
if ((minDistance(pt, pts) > k) & (nump[x] < (n / length(pol)))) {
pts <- rbind(pts, pt)
nump [x] <- nump[x] + 1
} else {
samplePoint (poly)
}
print (nump)
}
return(pts)

}
# Census

inhibSampleC <- function(n, k, poly, censusxy) {
# Sample first point
pts <- sampPt(poly, censusxy)
# Sample the rest
i1 = dl
while (i < n) {
pt <- sampPt(poly, censusxy)
if (minDistance(pt, pts) > k) {
pts <- rbind(pts, pt)
i<-1i+1
}
}

return(pts)

# OSM

inhibSample0 <- function(n, k, poly, bldgs) {
# Sample first point
pts <- sampPtH(poly, bldgs)
# Sample the rest
i<-1
while (i < n) {
pt <- sampPtH(poly, bldgs)
if (minDistance(pt, pts) > k) {
pts <- rbind(pts, pt)
i<-1i+1
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}
}
return(pts)

}

SamplePtinRadius

samplePtInRadius <- function(pt, zeta) {
print (pt)
theta <- stats::runif(l, 0, 2 * pi)
r <- zeta
kPt <- sf::st_coordinates(pt) + r * c(cos(theta), sin(theta))
print (kPt)
return(sf::st_point (kPt, sp::CRS(sp::projéstring(pt))))

Final function: icpSample

icpSample <- function(n, k, delta, zeta, poly, proposal, ...)
{
{ if (proposal == "density") {
inhibS <- inhibSampleD # needs rdensity raster
} else if (proposal == "census") {
inhibS <- inhibSampleC # needs censuszy matriz of Ty coords
} else if (proposal == "osm") {
inhibS <- inhibSample0 # needs bldgs OSM building data
} else {
inhibS <- inhibSample
o}
inhibPts <- inhibS(n - k, delta, poly, ...)

kPts <- inhibPts[sample(nrow(inhibPts), k), ]
cpPts <- lapply(1l:dim(kPts) [1], function(i) {
while (TRUE) {
kpt <- samplePtInRadius(sf::st_point(kPts[i, 1), zeta)
if (sf::st_within(kpt, poly, FALSE)) {
return (kpt)
}
}
b
cpPts <- do.call("rbind", cpPts)
rbind (inhibPts, cpPts)
}

# If multiple consecutive polygons (ex. Kampala) use this function instead
# Checks for same number of inhibitory points and close pairs in each polygon
# Based on 3 polygons
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icpSampleM <- function(n, k, delta, zeta, poly, pol) {
inhibPts <- inhibSampleM(n - k, delta, poly, pol)
vec <- cQ)
v <= c()
for (i in 1:(n - k)) {
for (j in 1:length(pol)) {
vec[j] <- sp::point.in.polygon(sf::st_coordinates(sf::st_point(inhibPts[i, 1)) [1],
sf::st_coordinates(sf::st_point(inhibPts[i, 1)) [2],
sf::st_coordinates(pol[[jI11) [, 1],
sf::st_coordinates(pol[[j11) [, 21,
FALSE
)
}
v[i] <- as.numeric(which(vec == 1))
}
inhibPts <- cbind(inhibPts, v)
# change kPts if number of polygons != 3
kPts <- inhibPts[c(
sample(which(inhibPts[, length(pol)] == 1), k / length(pol)),
sample (which(inhibPts[, length(pol)] == 2), k / length(pol)),
sample (which(inhibPts[, length(pol)] == 3), k / length(pol))
), 1:2]

cpPts <- lapply(1l:dim(kPts) [1], function(i) {
while (TRUE) {
kpt <- samplePtInRadius(sf::st_point(kPts[i, 1), zeta)
if (sf::st_within(kpt, poly, FALSE)) {
return (kpt)
}
}
b
cpPts <- do.call("rbind", cpPts)
rbind (inhibPts[, 1:2], cpPts)

# output:matriz of n points (n-k inhibitory points and k close pairs)
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Appendix B

Appendix: Transmission patterns of
ESBL-producing E. coli and K.
pneumoniae leading to human gut
mucosal colonisation in the

community in Southern Malawi
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B.1 DRUM database schema
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B.2 R code for the forwards selection algorithm

AIC calculation

calcAIC = function(data, f_string) {

if (grepl("|",f_string,fixed=TRUE))
fit = with(data,
sxpr=glmer(as.formula(f_string), family=binomial("logit"),
itrol=gimerControl(optimizer="bobyga",
ntCtrl = list(maxfun = 100000))))
else fit = with(data, expr=glm(as.formula(f_string), family=binomial("logit")))
ATC(fit)

}

Formula building

build_formula = function(y, x) {
paste(y, paste(x, collapse='+'}, sep='-')

Forwards selection algorithm

stepwise = function(data, y_name, initx, x_names) {

initf = build_formula(y_name, initx)

measage ("Fitting formula: ", initf)

aic = caleAIC(data, initf)

new_aics=c()

for (i in 1:length(x_names)){
f=build_formula(y_name, c(initx,x_names([i]))
print(f)
new_aics[i] = caleAIC(data, f)}

delta = aic - new_aics
if (all(delta < 0)) return(initf)

initx=c(initx,x_names [which.max(delta)])
x_names = x_names[-which.max(delta)]
stepwise(data, y_name, initx, x_names)

Adapted from Chris Jewell's backwards selection algorithm for GLM
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B.3 Gaussian Processes: parameters, maps and

diagnostic plots

B.3.1 ESBL-producing E. coli in Ndirande

Table B.1: Parameter estimates for the spatial model in Ndirande (ESBL-Ec

Log-odds Stderror 2.5% 97.5%

Intercept -1.097 1.480 -4.113 1.895
In-house prevalence 0.224 0.068 0.106 0.373
Harmonic term (cosday) 1.368 0.519 0.442 2.486
Harmonic term (cosday?2) 1.083 0.483 0.218 2.109
Number of days since the first sample 0.373 0.200 0.004 0.797
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Figure B.1: Pairwise correlation plots for Ndirande (ESBL-Ec
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B.3.2 ESBL-producing K. pneumoniae in Ndirande

Table B.2: Parameter estimates for the spatial model in Ndirande (ESBL-K
Median Mean Std error 2.5%  97.5%

¢ 862.05 4066.09 50864.09 176.03 18456.09

o2 1.65 1.98 1.41 024  5.57

T 249 2.86 1.85 0.41 7.43

Log-odds Std error 2.5%  97.5%

Intercept -3.074 1.507 -6.195 -0.025
Number of colonised people in the house 0.673 0.333 0.038 1.370

Mean of 8*(x}

Probability of s*(x}=0

Mean of 2*(x) at 90%

Figure B.2: Gaussian process maps for Ndirande
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B.3.3 ESBL-producing E. coli in Chikwawa

Table B.3: Parameter estimates for the spatial model in Chikwawa (ESBL-Ec

Median Mean Std error 2.5% 97.5%

¢ 792.22 3942.6 6.2¢+04 167.92 1.6e+04

o? 1.72 2.04 1.42 0.25 5.62

T 294 3.32 2.06 0.49 8.31

Log-odds Std error 2.5%  97.5%

Intercept -2.005 1.511 -4.991 1.084

In-house prevalence 0.374 0.107 0.191 0.611

Harmonic term (cosday) 1.301 0.619 0.174 2.633

Use of cotrimoxazole in the last 6 months -0.454 0.322 -1.155 0.116

Mean of s*(x) Probability of s*(x)<0 | | Mean of s*(x) at 90%

ESBL E.coli in Chikwaw:
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Figure B.5: Gaussian process maps for Chikwawa (ESBL-Ec
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B.3.4 ESBL-producing K. pneumoniae in Chikwawa

Table B.4: Parameter estimates for the spatial model in Chikwawa (ESBL-K
Median Mean Std error 2.5%  97.5%

¢ 811.46 3431.77 39039.85 178.21 16002.80

o’ 1.73 2.06 1.43 0.27 5.70

T 238 2.75 1.83 0.35 7.23

Log-odds Std error 2.5%  97.5%

Intercept -4.113 1.579 -7.304 -0.962
Number of colonised people in the house 1.737 0.539 0.764 2.898

Mean of s*(x)

Probability of s*(x)<0

Mean of s*(x) at 90%

Figure B.8: Gaussian process maps for Chikwawa

192

ESBL K.pneu in Chikwaw:

M ost002
0Zto00
0.0t 0.2
021004

Mostoos

prev

o o0
02040608
sSedason

Dy
O Wet

ESBL-K




sigma_sq

Density

Density

12

0 2 46 8

Density of sigma_sq

=
=}
- -_— quterinr
Pl --- Prior
™
o
; ]
o | A T
= T | |

0 ] 10

N=15000 Bandwidth=0.1735
Density of tau

T
o
o ;“\\ - quteriur
o T ! K ---  Prior
o™
o
; -
(=)
g

N =15000 Bandwidth=0.2231

ESBL-K

Figure B.9: Density plots of 02 and 7 for Chikwawa
o
o -
w
I o
@
E w©
o
w < —
N —_
[ —
I I I | I | I I
4 6 8 10 12 14 0 5

log(phi)

Figure B.10: Pairwise correlation plots for Chikwawa

193

fau

ESBL-K




B.3.5 ESBL-producing E. coli in Chileka

Table B.5: Parameter estimates for the spatial model in Chileka (ESBL-Ec
Median Mean Std error 2.5% 97.5%
¢ 886.48 3776.68 4e+04 183.8 1.8e+04
o2 1.63 1.94 1.37 0.23  5.39
T 290 3.25 1.96 0.52 7.97
Log-odds Stderror 2.5% 97.5%
Intercept -1.384 1.459 -4.357 1.573
In-house prevalence 0.234 0.078 0.096 0.404
Number of days since the first sample 0.635 0.366 -0.038 1.402

Mean of 8*(x}

Mean of 2*(x) at 90%

Probability of s*(x}=0

Figure B.11: Gaussian process maps for Chileka
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B.3.6 ESBL-producing K. pneumoniae in Chileka

Table B.6: Parameter estimates for the spatial model in Chileka (ESBL-K

Median Mean Std error  2.5% 97.5%

¢ 912.27 5713.28 126608.72 183.72 18705.21

o? 1.62 1.93 1.37 0.24 5.40

T 3.05 3.41 2.06 0.55 8.33

Log-odds Std error 2.5% 97.5%

Intercept -2.095 1.448 -5.070 0.868
Reactive to HIV testing (vs non-reactive) 0.427 0.320 -0.188 1.080
Unknown HIV status (vs non-reactive) 0.731 0.410 0.019 1.618
Number of days since the first sample 1.058 0.469 0.206  2.065

Mean of s*(x)

Mean of s*(x) at 90%
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Figure B.14: Gaussian process maps for Chileka (ESBL-K
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Appendix C

Appendix: Individual and WASH
risk factors of ESBL-producing E. coli
and K. pneumoniae colonisation over

time in Malawi

198



saf uay ‘sak 19115 J] jnpesuterp Yy prryosurerp yy  (u/£) Lreurg SUTEIP Y}IM UOT}ORIdIUT JOqUIdW YH sureip
sak uayy ‘sak 19114 J] JNPEISEMIATI Yy pIydiajemioanr qy  (u/4) Lreurg I9]eM IOATI Y}IM UOT}ORIIUT JdqUIdW YH I91EMIDATI
ou 0] 1S31 pue saf 01 snoy Ay} uj,, sSopue/suaypryoue/sSidue/syeodue/aeoue qy  (u/4) Lreurg asnoy ay) apisur jdoy sfewrtuy apIsurfewiue
pueTyy  (u/4) Lreurg dryszoumo sSrg sid
S94 uay} ‘sak 1oUIId JT c1zueTyy  (u/4) Lreurg dryszoumo syen/sSoq jed3op
sa uay) ‘sak Aue JT cz'tueqy  (u/f) Areurg dryszoumo daayg/syeon)/apre) daaysieodanied
a4 uayy ‘sak Aue ji TITrors’sueTyy  (u/4) Areurg diysaumo spirg spiiq
(u/£) Lreurg s[Isuain Suruea[d I0J PIsN Id}eM SATIRUISY Ialem[IsuaIn
saf uayy ‘sak 19115 J] 9-graremyuLp yy  (u/4) Areurg (119m) 201n0s 1a1eMm FunyuLI Ia1eM[[aMaqn)
proyemyuup yy  (u/4) Areurg (de3) 9o1nos 197eM SUDYULIQ 191emde)
S9A U9y} ‘sak 1YL J] ¢-z1dremyulip qy  (u/£) Areurg (adrd) a01nos 1a1em Sunyurig 19yemadid
(u/4) Areurg sare[d pareys woij jeg sajerdpareys
s34 01 1531 3} puE OU 0] TN, (u/£) Areurg pooj 193118 Jeg pooj1aa1s
(asTy10d X3 [€D0]) PAYTPOIN o[ewrTUBAINUEW Yy JewTuearnuew yy  (u/£) Areurg 9)SeM eWITUE 10J WSTUeYDIW Jesodsi(] resodstp
(u/K) Lreurg SIaqQUIAW YY-Uuou Y3Im 33110} Yy Surreys 9IeYSIA[10}
saf
0] 1531 pUE OU 0] ,, TedA B SIUIT) MIJ ©/I9AdU,, (u/£) £reurg uorjedajop uewny uadQ uornjedajapuado
(u/4) Areurg souasaxd 397107, 191101
SUONEdYIPON a[qerrea reurSrQ anyep uonduosaqg Jureu a[qerrep

sa[qerreA HSVYM paiiodal pjoyasnoy :1°D d[qel,

sa[qerreA HSVM paimodal pjoyasnoyqy 1D

199



1oy (u/4) Lreurg 19]eMI)ISEM JO UOTIR[NUWINIOY IaremSurpuess
19y wejue yy  (u/4) £reurg BaIE 3} PUNOIE UIIS S3I9BJ [EUWITUY sadarjTRWIUE
o[y (u/£) Lreurg seaIe POOJ YILM UONIRIdNUI [eWIUY 1oeIUOd[EWIUR
ToINy oTpIsIoremULIp qy  (u/4) Areurg (dey pue p1p) wspp ysdejpuepry
1oy pICT2c astoremyunip yy  (u/4£) Lreurg (pa1arooun) ws py JsparaAaodun
19[my CTIT'8'9'¢c TasIaremyup yy  (u/4) Lreurg (pa10A02) poyrour 23eI10)S 193eAN 1Spa12A0d
$QO Jo IqUINU 1240 jurod awry
yoes Je asnoy ay} ur deos yiim jmy Jo uesjy C-TUWIMUD Y - ¢-TWmye Yy SLIWNN My Lue je deos Jo 20uasaI] ssaurdeos
PIoY
ISl p-1jioyyy  (u/f) Areurg  -asnoy je (ymy) Surysem puey 10y sIRI[IOE] [1oejysempuey
19[my BJY Yy pue sadaepiaqio) yy  (u/4) Areurg UOI}Bd2Jop uewiny S[qISIA sadaejuRWINY
ToINYy zwuedIsoy yy  (u/4) Areurg 1rodedsmau Jo aouasaig rodedueapd
saf uay) qurod awry Aue je saf Aue J] 7oy TwuesIa[ioy yy - (u/4) £reurg 1aded 157101 Jo 2duasa1rg  1adediayiojuespd
ATUO awWT} UT UOT}EATISQO }ISIL] (u/4) A1eurg 19400 310y doIp Jo aduasai sroydoip
ATUO awWT} UT UOTIBATISQO }ISITL] [eo110391e) I0O[J 321103 Jo ad AT, JI0O[J19[10}
AJUO WIT} UT UOT}BAIISQO ISIL] POy Yy  [eono8are) (uononIsuo))) 197103 jo adLT, adAnerioy
SUOTIEdTPOIA a[qerrea feurdiQ anyep uondusag Jureu da[qerIep

S9[qeIIeA F{SYM PoAISSqO PIOYasnoH :Z'D d[qeL

So[qerreA HSVM PIAIasqo P[OYasnoHy 7D

200



{ou = g ‘saf = 1} Areurg

201nos 1a3em Junyurip se adid e Suraeyy

{pasn sajerd ajeredss = o ‘pasn sajerd pareys = 1} ‘Areurg

sarerd pareys woij urjeg

{po0J 199135 183 JOAU = () ‘SaWIT} J© POOJ 19313s Jed = T} Areurg

pooj 192135 urjeq

{a1qeTTRAR WSTURYDAW [esodSTp ou = () ‘O[qe[reAe wistueydaw resodsip = 1} Areurg

J1sBM

[ewiTue I0J wStueydawn TwwOQmSu € JO 20U9asald

SISQUIdW P[OYISNOY-UOU YIIM 1310} 9} Surreys

}
rm:oa aIeys JoU Op = () ‘}9[10) dIeysS = : .\Cmﬁm
J

{pa110da1 uoryedagep uado ou = () “parrodar uoryedsjop uado = 1} ‘Areurg

uoned’dyap uadQp

{1uasqe ja1101 = ( ‘Juasaid 13710y = 1} ‘Areurg

PIOYasnoy ay3} UT }3[10} € JO 30Uasal]

{proyasnoy a3

ut 3uTAI] 98 [00DS JO USIPIIYD OU = () ‘P[OYsNOY 3} UT SUIAI] 98 [00yds JO USIPIYd = T} ‘Areurg

93e Jooyds Jo waIpIYd SurAel]

aurfaseq 1€ (M MIA) WOdUT P[OYasnoy A[YIUow 33 IoAE ‘SNONUTIUOD)

awWodUT A[JIUOW PJOYasnoy 93eIaAy

aur[aseq je proyasnoy sy} ur 3urarf ajdoad jo zsquinu ‘snonuriuo))

proyasnoy ay3 ur 3urar] sjdoad jo raquunN

(srewIa :90udIRJAY) {oreWa /eI } ‘Ted1I08918)D)

el

juawoIua je age ‘snonuruo))

a8y

{auou = () ‘s31S1A U92M19Q-UT 10 SYIUOW 9 }SB[ 3} UT U ) D1J0IQTIUE JO 3SINOD © Ised] Je = |} ‘Areurg

SOTJOTQTIUE JO SN JUINY

(9AT3OBI-UON :90URISJY) {9ATIOBII-UON /UMOUU() /ATIORNY} ‘Ted110331e))

snyeis ATH

uondrmosag

WU d[qeLIBA

sa[qerrea Jo 3s1] aordwo) ¢ aqer,

sa[qerrea jo is1] a3[dwo) ¢D

201



{1001s UBWINY 9[qISIA OU = () ‘[003S UeWINY J[qISIA = T} ‘ATeurg

PIOYasnoYy a3} punoie sadaej uewny a[qIsiA

}
{ruasqe 1aded 10 1odedsmau = ( quasaid 1oded 10 1odedsmou = 1} Areurg ja1103 oy} ut 10ded /1adedsmau Jo aouasai]
{1uasqe 1aded ja1101 = ( Quasaxd 1aded jor103 = T} AreUIg jor103 93 ut 1oded 13710} JO 9oUASAIJ
{1ussqe 19400 ajoy doip = ( “yussaid 10400 ooy doip = T} Areurg 327103 9y} U0 19400 3oy doip e Suraey]

(poom 10 31210U0D) :90U3IJIY) {19[101 ON/[I0S/POOM IO 312I0U0)D)} ‘[ed110331e))

[eLIa)eW I0O[] 33710,

(101103 ON] :90UdI2J3Y]) {191 /19[10) ON/I2[I0} PaIeys/aulile] 3 J} ‘Tedr103a1e))

ad 43 ja110],

{sureIp yirm joeIa1Ul p[oyasnoy

313 Je PIYD I0 J[NPe OUu = () ‘SUTeIp YIIM JOBISIUI P[oYasnoy Y} e pIIyd 1o Jnpe Aue = 1} Areurg

SUTeIp Yym 10euo))

{197eM ISALI U}IM }OBISIUT P[OYISNOY 3}

1€ P[IYd IO }[NPE OU = () “I9JeM IDJALI Y}IM JOBIIUI P[OYISNOY Y3 1€ p[Iyd Io J[npe Lue = 1} Areurg I9}eM IQALI UM JOBIUOD)
{ou = ‘saf = 1} Areurg apisur sewrtue Jurdooy

{ou = @ ‘(a10Wr 10 U0 SUMO) s34 = T} Areurg s31d SurumQ

{ou = @ ‘(o10wW 10 3UO SUMO) saf = T} Areurg syed 10 sSop SurumQ

{ou = @ ‘(a10wr 10 U0 SUMO) s34 = T} Areurg daays 10 syeod ‘a133€d0 JuTUMQ

{ou = o “(o10wW J0 9UO suMO) saf = T} ‘Areurg sp11q SurumQ

{SunjuLip 10} pasn auo

9] Uey] Jaojem awres JO asn = () .\wﬁﬂvﬁ.\iﬁu JI0J posn 2uo 2yl Uuey] I91eM JUIJIp JO osn = ﬁw .\mhwﬁﬂm

STIsuain MCMCNQMU I0J JIa9)em oA1jeura}fe JO as)

{ou = ‘saf = 1} Areurg

22INo0sS

191eM JuIULIp Se 9[0yaI10q/[[oM aqn) e Juraey

{ou = ‘saf = 1} Areurg

22INo0sS

rem Sunjuup se dejy [eunwwod e Juiaey

202



(eXoIyD :20U12J3Y) {BY[IYD/2PUCIIPN/eMEMNIYD)] ‘Ted110838))

eare Apnig

Niomaureij SUI[[9POW 3} UT PAQLIdSIP ‘SNONUTIUO))

(z4ep

-s00 ‘zAepurs ‘Aepsod ‘Aepuls) surId) dIUOWLIRL]

uaye) sem ardures 151 a1} 20UTs sAep JO IDQUINU ‘SNONUTIUO))

s1dures 1s11j a3} 20UIS SAep Jo JoqUINN

{uaas 10u 191eM GUTpUE)S = () “USIS Id1em Jurpuels = T} ‘Areurg

PIoY

-9snoy 3y} punoie Idjem SUTPUB]S JO IDUISIIJ

{proyasnoy

3]} PUNOIe UA3S SIDIeJ [BWIUE OU = () ‘P[OYdSNOY Y} punote uads sad3ej [ewrtue = [} ‘Areurg

PIOYasNOY 9y} punoIe sadaeJ [ewue 3[qQISIA

{seare poOJ Y3Im 10BJUOD UT UIIS [EWTUL OU = () ‘SBaIe POOJ IIM }DBIUOD UT Udds [ewtue = |} ‘Areurg

Seale pOO]J pue sfewitue Usaomia(q 10ejuo)

{de1 10/pue p1] Y1Im JouTRIUOD € U 9SNOY 3}

Je Pa1o)s 191em ou = () ‘de) J0/pue PI[ YIIM ISUTLIUOD B UI 9sNOY dY} J& Paio)s I1dajem = [} ‘Areurg

dey/pI[ y3m 19uTejUOD € UT I93em SUurIolg

{pa1oA0OUN 2sNOY 9Y} 1€ PaI0]s Id)eM OU = () ‘PIIIA0DUN ISNOY Y} Je Paiols 1orem = [} ‘Areurg

pa12A0dUN 193eM SULI0lg

{pa10A0D 3sn0Y 3} 1€ PaI0}S I9JeM OU = () ‘PIISA0D ISNOY Y} J PaIols 1ajem = T} ‘Areurg

Pa19A0D 197eM SUlI0)g

asnoy ay} ur Juasaid ymy Jo Iaquunu [ejo) 1940 3snoy 3} ur deos Yim Jmy Jo 19quiInu ‘snonuruo))

sanI

-ey urysempuey ur souasaid deos jo Louanbarg

{pIoyasnoy oy} Uryiim aouasqe = o ‘pjoyasnoy ay3 urgiim azoymAue jussaid = 1} ‘Areurg

pIoyasnoy

3Y} Ul (JMY) SITIIOR] Sulysempuel] JO ddUISAIJ

203



C.4 R/STAN code for implementation of the

temporal model

data {

}

int Nhh;

int Nindiv;

int Ntimes,

int N;

int hh[N];

int<lower=1, upper=4> followup[N];
int indiv[N];

int y[N];

matrix [Nhh#Ntimes Ntimes] distc;
int K;
matrix [N, K] X;

parameters{

}

vector [Ntimes] u[Nhh];
real alpha;

real sigma;

vactor [K] beata;
real<lower=0> phi;
real<lower=0> tau;

transformed parameters{

vactor [N] mu;
matrix [Ntimes, Ntimes] sub[Nhh];
vector [Ntimes] s[Nhh];
matrix [Ntimes Ntimes] dist[Nhh];
{

matrix[Ntimes Ntimes] L;

for (1 in 1:M) {

mu[i] = alpha + X[i]+beta ;
}

for(j in 1:Nhh){

//Mumber of households

S Munber of individuals

S Munber of visits

J/Total number of chservations
// Long format integer id

{//{ Long format integer id

// Long format integer id

// Long format observations

//Distance matrix (Time between visits)
S /Mumbar of covariates
f/Matrix of covariates

dist[j,,J=diste[(3+(j-1)+§): ((I+(j-1)+])+3),];

}

for(j in 1:Nhh){
for(t in 1:Ntimes){
for (k in 1:Ntimes){

if (t==k) sublj,t,k]l=1+tan"2;
else sub(j,t,k]l=(sigma"2)+exp(-dist(j,t,k]"2/phi~2);

}
}
¥

for(j in 1:Nhh){

L = cholesky_decompose(subl[j,,]);

s(j] = Leu[j] ;
¥

204



nodel{
sigma ~ gamma(2, 1);
phi ~ gamma(4,0.125);
alpha ~ normal(0,100);
tau ~ gamma(2,1);

for (household in 1:Nhh) {
ulhousehold] ~ normal(0, 1);
}

for (cov in 1:K){
betalcov] ~ normal(0,10);
}

for (i in 1:N) {
y[i] ~ bernoulli_logit(mul[i] + s[hh([i], followup([ill);
}
!
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C.5

Univariable results for ESBL-producing E. coli

Table C.5: Full univariable analysis results between ESBL-producing E. coli colonisation

status and each variable accounting for the study area

Log-odds P-value Odds ratio (95% CI)
Reactive to HIV testing (vs non-reactive) -0.063 0.700 0.939 (0.682-1.293)
Unknown HIV status (vs non-reactive) -0.168 0.074 0.846 (0.704-1.017)
Recent use of antibiotics 0.062 0.137 1.063 (0.981-1.153)
Age* 0.092 0.026 1.097 (1.011-1.189)
Being male (vs female) -0.175 0.039 0.840 (0.711-0.992)
Number of people living in the household 0.003 0.935 1.003 (0.924-1.089)
Average household monthly income -0.107 0.019 0.899 (0.822-0.983)
Presence of a toilet in the household -0.021 0.626 0.979 (0.900-1.066)
Open defecation 0.089 0.038 1.093 (1.005-1.189)
Sharing the toilet with non-household members 0.017 0.699 1.017 (0.935-1.105)
Presence of a disposal mechanism for animal waste -0.090 0.046 0.914 (0.837-0.998)
Eating street food 0.054 0.214 1.055 (0.970-1.148)
Eating from shared plates -0.079 0.072 0.924 (0.848-1.007)
Having a pipe as drinking water source -0.099 0.022 0.906 (0.832-0.985)
Having a tap as drinking water source -0.035 0.463 0.965 (0.879-1.061)
Having a well as drinking water source 0.191 3.8e-04 1.210 (1.089-1.345)
Use of alternative water for cleaning utensils 0.057 0.174 1.059 (0.975-1.149)
Owning birds 4.1e-05 0.999 1.000 (0.915-1.094)
Owning cattle, goats or sheep 0.093 0.044 1.097 (1.003-1.201)
Owning dogs or cats -0.020 0.628 0.980 (0.903-1.064)
Owning pigs -0.038 0.397 0.962 (0.881-1.052)
Keeping animals inside 0.122 0.005 1.129 (1.038-1.228)
Contact with river water 0.092 0.044 1.097 (1.003-1.200)
Contact with drains -0.034 0.430 0.967 (0.890-1.051)
Toilet type: other (vs no toilet) -0.145 0.440 0.865 (0.600-1.249)
Toilet type: pit latrine (vs no toilet) -0.026 0.826 0.974 (0.773-1.228)
Toilet type: shared toilet (vs no toilet) -0.062 0.760 0.940 (0.630-1.402)
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Toilet floor material: no toilet (vs concrete/wood) 0.275 0.050 1.317 (1.000-1.736)
Toilet floor material: other (vs concrete/wood) 0.330 0.002 1.391 (1.130-1.712)
Having a drop hole cover on the toilet -0.164 1.7e-04 0.849 (0.779-0.925)
Presence of toilet paper in the toilet -0.053 0.234 0.948 (0.868-1.035)
Presence of newspaper/paper in the toilet -0.141 0.002 0.868 (0.796-0.947)
Visible human faeces around the household -0.009 0.830 0.991 (0.911-1.078)
Presence of handwashing facilities in the household  0.037 0.405 1.038 (0.951-1.132)
Frequency of soap presence in handwashing facilities -0.082 0.079 0.921 (0.841-1.009)
Storing water covered -0.067 0.098 0.935 (0.863-1.013)
Storing water uncovered 0.034 0.481 1.035(0.941-1.137)
Storing water in a container with lid/tap -0.112 0.013 0.894 (0.819-0.976)
Contact between animals and food areas 0.187 1.3e-05 1.205(1.108-1.311)
Visible animal faeces around the household -0.006 0.902 0.994 (0.904-1.093)
Presence of standing water around the household -0.069 0.121 0.933 (0.855-1.018)
Having children of school age -0.015 0.716 0.985 (0.908-1.069)
Number of days since the first sample 0.118 0.005 1.125 (1.037-1.221)
Harmonic term (sinday) -0.181 0.004 0.834 (0.738-0.943)
Harmonic term (cosday) 0.305 2e-04 1.357 (1.156-1.593)
Harmonic term (sinday?2) -0.032 0.626 0.969 (0.852-1.102)
Harmonic term (cosday?2) -0.029 0.679 0.972 (0.848-1.113)

*Significant variables highlighted in bold
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C.6 Univariable results for ESBL-producing K.

pneumoniae

Table C.7: Full univariable results for ESBL-producing K. pneumoniae colonisation status

Log-odds P-value Odds ratio (95% CI)

Reactive to HIV testing (vs non-reactive) 0.104 0.661 1.109 (0.697-1.765)
Unknown HIV status (vs non-reactive) 0.041 0.750 1.042 (0.809-1.342)
Recent use of antibiotics 0.107 0.058 1.112 (0.996-1.242)
Age -0.019 0.758 0.981 (0.868-1.108)
Being male (vs female) -0.159 0.207 0.853 (0.666-1.092)
Number of people living in the household* 0.229 6.1e-05 1.257 (1.124-1.406)
Average household monthly income -0.014 0.830 0.987 (0.872-1.116)
Presence of a toilet in the household 0.085 0.193 1.088 (0.958-1.236)
Open defecation 0.019 0.755 1.019 (0.904-1.150)
Sharing the toilet with non-household members 0.055 0.371 1.056 (0.937-1.191)
Presence of a disposal mechanism for animal waste 0.057 0.330 1.058 (0.944-1.186)
Eating street food -0.125 0.029 0.882 (0.788-0.987)
Eating from shared plates -0.152 0.016 0.859 (0.759-0.972)
Having a pipe as drinking water source 0.106 0.077 1.112 (0.989-1.250)
Having a tap as drinking water source -0.120 0.072 0.887 (0.778-1.011)
Having a tube/well as drinking water source -0.009 0.891 0.992 (0.878-1.119)
Use of alternative water for cleaning utensils -0.087 0.187 0.917 (0.806-1.043)
Owning birds 0.138 0.026 1.148 (1.016-1.296)
Owning cattle, goats or sheep 0.054 0.370 1.056 (0.938-1.188)
Owning dogs or cats 0.086 0.153 1.089 (0.969-1.225)
Owning pigs 0.085 0.131 1.089 (0.975-1.216)
Keeping animals inside 0.041 0.506 1.042 (0.924-1.174)
Contact with river water -0.001 0.986 0.999 (0.885-1.128)
Contact with drains 0.137 0.011 1.147 (1.032-1.275)
Toilet type: other (vs no toilet) 0.276 0.299 1.317 (0.783-2.216)
Toilet type: pit latrine (vs no toilet) 0.287 0.107 1.333 (0.940-1.889)
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Toilet type: shared toilet (vs no toilet) -0.396 0.261 0.673 (0.338-1.343)
Toilet floor material: no toilet (vs concrete/wood) -0.148 0.454 0.863 (0.586-1.270)
Toilet floor material: other (vs concrete/wood) 0.154 0.270 1.167 (0.887-1.534)
Having a drop hole cover on the toilet 0.042 0.488 1.043 (0.926-1.176)
Presence of toilet paper in the toilet 0.025 0.676 1.026 (0.910-1.156)
Presence of newspaper/paper in the toilet -0.047 0.459 0.954 (0.842-1.081)
Visible human faeces around the household 0.109 0.074 1.115(0.990-1.256)
Presence of handwashing facilities in the household  0.060 0.341 1.062 (0.939-1.201)
Frequency of soap presence in handwashing facilities -0.064 0.344 0.938 (0.822-1.071)
Storing water covered 0.080 0.280 1.083 (0.937-1.252)
Storing water uncovered -0.102 0.093 0.903 (0.801-1.017)
Storing water in a container with lid/tap -0.007 0.910 0.993 (0.879-1.121)
Contact between animals and food areas -0.050 0.429 0.952 (0.842-1.076)
Visible animal faeces around the household -0.025 0.678 0.975 (0.865-1.099)
Presence of standing water around the household -0.047 0.463 0.954 (0.843-1.081)
Having children of school age 0.009 0.882 1.009 (0.893-1.140)
Number of days since the first sample -0.097 0.122 0.907 (0.802-1.026)
Harmonic term (sinday) -0.345 3.7e-04 0.708 (0.586-0.856)
Harmonic term (cosday) 0.243 0.038 1.275 (1.014-1.605)
Harmonic term (sinday?2) -0.053 0.592 0.948 (0.781-1.152)
Harmonic term (cosday?2) 0.166 0.095 1.181 (0.972-1.434)
Living in Chikwawa (vs Chileka) 0.196 0.183 1.216 (0.912-1.622)
Living in Ndirande (vs Chileka) 0.098 0.536 1.103 (0.809-1.504)

*Significant variables highlighted in bold
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