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Abstract

Self-reports are the most accurate form of assessing mood. They, can be
administered frequently, and self-report tools are valuable for quantifying and
monitoring one’s mental state of well-being. Traditionally, self-reports are provided
using numerical or graphical scales, however, those are known to be prone to
systematic errors in their measurements. Alternatively, facial expressions are
intrinsically connected to emotional experiences, are a tool for us to communicate
our emotions. We are well-versed in enacting or recognizing facial expressions.
Hence, those are suitable representations for mood. Tools relying on facial
expressions can expand the space for mood self-report technologies.

Depression is an affective disorder, particularly pervasive in contemporary
society. Its severity is typically measured on individual symptoms using screener
questionnaires. However, when administered frequently, the assessment quality of
those questionnaires is known to degrade significantly. Hence, by identifying salient
features indicative of depression’s symptomatology in the face, facial expression-
based tools can capitalise on the strengths of self-reports and be used for assessing
or monitoring depression’s severity.

Herein, this thesis explores the design and implementation of four prototypes for
mood self-reports iteratively. Three empirical studies evaluate the use of the method
within three experimental contexts, by using text and images to elicit emotions
in-situ and for monitoring mood in the wild. Therein, the method was evaluated
quantitatively – by contrasting self-reports to those provided with the well-known
visual analogue scale, and qualitatively – by identifying aspects of importance
for facial expression-based tools and exploring user’s preferences. Thereafter,
an exploratory study was conducted identifying, and visualizing facial features
indicative of symptoms of depression as a step towards creating disorder-specific
self-report instruments. Finally, EmotionAlly, a prototype for contextualized
assessment, tracking, and visualisation of mood using computer-generated facial
expressions was developed, integrating findings from preceding quantitative and
qualitative evaluations.
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Chapter 1

Introduction

1.1 Problem Definition

Mood and its variations are an important aspect descriptive of the mental state
of a person [15, 16]. Applications which rely on reporting mood can allow for
tracking and visualising mood trends over time. Their use can allow persons to
gain awareness of their own mood and factors which may influence it. Additionally,
accurately assessing mood can allow tools to be developed which can recognize
patterns of mood dysphoria and assist persons by suggesting suitable informative
material, exercises or provide insights into factors affecting their mood.

The most accurate form of assessing mood is through self-reports [17]. Numerical
or graphical scales such as the Likert and Visual Analogue Scales (VAS) [18, 19] are
ubiquitous tools for providing self-reports and have been frequently used to measure
mood. There are, however, criticisms regarding their use for mood assessments as
they offer no particular inclination to capture mood [20, 21]. The reason being,
assessing one’s mood relies on translating a subjective mental state onto a scale,
where the meaning of each numerical value or range of values is based on a persons
subjective interpretation [20, 21]. Additionally, assessments provided with VAS
scales are found to be susceptible to systematic patterns expressed as uneven
utilization of their range, the coalescence of assessments near indicators denoting
a scale’s intervals, or an end-aversion bias in using the extreme ranges of the
scale [22–24]. Subsequently, those appear to influence assessments negatively, thus
reducing the assessment’s quality. Consequently, measurements obtained using
those methods possess multiple potential sources of measurement errors, which may
hamper their use when precise self-assessments are required. Finally, numerical
scales have been thoroughly investigated, explored, and validated, and subsequently
leave little room for their further improvement. Finding suitable alternative means
to represent and capture mood can improve the status quo or widen the space for
mood self-report technologies.

Facial expressions are an excellent means of communicating mood in real-life.
Additionally, a wealth of research has shown them to be both universal, and valid
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indicators of mood [21, 25–27]. They are inherently linked to emotional experiences
and are a visual tool for us to communicate emotions to the surrounding world
[28]. As embodied representations of emotion they are intrinsically suitable for
representing mood [21] and we are well-versed in enacting and recognizing those
in others. Using facial expressions to represent mood within self-report tools, can
prove to be a more accessible way to represent mood, as a facial expression’s
intensity is an indicator of the intensity of the portrayed emotion. Therefore,
another benefit of using facial expressions for mood self-reports is that they can
indicate emotions and their intensity non-verbally, thus increasing the accessibility
of the method.

Assessing and tracking mood can be particularly valuable to monitor mood
dysphoria, a symptom central to the symptomatology of affective disorders
and depression in particular, a prevalent disorder in contemporary society [29].
Additionally, faces are the most informative and expressive feature of a person and
encode a plethora of information such as age, gender, health, and disposition, among
others, where we are known to make a variety of implicit social judgments based
on those characteristics [30–32]. Hence, by exploring those implicit judgments,
morphological characteristics in the face, descriptive of symptoms of depression,
can be identified, which could, subsequently allow for depression-specific facial
expression-based scales to be developed.

The concept of using facial expressions for self-reporting mood is not novel.
Initially, two facial expression-based scales were developed, both relying on
schematic representations, where The face scale uses a drawn androgynous character
portraying a range of emotion intensities [21], while the Self-Assessment Manikin
(SAM) depicts the principal components of valence, arousal, and dominance of the
dimensional model of emotion [33]. Schematic representations of facial expressions,
however, are of low-fidelity and cartoon-like, which cannot truly capture and convey
the complexity of realistic facial expressions in all subtle variations. Consequently,
such tools are inherently limited in the range of expressions or intensities they can
portray.

Alternatively, in the field of Human-Computer Interaction (HCI), alternative
representations for mood were explored by using emojis [34, 35], textual descriptions,
colours [36, 37] or imagery [38–40]. Colours, or imagery, while expressive are
rather abstract means to represent emotions and cannot reliably disambiguate
emotions or their intensities. Textual descriptions, on the other hand, rely on
a language proficiency, are susceptible to misinterpretations and consequently
are not particularly suitable to be used for quick and frequent daily assessments.
Additionally, the interpretation of emotion or emotion intensities in emojis is found
to be inconsistent between persons [41].

Most recently, the Dynamic Visual Analogue Mood Scales (D-VAMS) [27],
comprised of photographs of real persons enacting different expressions and
expression’s intensities was developed. While using realistic facial expressions,
photographs offer little in terms of personalisation or customisation. Hence,
leveraging machine learning methods for generating facial expressions can further
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the development of facial expression-based technologies in their application for self-
reporting mood. In addition, with the ubiquity of smartphones it is possible
to provide self-reports in situ using smartphone prompts, enabling frequent
assessments. The combination of machine learning methods for creating granular
facial expressions used within a smartphone application could allow users to have
better control over the facial expressions by matching the type and intensity of
emotions they experience and self-report their mood quickly and unobtrusively to
their day-to-day activities.

1.2 Research aim

The main aim of this thesis is to explore the use of facial expressions for representing
and capturing mood or affective states. It was explored through the design and
implementation of prototypes, each synthesizing a core idea, and evaluated within
empirical studies with human participants. The evaluation consisted of a comparison
to another established method and attempted to identify the strengths and weakness
of the approach. Features, salient to users, were identified which steered the
development of prototypes in subsequent studies and outlined future research
directions. Furthermore, this thesis also aimed to identify technologies which can
generate expressions portraying a range of intensities of emotion from arbitrary
image-based representations of facial expressions. The developed prototypes were
designed to be easily accessible by being used on commodity hardware, such as
smartphones. Additionally, this thesis also includes an exploration of depressions’
symptomatology, where symptoms were visualized as facial expressions as an initial
step towards creating disorder-specific self-report instruments. Herein, throughout
the thesis, the explored ideas and their embodiment within prototypes gradually
increase in complexity. Formally, the aim of this thesis is addressed through the
following research questions:

1.3 Research questions

A) How can facial expression-based methods be evaluated as a valid way to
self-report mood? How would such tools compare to an established method,
such as traditional numerical-based scales?

B) Which aspects of facial expression-based tools are valuable to users and which
further capabilities are desired?

C) Which technologies can generate expressions depicting a range of emotion
intensities using images of arbitrary expressions? Could those be used within
applications on commodity hardware, such as smartphones?

D) Are there specific facial expression-based representations descriptive of
affective states? If so, could those be used within self-report tools?
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These research questions are broken down into the following objectives:

1.4 Research objectives

a) Develop a method for person-agnostic generation of facial expressions
portraying various levels of intensity.

b) Empirically validate the use of facial expression-based interfaces for self-report
of mood in naturalistic settings.

c) Identify through participant feedback qualitative requirements for facial
expression-based technologies.

d) Continuously refine investigation prototypes through iterative design incorpo-
rating participant feedback at each step.

e) Explore whether and which symptoms of depressions’ symptomatology possess
distinct features identifiable in a facial expression.

1.5 Thesis’ Main Contributions

Two types of contributions are derived from this thesis, described as technological
and theoretical.

1.5.1 Technological Contributions

Data augmentation method for machine learning generation of person-
and expression-agnostic facial expressions

This contribution consists of the application of Delaney Triangulation, a known
technique that can morph arbitrary facial expressions or identities and create
plausible intermediary blends thereof. Those synthetic representations were
subsequently applied within machine learning generation and recognition tasks.
Within the generative task, the application of the augmentation resulted in an
increased quality in the generated faces, particularly so for those portraying
intermediary intensities of emotion. For the recognition task, the augmentation
allowed to encode richer facial feature variations for expressions of nuanced
intensities, subsequently improving facial expression recognition results. In addition,
the blending factor used for the creation of each augmented images created plausible
soft labels for the facial expression category and intensity, that can be used in
both generative and recognition tasks. The development and evaluation of this
technique is described in Chapter 5.
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Prototypes for bidirectional facial expression-based mood self-reports

This contribution consists of two smartphone application prototypes featuring a sad
to happy facial expression scale using 1) the Dynamic Visual Analogue Mood Scales
(D-VAMS) [27] and 2) computer-generated facial expressions using a generative
model (FEAS). Those prototypes were used and evaluated within two empirical
studies consisting of a mood-elicitation experiment and a mood-monitoring in the
use of facial expressions for mood self-reports. The prototypes and their evaluation
were described in Chapters 4 and 6 respectively.

Prototype for multidimensional facial expression-based mood self-reports
(MFEAS)

This contribution consists of a smartphone application prototype featuring a
multidimensional facial expression based scale consisting of the expressions for
happiness, sadness, anger, disgust, fear, and the neutral expressions as created by
a generative machine learning model. The interface is designed to accommodate an
arbitrary number of facial expressions using a heuristic that organizes distinct facial
expressions portraying varying intensities of emotion within a polar coordinate
system inspired by the dimensional model of emotion [9]. The prototype was
evaluated in a mood-elicitation laboratory experiment in Chapter 8.

Prototype for contextualized multidimensional facial expression-based
mood self-reports and historical mood visualisation (EmotionAlly)

This contribution consists of a prototype (EmotionAlly) which allows users to
provide mood self-reports using a multidimensional facial expression-based method,
attach contextual information to their self-reports and visualize their mood through
facial expressions using context or time as filters. The prototype encapsulates
results from the iterative process of collecting user feedback from three empirical
studies evaluating previously developed mood self-report prototypes in Chapters 4,
6 and 8. EmotionAlly itself is described in Chapter 10.

1.5.2 Theoretical Contributions

A heuristic for allocating arbitrary number facial expressions of varying
intensities of emotion over a polar coordinate system

This contribution consists of a heuristic for the spatial allocation of an arbitrary
number of facial expressions at varying intensities of emotion. The heuristic
unambiguously maps the coordinates of a polar coordinate system to distinct facial
expression and their intensities. It also positions emotions adjacently according
to the likelihood of them being co-experienced using the dimensional model of
emotion [9] as an emotion proximity metric. In addition, within this organization,
blended expressions are created for each pair of adjacent expressions, bridging the
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space between them. This heuristic was created as part of the development of a
multidimensional facial expression-based prototype for mood self-reports, described
in Chapter 7.

Visualisation of symptoms of depression as facial expressions

This contribution consists of 12 distinct models of symptoms of depression,
descriptive of how laypersons perceive those to be reflected in the face. The
symptoms were derived from the PHQ-9 (Patient Health Questionnaire) screener
questionnaire [42] from 6 questions measuring unipolar symptoms and 3 – bipolar
symptoms. The representations were created using a known reverse correlation
classification images (CI) technique [43] using data collected in an online experiment
with over 600 participants. Those models were described in Chapter 9.

1.6 Thesis Overview

Chapter 4 describes the use of an existing facial expression-based scale which
was integrated within a smartphone application and evaluated quantitatively and
qualitatively in a pilot study. The prototype used photographs of real persons’
expressions of happiness and sadness and was evaluated using vignettes, i.e. short
stories eliciting emotions such as amusement, awe, compassion and inspiration,
to elicit positive and negative emotions. Chapter 5 describes the use of a data
augmentation method applied on the RafD facial expression dataset [44] and used
in a machine learning generative and recognition tasks improving both the quality
of generated facial expressions and facial expression recognition results. Thereafter,
in Chapter 6, a bipolar happiness-sadness facial expression assessment scale
(FEAS) was developed using the computer-generated facial expressions from the
generative model described in Chapter 5 and the prototype design from Chapter 4
and was subsequently evaluated within a mood-monitoring experiment. Chapter 7
describes the development of a prototype for expression-agnostic multidimensional
facial expression-based assessment interface (MFEAS) using computer-generated
facial expressions provided by the generative model described in Chapter 5. Then,
in Chapter 8, MFEAS was evaluated in a lab experiment, using mood elicitation
images from the International Affective Picture System (IAPS) [10]. The studies
described in Chapters 6 and 8 were conducted in parallel and involved both
quantitative and qualitative data collection and analysis. Chapter 9 details
an exploratory study, which identified facial features descriptive of symptoms of
depression in an experiment conducted online. The visual representations for
those symptoms were created using a reverse-correlation classification imaging (CI)
technique [43]. Finally, Chapter 10 describes EmotionAlly – a prototype system
for self-reporting and visualising historical mood in a context-aware manner. In
part, EmotionAlly was designed by integrating quantitative and qualitative findings
from preceding chapters.
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Chapter 3, Table 3.1 (p. 43) contains a thesis overview which links chapters,
conducted studies, research objectives addressing the defined research questions,
and employed research, data collection, and data analysis methods.
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Chapter 2

Literature Review

2.1 Introduction

This thesis aims to contribute to the space of self-assessment methods. Therein is
an evaluation of the use of facial expressions to capture and represent mood as well
an exploration of novel facial expression-based representations for affective states
associated with depression’s symptomatology. To achieve this aim, this thesis draws
from the fields of Computer Science, Psychology, and Human-Computer Interaction
(HCI), where those intersect within the domains of affective and digital health
technologies. Specifically, this thesis contributes knowledge on facial expression-
based mood self-assessment methods, design of facial expression-based technologies
and furthers knowledge on depression’s symptomatology.

Section 2.2 introduces prominent models of emotion, insights into the formation
of emotions and their taxonomy and the interplay between emotions and mood in
how they affect and modulate each other. Section 2.3 introduces tools from the
fields of HCI and Psychology for self-reporting mood including facial expression-
based ones. Section 2.4 introduces the relationship between facial expressions
and particularities in how they are perceived. As this thesis investigates in part
the utility of facial expressions indicative of symptoms of depression, Section 2.5
introduces affective disorders and depression in particular, its symptomatology,
severity assessment methods and its influence on the perception of facial expressions.
Finally, Section 2.6 bridges the topics introduced thus far and elaborates on their
interconnectedness in the context of using facial expressions for mood self-reports.

2.2 Models of Emotion

Models of emotion are important for understanding facial expressions as the latter
are an expression of distinct emotion states. In order to understand the function and
origin of facial expressions and subsequently investigate their use in technological
tools, an introduction of the two most widely accepted theories of emotion is
required. Those are the Basic Emotion Theory (BET) and the dimensional theory
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of emotion. Most commonly, those models are considered to be at odds with each
other as the former posits that emotions are discrete entities, while the latter claims
that emotions are mostly described by two independent dimensions of valence and
arousal.

2.2.1 Basic Emotion Theory

BET posits that human beings have a limited number of basic emotions which are
biologically hard-wired with distinct neural and physiological patterns [45, 46]. In
this interpretation, BET conceptualizes emotions to be holistic, believing them to be
distinct in their neural fingerprint. Contemporary understanding defines the basic
emotions to be those for anger, disgust, fear, enjoyment, sadness and surprise [45].
They are thought to play an important role in addressing fundamental challenges
for survival, where, for example, fear and anger are essential to the fight-or-flight
strategies. Additionally, it is believed that basic emotions are integral in social
functioning as well in communicating actionable information about the individual
or the environment. Basic emotions are also thought to have persisted due to
their biological and social utility in evolution and adaptation [47]. Furthermore,
BET posits complex emotions such as amusement, awe, contentment, desire,
embarrassment, pain, relief, sympathy, among others, to be constructed through the
combination of multiple basic emotions and cultural conditioning [47]. Additionally,
a common belief is that basic emotions are expressed unequivocally through distinct
facial expressions of emotion. Those basic emotions are considered to be universally
present and expressed in every culture[25]. However, such conceptualization has
been criticized, disputing the composition of basic emotions and their cultural
universality [48]. Most notably, a proposal of four basic emotions was made which
posits the emotions of joy, sadness, fear and anger to be basic, while the ones for
disgust and surprise are believed to have developed later for social functioning [49],
a claim later reiterated [50, 51].

2.2.2 Dimensional Theory of Emotion

Earlier accounts on the dimensional theory of emotion posit that emotions are
underpinned by three independent dimensions: pleasant-unpleasant, tension-
relaxation, and excitation-calmness [52]. Subsequent research investigated this
dimensional view and the contribution to variability of those principal components,
where it was found that, in fact, two of those principal components are overlapping.
This resulted in a new taxonomy of emotions defined by the dimensions of valence
(pleasant-unpleasant) and arousal (active-passive) where emotions were arranged
within a Circumplex Model of Affect. Valence, defines the positive or negative
affect associated with an emotion, while arousal reflects the intensity of the
experienced emotion, i.e. how agitating or stimulating it is. Additionally, a
third dominance-submissiveness dimension was later identified, accounting for a
small, but significant portion of variance in emotions [53]. The Circumplex Model
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of Affect provides a visual representation of where and how emotions are located
within a polar coordinate system according to their decomposition into the principal
components for valence and arousal [9]. Additionally, biological accounts on the
dimensional theory of emotion proposed that all affective states arise from cognitive
interpretations of core neural sensations, which are, in turn, a product of two
independent neurophysiological systems corresponding to its principal components
[54]. Criticisms of the dimensional theory stem from the claim that its principal
components are arbitrarily chosen [55, 56] as no neural structures that correspond
and map the dimensions for valence and arousal have been consistently found [57].

2.2.3 Hybrid theory of emotion

Both BET and the dimensional model of emotion have been considered to be in
competition with one another as they provide a different and somewhat conflicting
interpretations of emotions. While both theories of emotion claim the genesis of
emotions to be found in the brain and neural circuitry, they differ in the composition
of their constituting elements. The former implies that each emotion has a distinct
fingerprint in the brain, while the latter – that the principal components of the
dimensional model are biologically-based structures. However, so far neither of
them has yet produced compelling evidence proving itself or disproving the other.
Both models however, provide functional value as a foundation for emotion research
as there is sufficient evidence for regarding emotions both holistically and as
constituting of a combination of principal components.

As proposed by multiple researchers over the years, these differences are not
irreconcilable [57–60] and the two models could be, in fact, complementary to
each other. Under the supposition that basic emotions also exhibit the same
characteristics of intensity and pleasantness, there is no inherent contradiction
between them [60]. Investigating the biological basis for both models, findings
indicate that when observing facial expressions, both discrete emotion classification
as well as a dimensional assessment of affect transpire simultaneously in the brain
[59]. As such, their integration within a hybrid theory of emotion, which accounts
for both categorical and dimensional processing of emotion, appears to be feasible.
In the context of this thesis, this hybrid model of emotion offers the working
framework for the approaches and solutions provided herein.

2.2.4 Emotions and Mood

Emotions and mood are often used interchangeably, particularly so in technical
literature. However, those are fundamentally different concepts, distinctly defining
internal emotion states. Contemporary understanding of mood and emotions
categorizes moods as slow-moving diffusive states that can last for hours or days,
while emotions, have a shorter duration, ranging from seconds to a few minutes
[61]. Intense emotions or continuously self-reinforcing ones, however, can have a
lasting impact on mood. For example, the experience of a negative emotion of
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a sufficiently high intensity could dampen down or even negate the experience
of an elated mood or alternatively heighten a negative one. Conversely, moods
can also exert influence on how emotions are experienced and reinforce or negate
them. This interdependent relationship between emotions and mood adds a layer
of complexity to emotion research as empirically, neither mood nor emotions can
be captured independently of one another. This is why both terms can be seen
in scientific literature as used interchangeably, due to how they are related to one
another, but fundamentally refer to completely different concepts.

Biologically, emotions are more clearly understood in a way that a triggered
emotion coincides with measurable physiological and chemical changes in the body.
Discrete emotions trigger the activation of specific neural circuitry and consequently
neurochemicals are simultaneously released in the body [62], while moods are harder
to their diffusive and longer-lasting nature. Changes in mood have a relatively
low variance over time which makes them difficult to distinguish from background
bodily or neurological processes. Current understanding of emotion theory suggests
that some emotions are expressed through distinct facial expressions [25]. On the
other hand, moods are not thought to be associated with distinct expressions,
however facial expressions are considered to be valid indicators of mood [63, 64]

To measure emotions, empirical studies traditionally relied on emotion elicitation
tools such as images or video segments. Those aim to evoke an emotional response,
which is subsequently measured using various instruments. However, as moods
are long-lasting and change rather slowly over time, it is difficult for mood to be
reliably measured, or to account for variability in someone’s mood. Although, the
inseparability of both constructs makes it difficult to ensure whether assessments
are indicative of mood or emotions, in cases where no discernible emotion-eliciting
event has taken place, the assumption is that the assessment measures mood.
Conversely, in the inverse case, the assessment would be indicative of the felt
emotion.

2.2.5 Section Summary

This section presented the two prominent theories of emotion – the basic emotion
theory and the dimensional theory of emotions. In sum, BET distinguishes between
basic and complex emotions and views basic emotions holistically as distinct and
inseparable entities, whereas complex emotions arise through the combination of
basic emotions. Dimensional theory of emotion posits the existence of principal
components which map out the space for all emotions. It arranges emotions
based on the dimensions of valence and arousal where a spatial organization
emerges allocating emotions within a two-dimensional Circumplex Model of Affect.
Contemporary research proposes the fusion of both models into a hybrid model
as they are perceived rather as complementing one another. This hybrid model
neither disputes the existence of principal components nor the existence of basic
emotions, but rather accommodates both within a single paradigm of hierarchical
organization of emotion which accommodates BET and the taxonomy of basic and
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non-basic emotions and both their decomposition into the principal components of
the dimensional models of emotion. Finally, the difference between emotions and
mood was introduced, how they mutually affect each other and the challenges they
pose for emotion research in separately measuring either construct.

2.3 Methods and Tools for Assessing Mood:

Analogue and Digital

This section introduces common methods developed in the literature and used
in practice for assessing mood. It highlights their strengths, weaknesses, and
their utility for representing or capturing mood. Additionally, the Ecological
Momentary Assessments (EMA) framework is introduced as a means to provide
quick assessments on easy-to-use instruments, frequently during the day, and the
benefits of using EMAs.

2.3.1 Numerical or graphical scales

Numerical or graphical scales are well-known and used tools to measure attitudes.
Likert-scales [18] typically feature 5, 7, or 9 numerically indexed discrete points
indicating levels of agreement or disagreement with a question or a statement.
They can be uni- or bipolar, where in the latter, the mid-point of the scale is
used to indicate a neutral or impartial attitude [18]. Additionally, Likert-scales
often feature anchors, typically as a single word or a short textual description,
denoting the meaning at each extreme of the scale. Similar to Likert scales, Visual
Analogue Scales (VAS) [19] are used to capture attitudes in an analogue manner.
Therein, instead of discrete points, VAS are represented as a line, which allows
participants to mark their response towards a particular subjects on any point
over that line. The subsequent assessment is then quantified as a distance from
either of the extremes in unipolar scales, or the centre in bipolar scales. VAS can
also feature indicators over their range, denoting intervals or levels of agreement,
designed to aid a person in providing their assessments. The difference being, that
Likert-scales measure attitudes through a range of predefined discrete values, while
VAS – as a continuous scale. Both scales are powerful instruments, as they allow
capturing subjective opinions, attitude or feelings towards a particular subject, or
an aspect of it as a numerical representation.

Despite their extensive use, however, there are criticisms regarding how those
numerical scales are perceived by users and subsequently numerically quantify
attitudes. For example, the presence of anchored labels or markings denoting
intervals on a VAS scale is shown to prompt the coalescence of assessments near
those indicators, while in-between ranges remained depressed [22]. VAS scales are
found to be most precise when featuring a real-time feedback component, e.g. as a
percentage, numerical value or through other means of feedback [22]. Additionally,
distances between marked regions on a scale are not always perceived equally,
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resulting in an offset in the provided assessments [20]. Additionally, the choice of
a numerical range in Likert Scales (e.g. [−3, 3] or [0, 7]) and their arrangement
within a scale can, in turn, influence the interpretation of anchors [24]. Lastly, an
end-aversion bias is identified in bipolar scales where regions lying towards the
extremes of a scale remain underutilized [23].

In sum, assessments provided through numerical scales can be influenced by
their textual labels (e.g. anchors), numerical indexing, or the number and frequency
of indicators denoting increments on the scale, where each of those factors may
impact the accuracy of provided measurements. With respect to measuring mood,
scholarly works point out that mood is a highly subjective and often complex
construct, difficult to be translated in a numerical equivalent [20, 21].

2.3.2 Abstract or Representational

The field of HCI has also investigated ways to assess mood as increasing one’s
awareness of their mood has a positive impact on their mental health and well-being
[15]. Specifically, tools have been developed to capture and represent mood through
modalities such as colours [36, 37] or abstract imagery [38–40]. For example,
some such instruments are the Photographic Affect Meter (PAM) [38] which uses
emotionally affective images to portray mood according to ratings of valence and
arousal. It consists of 16 images, representing different points according to the
circumplex model of affect, spatially allocated within the two-dimensional space of
valence and arousal. Similarly, The moment [36] is an application that uses colours
to span an emotion space, where colour shades represent the intensity of an emotion.
While such approaches provide an easy and accessible way to represent mood, they
are limited to the amount of emotional intensities they provide [65]. Additionally,
while very expressive, colours cannot unambiguously represent distinct emotions or
or abstract imagery are limited to the valence-arousal dimensions of the dimensional
model of emotion. For those reasons, such tools can be useful for self-assessing
one’s mood, however at the expense of low resolution in their assessments.

2.3.3 Facial expression-based methods

The use of facial expressions to represent mood is not novel. Initially, the Face Scale
was developed containing a variety of facial expressions varying in the intensity
of portrayed emotion intended to be a non-verbal method for self-assessing mood,
bridging the gap in literacy [21]. The Face Scale consists of 20 schematic faces
spanning a range of emotions at incremental intensities from sad to happy and is
aligned with BET. Subsequently, the Self-Assessment Manikin (SAM) was developed
depicting the dimensions of valence, arousal and dominance [33]. SAM features a
drawn mannequin using pictorial representations of those dimensions at different
intensities, in concordance with the principal components of the dimensional model
of emotion. Both instruments adhere to a particular model of emotion, and both
have been successfully used for assessing mood [21, 33]. However, it is known
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that schematic representations reduce the complexity inherent to realistic facial
expressions [66]. Subsequently, schematic or drawn faces are of low-fidelity and
consequently, are limited in the range of nuanced intensities they can portray.

More recently, the widespread use of smartphones and smartphone applications
has allowed for the conceptualization and practical application of more modern
facial expression-based ways to represent emotions, such as smileys [34, 35, 67].
Smileys are typically used to supplement emotional context to text-messages and
while widely successful in achieving this task, they are, in essence, exaggerated
portrayals of categorical emotions. That being said, smileys, similar to schematic or
drawn faces are of relatively low fidelity and lack the ability to represent nuanced
expressions, where in addition the interpretation of smileys between persons has
also been found to be inconsistent [41].

Alternatively, scales using realistic faces have also been employed for self-
reporting mood. One such tool is the Dynamic Visual Analogue Mood Scales
(D-VAMS) [27] which features photographs of a man and a woman enacting various
facial expressions arranged on a number of bipolar scales. While the scale is close to
reality in using real facial expressions, the use of photographs limits the scale’s range
to a number of predefined static images portraying a fixed range of expressiveness,
is not easily extensible to incorporate additional expressions and are difficult or
nigh impossible to personalize beyond the predefined identities and expressions.

In sum, schematic faces are constrained to be low-fidelity cartoon-like
representations of emotions and have limitations to the range of emotion intensities
they can portray. On the other hand, photograph-based scales are fixed to a number
of predetermined emotions and ranges of emotion intensities, while emojis do not
provide sufficient nuance to be able to represent emotions beyond a categorical
state. Hence, new methods for creating realistic-looking facial expressions using
advancements in machine learning methods may allow to capitalize on creating
realistic-looking facial expressions for mood self-reports, which are flexible in the
range of intensities or expressions they can provide, while allowing a degree of
customisation to users.

2.3.4 Ecological momentary assessments

Ecological momentary assessments (EMA) is a form of assessment, widely used
typically in smartphone applications for patient monitoring and tracking. EMAs
rely on notifying users periodically during the day with prompts to self-report on
one or more modalities such as mood, behaviour patterns, symptoms, among others.
They are extremely useful and have been used within a wealth of applications and
scientific studies [6, 68, 69]. Additionally, EMAs are considered the most accurate
form of self-report [70], as they allow a user to report on events close to their time
of experience, thus mitigating inaccuracies in recalling past events, known as the
retrospective recall bias [71]. Typically, they ensure that self-reports have ecological
validity, i.e. that assessments generalize well in real-life settings [17]. EMAs rely on
simple measurement tools such as the Likert or Visual Analogue Scales (VAS) [18,
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19], which allow for assessments to be made quickly with little to no obstruction in
day-to-day activities [70].

The research in this thesis will feature the development, design and evaluation
of multiple smartphone application prototypes for self-reporting mood using facial
expression feedback. As such, the use of EMA is pertinent to this thesis and will
be applied throughout as a requirement in the development of various prototypes.

2.3.5 Section Summary

In this Section, tools from the fields of HCI and Psychology were introduced
giving an overview of traditional methods to self-assess mood, their strengths,
weaknesses and practical utility. Additionally, facial expression-based methods were
introduced and possibilities of further developing such technologies were outlined
leveraging novel advancements in machine learning methods for improving upon
those approaches. Finally, the concept of ecological validity obtained through the
use of EMAs was elaborated on, establishing its need as a prerequisite for improving
the quality of assessments for, among others, mood self-report tools.

2.4 Facial expressions for mood self-reports

Facial expressions are inherently linked to emotional experiences and are powerful
visual indicators to communicate our emotions to the surrounding world [28]. These
are embodied representations and typically we are well-versed in enacting them
or recognizing those in others. Facial expressions are externalized representations
of affective states [72] and embody discrete emotions, making them a suitable
medium to represent mood [21, 27, 63, 64]. Mood and emotions are different
constructs, but while mood is not distinctly associated with a particular facial
expression, a collection of emotions, however, are considered to be valid indicators
of mood [21, 27, 63, 64]. A key benefit of using facial expressions for mood
self-reports is that they are a non-verbal method. The advantage of using facial
expression-based instruments is rooted in the biological basis of expressions, where
they are considered to be a set of biologically rooted signals evolved for the purpose
of communicating emotions [73]. An implication of this biological basis is that
expressions are by large invariant over time and within-cultures. Therefore, using
facial expressions as feedback for self-reports is generally more accessible, requiring
no introspection, language proficiency, or familiarity with terminology.

2.4.1 Emotion Signaller-Decoder Framework

Facial expression processing and enactment have been traditionally regarded as
separate paradigms, occurring independently [74]. However, in the context of
communicating emotions, the enactment and interpretation of emotions are in fact
interdependent [74]. Effectively communicating emotional information relies on the

17



2. Literature Review

enactment of an appropriate facial expression and its intensity. Similarly, effectively
decoding that information from a facial expression relies on correctly inferring
the categorical class and intensity of the portrayed emotion. In a typical social
context, this relationship is burdened with multiple complexities. For example,
social desirability bias and agency towards a particular social goal may prompt a
modulation in one’s own emotional response [75, 76]. However, within the context
of an interaction with a facial expression-based interface, social factors are largely
irrelevant.

Facial expressions have a particular signature comprising of different facial
features, their spatial arrangement at the highest emotional intensity, and duration
of the enactment of an expression. Therefore, an expressions’ dynamics in terms of
its facio-musculature activation and its unfolding over time is descriptive of emotion
intensity [25, 26]. Facial expressions at their peak are clearly differentiated from one
another, hence they are easy to be recognized categorically and cannot be interpreted
as belonging to more than one emotion classes [25, 26]. Conversely, the experience
of a weak, but sufficient in magnitude emotion will induce an expression of a
minimal intensity in the signaller [77]. This is mediated by the perceived salience
of the triggering stimuli and the signallers’ own facial expressiveness. Factors
which may impact facial expressiveness are, for example, congenital impairment,
or other health conditions, among others [78]. For a decoder, the ability to
detect a facial expression and its intensity are impacted by their facial expression
literacy, such as individual differences, cultural or group familiarity, temporary or
permanent impairment caused by a medical or congenital condition, individual
learned experiences, cultural conditioning [48], among others.

Accounting for variations in producer’s expressiveness to convey facial
expressions and decoder’s facial expression literacy to recognize and correctly
interpret them creates an interpretation map between these actors [77]. Some
subtle experienced emotions may lay beyond the ability of the signaller to express,
or the ability of the decoder to accurately discern them; this is also the boundary
where expressions may be misclassified. In short, for each subtle facial expression
there is one at an intensity that is unequivocally produced by the signaller and
recognized by the decoder as such, while those of higher intensities or at their peak
are easily distinguished and recognized as they lay beyond this perceptual threshold.
In the context of interfaces relying on facial expressions to convey emotions at
varying intensities, technologies which are used to create those expressions need to
be granular such that they can create a range of nuanced expressions which can be
unequivocally recognized as such by users.

2.4.2 Individual and group variability in the interpretation
of facial expressions

Faces encode a plethora of information and are the basis for making social judgments
such as estimating age, gender and others [79–81]. The accuracy in perceiving
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facial expressions and adequately estimating their emotion intensity is linked to
ones’ familiarity with a particular social or cultural group [82–84]. An analysis
of the universality of facial expressions identifies that there are cross-cultural
variations in the interpretation of facial expressions [48]. Additionally, works
examining smiles in heterogeneous and homogeneous populations identify that
persons belonging to more diverse societies adopt a facial expressiveness which is
more accurately recognized across cultures [85]. It is known that cultural or social
familiarity translates to more efficient and clear non-verbal communication through
facial expressions. Furthermore, multiple studies identify increased accuracy in
attribution of emotion to emotional faces favouring those within the same culture
group [86–88].

Gender-differences also play a role in the attribution of intensity to emotional
faces. In general, people tend to be better at recognizing the expressions of their
own gender [89]. Beyond being more expressive, women appear to also have an
advantage in identifying and estimating emotion from faces [89, 90]. Finally, there
are also individual differences in the ability to discern emotions from faces [77].

In sum, individual- and group-differences are an important aspect to consider
in building facial expression-based interfaces. Technologies used to create facial
expressions need to be generic such that they can be customized and tailored to a
users’ social and cultural familiarity in allowing them to correctly infer emotion
and its intensity from a face.

2.4.3 Section Summary

In this section, understanding of emotional facial expressions and how they are
perceived were presented, as well as factors pertaining to variations between cultures
and among individuals within the same group. In particular, facial expression
interpretation appears to be influenced by a variety of factors which contribute
to the requirements in the design and implementation of facial expression-based
tools. Specifically, this highlights the need for customizable interfaces, which are
generic such that they would be able to accommodate to users’ variations in their
perception and familiarity with the enactment of facial expressions.

2.5 Affective disorders: Depression

Affective disorders are a group of conditions including depression, anxiety and
bipolar disorder. Those are recurrent in nature, defined by periodic episodes of
depression, mania or anxiety, during which certain behaviours or symptoms are
exhibited. The main characterizing feature of depression is dysregulation in mood
[91]. Mood dysphoria persists throughout the depressive phase of the disorder and
is the most characteristic and pervasive symptom. Mood, however, also tends to
naturally fluctuate throughout the day following a distinct diurnal pattern [92].
Such daily variations are an important and informative modality to capture due to
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their centrality to the symptomatology of the disorder. Effectively capturing mood
can be useful in identifying patterns preceding the development of a depressive
episode [25].

2.5.1 Assessing depression through screener questionnaires

To diagnose depression a patient would usually undergo a psychiatric evaluation
with a clinician. An important tool, aiding the diagnosis, are questionnaires which
assess the presence and severity of symptoms in an objective and quantifiable way.
Questionnaires are a standard part of clinicians’ tool-set and have been reliably
used in the therapeutic practice, i.e. Patient Health Questionnaire (PHQ) [42],
Hamilton Depression Scale [93], Montgomery-Åsberg Depression Rating Scale [94].
Mostly, those questionnaires aim to assess a patient on the presence and perceived
severity on a number of symptoms. The questionnaire scores are typically summed
up and the final score indicates an absence or presence of mild, moderate, or severe
depression. A patients’ score is considered an objective measurement of their overall
state of depression.

Nevertheless, questionnaires inherently possess a number of drawbacks. Their
assessments are retrospective as they inquire about the presence and severity of
symptoms within a period of two weeks to two months in the past. This type of
retrospective assessment is susceptible to retrospective recall bias [95, 96], i.e. an
incomplete or altered recollection of past events influenced by a persons’ current
mental state (e.g. recalling a generally positive memory with a negative connotation
by a person living with depression). While such tools are effective in measuring
the overall presence and severity of depression, they are unsuitable for frequent
use. When administered more frequently than once every two weeks, the quality
of provided assessments degrades significantly [97]. In addition, the practicality
of frequently filling out a questionnaire requires moderate investment in time and
effort, hampering its utility as a monitoring instrument.

Furthermore, questionnaires are known to obscure the symptom-composition of
depression. Symptoms are scored on a numerical scale ranging from their absence
to their consistent or frequent manifestation over a specified time period. The final
score is calculated as the cumulative sum of individual symptom scores, where
the demarcation between different levels of depression (e.g. mild, moderate, and
severe) is based on how the final score measures up to predefined thresholds. In
fact, recent studies established a baseline prevalence frequency for symptoms of
depression in the distribution pattern of Patient Health Questionnaire (PHQ-
9) [42] responses within the general population and found that some symptoms
occur more frequently than others [98]. Moreover, symptom severity appears to
diverge over the disorders’ course-trajectory, indicating that depression may have
multiple progression pathways [99]. Findings have also shown that symptoms
have differential outcomes, whereas some are more likely to persist years after
the formal diagnosis [99]. Therefore, questionnaire scoring may be flawed as it
presupposes that symptoms are disjunct from one another and contribute equally
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to the overall disorder severity. However, depression is a complex disorder with
symptoms connected in a dynamic network of causality [99]. When comparing
PHQ-9 to a semi-structured interview conducted by an experienced diagnostician,
a meta-analysis concluded that PHQ-9 substantially overestimates depression
prevalence [100]. Therefore, questionnaire-based assessments cannot be used as
a single source of truth for diagnosing or assessing depression severity. While
questionnaires are easy to access and use to assess one’s depression severity, new
tools may bridge the gap in being able to quantify depression severity, ideally in a
way that accounts for individual symptoms and is suitable for frequent use.

In conclusion, using questionnaire based diagnostic instruments warrants caution.
A reconsideration in how those instruments are scored in favour of a weighted-
average approach considering the prevalence in the general population as well
as symptom frequency may be more adequate. Questionnaires also rely on the
correct interpretation of language in order to accurately score symptoms, where
the accessibility to medical terminology may also lead to its misappropriation
or misuse by the public. Furthermore, future work aiming to address this need
should focus on a symptom-aware approach in building assessment tools. Assuming
that symptoms of depression have a unique, distinct, and characteristic fingerprint
expressed in the face, facial expression-based tools would be in a unique position
to allow users assess their symptoms non-verbally where those assessments could
also be administered frequently as EMAs provided suitable tools are developed.

2.5.2 Depression-induced biases in perceiving facial expres-
sions

Depression appears to affect the way emotional faces are perceived and interpreted
[101–105]. The literature distinguishes three types of biases characterizing the facial
expression-processing disturbance: i) an attention bias in selectively attending
to or dwelling on particular facial expressions, ii) a processing bias expressed
as an increased latency in classifying facial expressions, and iii) a perceptual
bias represented as misinterpreting emotion categories or intensities in specific
facial expressions. A comparison between schematic faces, words and realistic facial
expressions showed that those biases appear to manifest only when perceiving real
human faces [106–108]. This implies that schematic faces may be perceived as a
categorical representations of emotion, more similar to emotion words and as such,
they are likely to possess exaggerated features making those categorical distinctions
clearer at the expense of losing the complexity inherent to realistic faces [66].

Attention bias The attention bias can be measured as number of fixations drawn
towards a particular facial expression, and dwelling, measured in the duration of
those fixations. Literature indicates that depressed patients and those in remission
tend to direct their gaze more often towards sad faces [101, 102]. Furthermore,
non-clinical and clinically depressed patients tended to dwell significantly longer
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on sad faces [109, 110] and to a lesser extent on negative faces [111]. Interestingly,
also patients in remission were identified to selectively tend to sad faces [102].
Conversely, healthy participants were found to more often direct their gaze towards
faces displaying happiness and avoid those of sadness [102], an effect which was
not observed in either depressed patients or those in remission. The difference in
tending to particular facial expressions between healthy participants and those
with depression is further reinforced as depressed patients were found to dwell
marginally less on happy faces [110].

Processing bias The processing bias is characterized by a latency in detecting,
or reacting to a facial expression. Albeit limited, literature suggests a difference
between depressive patients, those in remission and healthy controls. Depressed
patients showed an increased reaction time to all facial expressions, an effect
particularly emphasized in their response towards neutral faces [103, 104].
Additionally, they appear to be faster in recognizing happy expressions compared
to sad and neutral ones, an effect also observed in healthy participants, but absent
in sub-clinically depressed [104]. Patients in remission also appear to respond
particularly slow to neutral faces, however they did not exhibit the same overall
impairment for all expressions [104]. In contrast, healthy participants were quicker
to respond to neutral expressions than sad ones [104]. In contrast, no significant
difference in response times was found between a cohort of depressed and non-
depressed women [112].

Perceptual bias The perceptual bias is expressed as an impairment in the
ability to correctly identify emotion in a facial expression either categorically or
by misinterpreting its intensity. A meta-analysis investigating emotion recognition
acuity of depressed patients identified a general deficit in recognizing all basic
facial expressions of emotion [25], except for that of sadness [105]. This analysis
encompassed 22 papers examining responses to the six basic facial expressions [25]
and is conclusive that there is an emotion recognition impairment in depressed
patients [105]. However, some potential sub-group differences deserve further
attention.

Consistent with previous findings, depression induces an overall impairment in
the recognition of more subtle expressions of happiness and sadness [104], the neutral
expression [113, 114] and that for anger and fear [112]. Furthermore, depressive
patients require higher intensities of emotion compared to healthy participants to
correctly identify the presence of emotion in all basic facial expressions of emotion
[115, 116]. Sadness is an exception to the rule, where depressed patients appear
to require less expressiveness in the face [115, 116]. As expected, recognition
accuracy in both depressive and control groups increased when presented with more
expressive faces, where the rate by which the recognition accuracy improved is
inversely correlated to severity for those with depression [116]. Patients in remission
and sub-clinical populations required more intensity of emotion only for the facial
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expression of happiness, while displaying an improvement in their overall perception
of affect for all other expressions [103, 104, 113]. In some cases, depressives also
misclassified neutral faces as sad [104], which hints at a misattribution of affect in
ambiguous expressions towards sadness.

2.5.3 Quantifying depression severity using biases in the
perception of facial expressions

In sum, the perceptual bias is the most reliable and consistently replicated among
the three ones. There seem to be distinct characteristics of perceptual biases
descriptive of 1) severe depression 2) sub-clinical depression and remission and
3) absence of depression. Additionally, the extent to which perceptual biases are
exhibited appears to correlate to depression severity. For example, severe depression
impairs the recognition of all mild facial expressions, i.e. those portraying low
intensity of emotion, except that for sadness. Additionally, some evidence even
suggests a heightened recognition of sadness in facial expressions. A subset of the
general impairment is attributed to sub-clinical depression and remission, where the
perceptual bias affects only the recognition of mild expressions of happiness. This
impairment is not observed in the absence of depression. This classification may be
used as a diagnostic instrument where capturing and quantifying these biases could
be an effective and unobtrusive way to assess depression severity. As those biases
are only observed in the perception of realistic faces, facial expression-based tools
which possess sufficient granularity to portray a wide range of nuanced expressions
can capitalize on those biases. Assessing depression severity through identifying
patterns or trends in the use of facial expression-based tools could be a way to track
and monitor patients unobtrusively simply through the use of providing EMAs for
self-reporting one’s mood.

2.5.4 Section Summary

In this section, questionnaire-based methods for assessing depression severity were
introduced. Additionally, their strengths, weaknesses were outlined as well as their
applicability for monitoring patients. A research gap was identified that could
allow facial expression-based representations of symptoms of depression to be used
as assessment instruments instead. Finally, biases known to affect the perception
of or interaction with real facial expressions were introduced and their diagnostic
utility for assessing depression severity through facial expression-based tools.
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2.6 Integrating facial expressions within contem-

porary theory of emotion as a valid construct

for measuring mood

The integration of facial expressions as a medium to represent mood needs to adhere
to principles posited by emotion theories. Both BET and the dimensional model
can be seen as providing different levels of abstraction with BET being a holistic
interpretation, while the dimensional theory – a reductionist approach based on
its principle components. From the perspective of both models, the use of facial
expressions for recording mood is not new. As elaborated on earlier, schematic
and drawn faces have already been used for assessment purposes as happy-to-sad
scale which was aligned with BET and SAM – with the dimension theory [21,
33]. However, there is limited research to date in using real facial expressions
for mood self-report instruments. In addition, there are interesting properties
inherent only to the perception of realistic human facial expressions. Tools relying
on the use of facial expressions have the potential of capturing and quantifying
facial expression biases to assess depression severity, or assuming that symptoms of
depression possess distinct facial characteristics could allow to assessing individual
symptoms of depressions.

Contemporary technologies for generating facial expressions such as deep
learning or generative adversarial networks have achieved impressive results and
have an even more promising future [117–121]. At present, those techniques are
able to generate faces with increasing level of detail, without triggering the uncanny
valley effect [122], expressed as a person’s emotional response of repulsion towards
an object that appears to resemble a human being, but is not an exact representation
of one. There is potential that the future development of those technologies will
pave the way for digital identities [123] virtual avatars [124, 125] and others. As
such, the approach described within this thesis is not out of place or untimely.
Studies, evaluating facial expression scales have established that users generally
prefer human-like representations to abstract numerical ones [126, 127]. With
further advancement of machine learning and 3D modelling techniques, it will be
possible to create realistic and plausible enactments of various facial expressions.
In turn, those could be fine-tuned and personalized to portray emotions at different
levels of detail, intensity or control the enacting identity or type of expressions.
Hence, further development in generating realistic facial expressions or using them
for self-reports would advance research in this area.

In the context of depression, tools relying on realistic facial expressions for self-
reports can be a very valuable source of information. A facial expression interface
relying on EMAs for continuous monitoring could not only be used for mood-
monitoring, but those assessments may also be used to quantify depression severity
as depression appears to influence the perception of distinct facial expressions.
Hence, it could be possible to fingerprint distinct states of depression over its
course-trajectory according to the exhibited perceptual alterations. A feasible
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way to do that would be to use a tool which relies on EMAs integrated with
facial expression-based self-reports. Assessments provided via such a tool would
be unobtrusive to patients as the underlying quantification could be computed
based on provided self-reports at no additional cost in time and effort to a user.
Additionally, depression severity could be measured within-subjects as those biases
in the ability of a depressed person to detect emotion in a face are subjective
and the patterns in their assessments can be compared to those provided during
absence of symptoms. In turn, this approach is by default decoupled from variance
introduced by population differences.

Group- and individual differences in the perception of facial expression pose
a few challenges to such technologies. When considering the variance introduced
by cultural factors such as group-belonging, it furthers the argument that facial
expression-based tools need to be personalisable. The reason being that the accuracy
in recognizing facial expressions improves when the observer belongs to the same
culture-group or is familiar with the facial expressiveness of the enacting identity.
While group-differences are a powerful instrument to derive and generalize on
particular characteristics of a population, individual differences are also important
as they describe the variance within that group. Tools relying on the representation
of mood through facial expressions need to be user-centric and adhere to the
particular perceptual acuity and ability to recognize facial expressions of the user.
In sum, to capture deviations of small magnitude using such tools, it needs to be
ensured that those deviations are not introduced by group or individual differences.

One of the most contentious topics in the literature revolves around the
universality of basic facial expressions of emotion. Here, it is important to
address this long-standing debate explicitly, as it put into question the fundamental
supposition of the proposed approach and namely that facial expressions and their
use within self-assessment tools would be unambiguously understood by their users.
In particular, critics of the universality theory point out that the basic facial
expressions of emotion should constitute only of those for anger, fear, happiness
and sadness [49]. In addition, they argue against the veracity of the statement that
facial expressions are perceived universally across cultures [128]. Research indicates
that there are cross-cultural variations in the enactment of facial expressions as
well as how accurately those are perceived by persons belonging to the same or
different culture-groups. However, here it is important to delineate what this
criticism does not dispute and namely the universal existence of basic emotions and
their associated facial expressions in all cultures. It also does not imply categorical
misattribution of emotion labels to basic facial expressions in culturally homologous
experiments (e.g. emotion signaller and decoder belong to the same culture or the
decoder is familiar with the expressions of the signaller). In sum, the existence of
particular pan-cultural emotions, their respective facial expressions as well as the
attributed core-meaning of emotion are not put into question. Also, it is not debated
whether the emotional experience of one person differs to that of another regardless
of cultural belonging. What is disputed, however, is whether some basic expressions
are indeed ’basic’ and that facial expressiveness is culture-invariant. Thus, tools
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which utilize facial expressions should be able to accommodate for those differences
such that they are generic and can create or visualize expressions for arbitrary
identities (e.g. the portraying identity could be chosen to best suit the user) or
expression-agnostic such that there would be no technological challenges in creating
or visualising culture-specific facial expressions. Should those considerations be
taken into account in the design and development of facial expression-based tools,
the cultural variation aspect in the aforementioned debate would not be applicable.

Basic facial expressions of emotion are established to be biologically hard-wired
and accompanying emotional experience as by evidence from congenitally blind
people [129]. Thus, there is no argument to be made against using facial expressions
being used as a construct for representing emotions. Taking that into account,
irrespective of whether facial expressions are basic or complex, they could be used
to represent emotions as long as they are meaning-invariant to the person or group
of persons perceiving them. The benefits of extending facial expression tools to
incorporate expressions beyond the basic ones would yield considerable advantage
to the flexibility of the method as those would expand the assessment space.
However, to date there is limited research and agreement on distinct expressions
unambiguously conveying other emotions. However, should such expressions exist,
a pertinent point for technologies used to create or visualize facial expressions is
that they need to be expression-agnostic.

Finally, the enactment of facial expressions in social settings could be influenced
by a multitude of social factors [76], however, in the personal interaction between
user and technology, such considerations are a moot point, as the technology itself
would not intentionally misrepresent emotions or enact judgments.

2.7 Chapter Summary

In this chapter, the core-concepts of emotion theory and emotion and mood were
introduced as they shape our contemporary understanding on those subjects.
Additionally, mood assessment methods used in practice in the fields of HCI and
Psychology for self-reporting mood were presented. Subsequently, the use of facial
expressions as a valid construct for representing emotions was introduced and
argumented. Depression and its symptomatology were introduced highlighting
possible applications of such tools for using facial representations of symptoms of
depression for self-reports and in capitalizing on the manifestation of biases in the
processing of faces as diagnostic tool to measure depression severity. Technologies
that can create or visualize facial expressions within tools for self-reports were
introduced highlighting their suitability for the task. Finally, theory and practice
were bridged together in an exploration of what is known on facial expression-
and non-facial expression-based assessment tools, social face perception outside
and within the domain of affective disorders and how machine learning or 3D
technologies can address issues spanning from the interplay of all those subjects.
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Chapter 3

Methodology

3.1 Introduction

The methodology adopted for this thesis integrates both quantitative and
qualitative research methods with a stronger emphasis on quantitative analysis
and interpretation of data obtained through multiple studies [130]. The main
investigation principle is rooted within iterative development and follows the
Rational Unified Process framework (RUP) [131], while borrowing some applicable
principles from agile development [132]. The research conducted in this thesis
investigates the basic concept of using facial expressions to represent emotions in
multiple experimental studies. Following RUP, each chapter incorporates ideas and
knowledge from previous ones.

3.2 Research Approaches

The research approach employed in this thesis is that of pragmatism [133–135].
In essence, the pragmatist approach postulates the role of action and change in a
world of flux. ’The essence of society lies in an ongoing process of action – not in
a posited structure of relations. Without action, any structure of relations between
people is meaningless. To be understood, a society must be seen and grasped in terms
of the action that comprises it ’ [136, p. 71]. Actions are thus pivotal as meaningful
conveyors of information and change. To achieve a purposeful goal, action needs to
be informed by knowledge. Those characteristics are thus intertwined, such that
knowledge informs action and gives it purpose. Pragmatism finds the practical
consequences of an idea or a concept as foundational. This is formulated as a
pragmatic principle as follows: ’Thus, we come down to what is tangible and
practical as the root of every real distinction, no matter how subtle it might be; and
there is no distinction of meaning so fine as to consist in anything but a possible
difference of practice’ [137, p. 7].

Additionally, inquiry and constructive knowledge is central to applying
pragmatism in research. This is best defined as follows: ’Inquiry is the controlled or
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directed transformation of an indeterminate situation into one that is so determinate
in its constituents, distinctions and relations as to convert the elements of original
situation into a unified whole’ [138, p. 104]. Inquiry is ’as a natural part of life
aimed at improving our condition by adaptation and accommodations in the world ’
[139, p. 20]. Thus, inquiry is seen as an investigation into an aspect of reality with
the purpose of exerting a controlled change in this part of reality and generating
knowledge, where the interests of cognition and practical application overlap. A
core idea of inquiry is to generate knowledge informing actionable change and
improvement. This idea is further reinforced as follows: ’an empiricism which is
content with repeating facts already past has no place for possibility and for liberty ’
and outlines that pragmatism focuses on what is applicable and what might have a
benefit in the future, rather than reporting on the current state of reality [140, p.
8]. As such, pragmatism views knowledge as an instrument to apply actionable
and purposeful difference in practice.

Methodological pragmatism emphasizes the active role of the researcher
in creating data and theories, where real-world experimentation is imperative.
Through actions, inquiry or personal observations and informed by knowledge, a
researcher examines the effects and success of different strategies. In action research,
methodological pragmatism outlines the importance of continuous development,
application and evaluation of acquired knowledge and strategies. Pragmatism also
employs a pluralistic view on methods applied for the research purpose or empirical
scenario as circumstances define their need [141].

3.2.1 Mixed Research Methodology

The combination of qualitative and quantitative methods at various stages in
the research process are known and often employed under the umbrella of mixed
methodology. This approach is commonly employed by the adherents of the
pragmatism paradigm [142]. Contemporary understanding, considers quantitative
analysis to be superior in order to inform generalizations about a population,
while qualitative – in creating rich contextual data detailing particular aspects of
importance to users [143]. The following sections describes the main quantitative
and qualitative research methods employed within this thesis as well exploratory
research which can either be quantitative or qualitative.

3.2.2 Quantitative Research Methodology

Quantitative methods enable collecting and evaluating measurable and verifiable
data in order to identify and understand patterns and trends [144]. Technology,
being ubiquitous in contemporary society, has eased the collection of data and
enables the use of quantitative methods. Subsequently, modelling data using various
techniques allows for its analysis and interpretation, which in turn informs research
directions. For most of the thesis, a quantitative approach was selected as the
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leading research method in particular for user studies described in Chapters 4, 6, 8
and 9.

3.2.3 Qualitative Research Methodology

Qualitative research is often associated with the philosophy of interpretivism [135].
However, an often overlooked fact is that qualitative research in information systems
can also be achieved following the paradigm of pragmatism [133, 135]. As previously
elaborated, pragmatism is associated with action, intervention and constructive
knowledge, observed through the prism of its utility in action and its applicability.
Knowledge of the multiple realities is therefore gained through an integration of a
multitude of perspectives, encompassing both qualitative and quantitative research
methods. This approach of mixed methods supports a more detailed understanding
of research questions and results, leading to a balanced conclusion on the challenges
and opportunities about a research problem. Thus, a qualitative researcher applying
active and design research may also subscribe to a clear paradigmatic basis for
their work. As such, pragmatism is considered an appropriate paradigm for
both quantitative and qualitative investigations. Specifically, qualitative research
methods were used in Chapters 4, 6, 8 and 10.

3.2.4 Exploratory Research Methods

Exploratory research aims to allow a researcher to be creative and gain insights on
a subject. According to scholars, ”Social science exploration is a broad-ranging,
purposive, systematic, prearranged undertaking designed to maximize the discovery
of generalizations leading to description and understanding of an area of social
or psychological life” [145, p. 3]. It is argued that exploratory research should
not use confirmatory mechanisms like hypotheses. Instead, it borrows from the
principles of grounded theory, which postulates the construction of hypotheses and
theories a-posteriori through the collecting and analysis of data [145]. As such, the
topic of investigation needs to be clearly formulated as a question or a collection
of questions. As data is collected and analysed, concepts, ideas and deductions
’emerge’. By adopting exploratory research to ones’ tool kit, a researcher can create
foundational knowledge on the matter in question. Exploratory research can add
quality and insightful information and is vital to a study. Often an outside audience
will be used, where internet-facilitated methods, which are interactive in nature are
employed. Exploratory research can be used in a multitude of fields and can benefit
greatly from a broad spectrum of research methods and analysis techniques. This
type of research method adheres to the philosophy of pragmatism, as pragmatism
employs a pluralistic view on research methods and analysis techniques whose
outcome envisions a future of practical utility.

The exploratory research method was applied in Chapter 9 within a study that
aimed to visualize symptoms of depression as facial expressions.
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3.3 Principal Methods

3.3.1 Statistical modelling

Statistical modelling is a mathematically-formalized way to approximate reality
[146]. A statistical modelling can make predictions about future observations and
the accuracy of those predictions is a quantitative statement of how successful the
model is. Statistical models traditionally attempt to generalize upon an aspect
of reality from a constrained set of observations. Since it is impossible to observe
everything at all times, the completeness of all use-cases in a given sample can
enhance the success of the model. One of the most used models is linear regression
analysis, which attempts to predict one variable by using input values from another
on the merit of their historical correlation. Statistical modelling was used in
Chapters 4, 6 and 8.

3.3.2 Data Visualization

Data visualisation is a generalization method for arranging data in a way that
makes sense, such that it eases the process of finding patterns and aids in their
interpretation [147]. Typically, it is used a first step preceding data analysis
and modelling and as a final step to present findings about an identified trend.
Various visualisation techniques exist, which emphasize on particular numerical
characteristics of a dataset, relationship between variables or identified features.
From an academic standpoint, data visualisation is a mapping of the underlying
data to a visual arrangement. Various data visualisations have been used in all
chapters of this thesis using the seaborn python library [148].

3.3.3 Data Mining

Data mining is a combination of statistical methods and data processing techniques,
which aims to uncover patterns or correlations within a collection of observations
[149]. It is exploratory in nature and is typically applied to large datasets, where
those might be difficult to discern. Data mining can be used to increase the
quantity of the data or in some cases its quality by finding patterns for implausible
observations. Data mining was applied in Chapter 9 for the purpose of identifying
disingenuous responses of respondents in an online-conducted experiment.

3.3.4 Machine Learning

Machine learning methods describe a family of models which make use of training
data and are able to create representations of that data in order to provide
predictions [150]. Within the field of machine learning, neural networks are a type
of models best described as a series of algorithms that can identify underlying
relationships through a process that mimics how the human brain operates. The
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field distinguishes between two main types of neural network model categories
– generative and classification networks. Generative networks attempt to create
content based on learned criteria or constraints, while classification networks take
input data and produce an estimate of categorical belonging.

Deep-learning or specifically deep neural networks are a type of neural network
typologies which involve the use of multiple layers, where each layer specializes
in identifying and aggregating features from the previous one [151]. Through the
concatenation of multiple layers in sequence, complex organizations of features
can be identified or generated. Neural network models are powerful tools to use
when applied on complex or multi-modal data as they can use non-linearity to
describe the classification space. That aspect makes them extremely versatile for a
variety of tasks and consequently, they have been rapidly growing in popularity.
Machine-learning methods were used in Chapter 5.

3.3.5 Reverse correlation

Reverse-correlation methods are a cluster of methods, which augment an existing
signal with pseudo-random noise, where as a consequence, this modified signal may
posses distinct characteristics delineating it from the original one, resulting in a
change of meaning identifiable by a participant [12]. Those techniques are rooted
in perceptual research and have been applied in a multitude of tasks. Specifically,
reverse correlation was used in Chapter 9 for visualising symptoms of depression as
facial expressions in noisy images by study participants.

3.4 Data collection methods

3.4.1 Dataset

A dataset is a collection of data, typically consisting of text, numbers, images
or other mediums containing information [152]. A dataset can be heterogeneous,
whereby it consists of multiple variables belonging to different modalities considered
to be informative about a particular subject or homogeneous where a dataset
consists of data of a single modality. It is a broad term to describe aggregated data
[152]. In some instances, a dataset may bear relevance beyond the original purpose
for its collection and may be used in secondary analyses. Secondary analyses is
a viable research method to utilize previously collected information on a subject
with the aim to generate new understanding or formulate new hypothesis.

All user-studies presented in this thesis involve the creation of a dataset resulting
from a data collection phase, where data from multiple participants are combined
and thereafter analyses are performed. In particular user-studies described in
Chapters 4, 6, 8 and 9 rely on creating a dataset through data collection methods
as outlined in Table 3.1 respectively. Additionally, Chapters 4 and 8 describe
studies which rely on an existing mood-elicitation dataset in order to induce a
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mood in a participant. Chapter 5 uses the Radboud Faces Database (RafD) [8], a
facial expression dataset, used to create a data augmentation technique and train
and evaluate a machine learning models applied to a generative and recognition
tasks. Chapter 9 uses The racially diverse affective expression (RADIATE) face
stimulus set [14], a facial expression dataset used to create a blended androgynous
face.

3.4.2 Automatic logging

Automatic logging is a method for collecting data on digital applications or systems
and consists of logic that automatically records values for system states, sensors or
other modalities without requiring any user input [153]. It is a powerful instrument
used in research, as it allows to either augment user-provided data with contextual
information such as timestamps or location, among others, or can be used as a
stand-alone data collection method.

Automated logging was used as part of all prototypes developed for user studies
described in Chapters 4, 6, 8, 9. In particular, automatic logging in this thesis
consisted mostly of collecting timestamps when a user interacted with a interface
element in a prototype.

3.4.3 Self-reports

A self-report is a type of questionnaire, where respondents report on a characteristic
or state of themselves without interruption or guidance [154]. A self-report may be
submitted using a questionnaire or another measurement instrument that allows a
person to rate a particular characteristic about themselves or the world.

A mood self-report in this thesis refers to reporting on ones’ mood, where
in the context of this thesis, various facial expression-based and visual analogue
scales [19] were used in three different experiments described in Chapters 4, 6
and 8. Additionally, in Chapter 9, self-reports were provided by choosing one of
two noise-augmented images of faces according to their likeness to a symptom of
depression.

3.4.4 Questionnaires

A questionnaire is a research instrument consisting of multiple questions [155].
Those aim to collect information from participants regarding a subject matter.
Questionnaires are an effective way to measure behaviour, attitude or preference
in relation to particular characteristics of a process, application, device or
others. Typically, a questionnaire may include open or close-ended questions
or a combination of both. Collected data can be nominal, e.g. categorical such as
gender or dichotomous such as ’yes’ or ’no’ responses, or ordinal, e.g. age, numerical
measurements. Depending on the responses, data collected through questionnaires
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can be analysed quantitatively, for ordinal or nominal data or qualitatively for open-
ended questions [155]. Questionnaires are versatile as they can be administered in
a pen and paper form, or digitally as part of a web-page or within a smartphone
application, among others.

For investigating usability of prototypes used in Chapters 6 and 8, the Computer
System Usability Questionnaire (CSUQ) [156] was used in a digital form integrated
within the prototypes themselves. In Chapter 9, the Patient Health Questionnaire
(PHQ-9) [42] was used in order to screen participants for presence and severity of
symptoms of depression as well as to formulate concise descriptions for symptoms of
depression used as experimental conditions. Further questionnaires have been used
in user-studies described in Chapters 4, 6 and 8, tailored to assess characteristics
specific to the prototypes used in each experiment.

Questionnaires featuring qualitative open-ended questions were used in user-
studies described in Chapters 4, 6 and 8.

3.4.5 Interview

An interview is a qualitative research technique, which attempts to bring out
informative elements on a particular idea, method or properties through dialogue
[157]. It is the most direct and extensive method of capturing a users’ perspective.
Typically, interviews are either structured, semi-structured or unstructured. A
structured interview presupposes a set of questions which will be posed to each
participant, while an unstructured one does not and consists of a constructed
conversation between researcher and participant. A semi-structured interview
broadly implies the use of a number of prepared questions that provide a structure
that allows a researcher to orient the exploration of topics of interest. Either type
of interview comes with its own set of strengths and weaknesses, where structured
interviews allow a researcher to draw more consistent and reliable interpretations.
In some cases, particularly so with close-ended questions, responses can even be
analysed quantitatively. Conversely, the unstructured interview is naturally more
difficult to analyse and does not provide the same level of consistency, however it
offers a wider breadth of information, which can be very valuable in evaluating
existing aspects of an idea, tool, or design or identify future features of interest.

Within the scope of this thesis, a semi-structured interview was used in Chapter
8, consisting of a mixture of open- and close-ended questions.

3.5 Data transformation methods

3.5.1 Delaunay triangulation

Delaunay triangulation is a way to divide the surface or plane polygon into a set of
triangles that can be computed for a given set of discrete points [158]. The method
partitions the space in triangles under the condition that no point from the given
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set of points lies within the circumference of any triangle. In that manner, the
space is partitioned into a finite number of triangles, where the method maximizes
the minimum angle of all the angles in all triangles contained within the Delaunay
triangulation. This method has been applied for blending images of faces, where the
input points are landmarks in an image descriptive of facial features. By controlling
a blending factor, one can create a mixture between two or more distinct identities
(e.g. images of different persons), or between different expressions (e.g. happiness
and neutral), or both.

In Chapter 5, Delaunay triangulation was used to create an augmented version
of the RafD dataset [8] that was used to improve the quality of generated facial
expressions using a generative machine learning model and improve the recognition
accuracy of images containing facial expressions in a facial expression classification
task. Additionally, in Chapter 9, Delaunay triangulation was used to create an
androgynous face from RADIATE [14], a dataset consisting of males and females
of different ethnic backgrounds.

3.5.2 Neural Networks

Two categories of deep-learning neural network models have been evaluated in
Chapter 5: a generative model used to create images of faces portraying varying
intensities and expressions of emotion and two classification models for recognizing
emotion from an image of a face. Images produced by the generative model have
been used in prototypes for providing mood self-reports evaluated in Chapters 6
and 8 as well as EmotionAlly, a prototype system described in Chapter 10. The
classification networks are referred to later in Chapter 9 regarding their ability to
capture emotional content from a face.

3.5.3 Classification Images

Classification Images (CI) [43] is a reverse-correlation technique which is used to
augment an image with pseudo-random noise, whereby the resulting image may
resemble a psychological construct, known by a human observer. Typically, CI is
employed within a classification task such as the two alternative force choice task
(2AFC) [159], which implies that a participant is presented with two choices and is
asked to select the one that fits best the experimental condition. Over multiple
iterations where two such images are presented, a user reinforces salient features
descriptive of the experimental conditions, while non-salient ones are smoothed
out. Finally, by aggregating all choices made by a participant and collating their
selections within a single image, a representation of the experimental condition
emerges.

In Chapter 9, CI is used as a tool to modify an image of an androgynous face
with patterned noise, where the resulting altered images were used within an 2AFC
task. The task consisted of presenting 500 image-pairs to participants and required
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the selection of the face that best resembled a person exhibiting a distinct symptom
of depression.

3.5.4 User stories

User stories are usually a few sentences in simple language that outline a desired
outcome [160]. A user story is an informal, general explanation of a software feature
written from the perspective of the end user and are typically used in agile software
development. User stories do not detail how a feature will be realized and should be
seen as representing an end-goal from a user’s perspective. The purpose of a user
story is to articulate how a piece of work will deliver a particular value back. The
use of user stories empowers users and allows them to highlight features considered
of importance in contrast to informed decision-making or guesswork.

User stories were identified from user feedback collected throughout studies
described in Chapters 4, 6 and 8. They were then used to define desired features
in a system for self-reporting and visualising mood through facial expressions and
steered the development of EmotionAlly, a prototype achieving those objectives
described in Chapter 10.

3.6 Data analysis methods

3.6.1 Correlation analysis

In statistics, a correlation between two random variables or bivariate data is
descriptive of their linear relationship [161]. A positive correlation would indicate
that changes in either variable results in a change in the other in the same direction,
where the strength of the correlation indicates how close that change is. Conversely,
a negative correlation would still indicate a relationship between two variables,
however, an increase in the value of one variable results in a decrease of the value
in the other. Correlations are useful, because they can be used as an instrument
to establish a relationship between two variables, where one variable can be used
to predict the other. However, it is important to note that a correlation does not
imply causation. That is, a correlation can merely speculate on one variable’s
expected value based on observed values of the other, but cannot be used to infer
whether changes in one variable cause changes in the other. To make a claim
about causality, alternative research methods or carefully designed experiments are
needed.

Correlation analyses have been used as part of statistical modelling in user-
studies described in Chapters 4, 6 and 8.

3.6.2 Regression analysis

In statistical modelling, regression analysis describes a set of processes for estimating
a relationship between a dependent variable and one or multiple independent
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variables [162]. Regression analysis integrate correlations such that as an outcome
a model is created, where the model is trained on prior observations. The model
has a predictive power based on that prior knowledge and can be used to predict
the independent variable or variables given a dependent one. The most common
regression analysis is a linear regression, where a line is found that approximates
data of prior observations. Regression analysis is typically applied for predictions,
where in some situations it can also be used to infer about the relationship between
dependent and independent variables.

Linear regression models have been used in the analysis of self-reports provided
with a facial expression-based and visual analogue scales [19] obtained in user-studies
described in Chapters 4, 6 and 8.

3.6.3 Thematic analysis

Thematic analysis is a qualitative method for analysing data that involves reading
into a dataset and identifying patterns of importance [163]. Thematic analysis
is typically informed by information obtained from questionnaires, interviews or
other data collections methods which allow participants to freely formulate their
feedback. The process of thematic analysis involves clustering qualitative data into
categories or codes, where codes refer to a particular construct or idea pertinent
to the topic of investigation. Subsequently, codes can be added to themes which
describe a particular aspect of a technology, tool or psychological construct, among
others. Finally, themes allow the researcher to build narratives, which can tell
a story from a user perspective regarding the topic of investigation. Thematic
analysis presupposes the exemplification of claims or narratives by integrating vivid
or evocative quotations from the collected dataset, substantiating the narrative.

Thematic analysis was used in Chapter 8 as a data analysis method applied on
data collected through interviews.

3.7 Methodological Approach in this Thesis

There are four experimental studies conducted within this thesis described in
Chapters 4, 6 and 8 that investigated the use of facial expressions for mood self-
reports. Each of those three studies evaluated a prototype built for the specific
needs of the respective study, where the prototypes used the principles of simple
design. The study described in Chapter 9 focused on data collection and its
interpretation. As a methodological approach, this thesis applied the Rational
Unified Process (RUP) framework [131].

3.7.1 Experimental studies

In Computer Science, experimental design focuses on gathering measurements for
testing hypotheses regarding the value of technological artefacts (often software
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or hardware systems) [164]. The resulting combination of a functioning system,
supported by empirical evidence is intended to be used as a basis to supplement
evidence for theories. This is innately intertwined with the fundamental tenet
of the scientific method which posits that any proposed theory has to be able to
reliably explain and predict a part of reality. Providing evidence for a theory is
achieved through reproducible experiments. Experimental software engineering
emphasizes the use of empirical studies of all kinds to accumulate knowledge.

There are four experimental studies conducted within this thesis described in
Chapters 4, 6, 8 and 9.

3.7.2 Simple design

Simple Design is a principle, where the rule is to keep things, as the name suggests,
simple [165]. The acronym YAGNI descriptive of the concept, underlines the
methodology of Simple Design [165]. YAGNI stands for ’You Aren’t Gonna
Need It’ which suggests that if something is not required, it should be left
out. By understanding and adopting the principles of Simple Design, costly
detours and mistakes can be avoided by implementing only the most fundamental
functionality. In turn, this ensures that the investigated concept remains undiluted
with superfluous features and instead focuses on what is needed now.

In user-studies, created prototypes described in Chapters 4, 6 and 8 featured
only the basic functionality needed for the study purposes.

3.7.3 Rational Unified Process

The rational unified process (RUP) framework [131] builds on the waterfall model.
The waterfall model describes the end-to-end process of developing a system
and itself is comprised of multiple fixed sequential phases. Each phase defines a
particular thematic task and must be completed before the next one can begin,
such that there is no overlap between phases in the development process.

Figure 3.1: Typical process structure of the Waterfall model.

Typically, those phases are Requirements, Design, Implementation, Verification
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and Maintenance as depicted in Figure 3.1. An explanation on how each phase
was applied and documented within this thesis will be elaborated on below.

Similarly to the waterfall model, RUP is, in itself, also an iterative process.
However, unlike the waterfall model, in RUP the building blocks are a full cycle
of development as defined by the waterfall model. RUP allows to customize
phases contained within each block and adapt them to suit a particular process.
In the waterfall model, the maintenance phase is typically applied in situations
where a product is already delivered to a consistent customer base and therein
maintenance is defined as a continuous support of existing functionality over a
changing technological landscape. Due to the fact that this thesis did not involve a
fixed user base, this phase was omitted.

Figure 3.2: Structural differences between the Waterfall model, Rational Unified
Process framework and Agile.

Figure 3.2 depicts and contrasts the waterfall model, RUP and agile method-
ological approaches. For the purpose of the investigation conducted in this thesis,
RUP is ideal as it allows for iterative development and refinement of ideas through
integrating qualitative and quantitative knowledge obtained sequentially in each
user-study. As such, RUP has been employed as the working methodology for
structuring the objectives in this work as well as the iterative development of
prototypes.

Requirements The first phase within a block is to understand the goal and
purpose of an objective. This phase consists of collecting requirements pertaining to
the functionality, design and underlying technology which will be used throughout
the project.

In Chapter 4, the development of the initial pilot prototype was informed by
a literature review (Chapter 2) and uses an existing method for capturing mood
using facial expressions. Subsequent user studies in Chapters 6 and 8 each build
upon ideas collected from preceding quantitative and qualitative feedback, although
the requirement phase was not made explicit in those chapters. In Chapter 10,
requirements are formally defined through user stories, collected from feedback
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received in user studies from preceding chapters and were explicitly formulated
within that chapter.

System Design System design involves the conceptualization and definition of
technological aspects. Traditionally, it is informed by the previous step, where
stakeholders’ requirements are formalized within achievable objectives. Additionally,
this step also includes the definition of system requirements, hardware specifications
and the underlying technology which will be used. In the context of this thesis, the
system design and hardware constraints are predetermined for the complete scope
of the project to utilize technological artefacts and methods usable on smartphone
devices. The reason being is that complex systems relying on high-performance
computing are undesirable as they are not ubiquitous and present a barrier-to-entry
for potential users.

Chapter 7 describes the design and creation of a prototype subsequently used
in a user study in Chapter 8. Additionally, Chapter 10 describes EmotionAlly – a
system for providing and visualising contextualized mood self-reports using facial
expressions. Although Chapters 4 and 6 also make use of distinct prototypes built
for their respective study purposes, their functionality was simple and did not
warrant an explicit elaboration beyond a functional description.

Implementation The implementation phase brings together the refined require-
ments from the system design phase into a working prototype. The generated
artefact needs to adhere to the system and hardware constraints outlined in the
system design phase and integrate functionalities informed by the requirements
phase. The implementation phase of a project typically involves writing logic which
accomplishes the required functionality. This phase was omitted in the description
of each developed prototype as it does not contribute any novel knowledge with
the exception of Chapter 10, where some implementation aspects had relevance to
the design rationale and were explicitly elaborated upon.

Analysis In the analysis phase, the functionality of a prototype and its capabilities
are evaluated in a deterministic manner such that each feature yields a consistent
and predictable output. In the scope of this thesis, the analysis phase consists of
conducting user studies using prototypes that investigate or focus on a particular
aspect of the concept. This phase is contained within the results and discussion
sections of each Chapter featuring a user study and contains elements of quantitative
and qualitative data analysis methods. Studies involving an evaluation of a
prototype were described in Chapters 4, 6 and 8. However, in Chapter 7 a
system design for a prototype was evaluated in its ability to allow users to provide
quick self-reports, wherein this aspect was highly relevant and was described in
greater detail.
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3.8 Study Ethics Procedures

Organizations that facilitate research with human subjects, including biomedical
or behavioural experiments, require an approval from an institutional review board
(IRB) for each experimental study. The work within this thesis investigates the
use of facial expressions to represent various moods and affective states, where a
substantial part is based on experimental studies with human participants. In order
to protect participants of research studies and for the research to result in benefit
and minimize the risk of harm, rigorous ethics procedures have been followed.

Each study dossier was examined and approved by the Internal Committee
Biomedical Experiments (ICBE) at Philips Research. Thereby, this assessment
encompasses not only the content and purpose of the study, but also a cost-to-
benefit analysis establishing whether potential outcomes from the study exceed
any risks posed to participants. Preceding the review of each study dossier by
the ICBE, three assessments take place, (i) a security assessment ensuring that a
prototype, device or the technical data transfer or retrieval method does not expose
a participant’s data, (ii) a data and privacy assessment, evaluating that only data
strictly necessary for reaching the goal of the study is recorded and its storage
location is accessible only by the responsible researcher(s), and (iii) a risk-analysis
ranking by severity all feasible risks to participants that may arise through the use
of the investigated device/software or study procedure and a mitigation plan for
each of those risks. Provided each of those assessments has obtained an approval
by a dedicated officer, specializing in either of those assessments, a study can be
submitted for review by the ICBE. The ICBE Board comprises of domain-experts,
regulatory, privacy and legal officers. Assessment of the study dossier is conducted
on general quality, ethics, medical aspects, regulatory, privacy, legal, and brand
image. Naturally, all studies described within this thesis in Chapters 4, 6, 8 and 9
have been approved prior to their execution.

The General Data Protection Regulation (GDPR) is a privacy and security act
encompassing laws and regulations for collection and processing of personal data of
EU-citizens. The study described in Chapter 4 took place prior to GDPR being in
effect, however followed all previously outlined procedures. The studies described
in Chapters 6, 8 and 9 were GDPR-compliant. Additionally, the study described in
Chapter 9 was conducted online with no direct interaction between the researcher
and participants, in-person or digital. As part of the data and privacy assessment,
personal data was considered to be anonymous upon collection and following a
de-anonymization assessment, it was established that individual participants could
not be later identified.

For each study, consent was obtained explicitly in written form using a document
created during the data and privacy assessment, apart from the study described in
Chapter 9, where a click-through consent was deemed sufficient, since the data was
considered anonymous upon collection.
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3.9 Datasets & Diversity and Inclusion

The datasets used within this thesis aimed to be representative of persons of various
ethnic backgrounds. Two datasets constitute the majority of this work – the
Radboud Faces Database (RafD) [8] and the Racially Diverse Affective Expression
(RADIATE) Face Stimulus Set [14]. RafD portrays facial expressions of male
and female persons of Dutch and Moroccan origin, where RADIATE encompasses
a wider range of ethnic backgrounds featuring black, white, hispanic and asian
adult male and female models. RafD has been used in Chapters 5, 6 and 7, where
RADIATE – in Chapter 9.

3.10 Chapter Summary

This chapter outlined the research philosophy of pragmatism and how it was applied
within the context of this thesis. Additionally, the quantitative, qualitative and
experimental research methodologies used throughout the work described within
this thesis were introduced. Therein, data collection and analysis methods were
highlighted according to how and where they were used within the chapters to
follow. Thereafter, the methodological approach in this thesis, and specifically
RUP, was introduced as the working umbrella methodology throughout the work
described in this thesis for steering the direction of investigation and the iterative
development of prototypes and their experimental evaluation. Finally, the study
ethics procedures followed prior to the execution of each study were outlined as
well as the considerations made towards representing diversity in datasets used to
facilitate this work.
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Table 3.1: Overview of chapters and studies, employed data collection and analysis methods with links to the research questions
they aim to address through research objectives.

Study 1 Study 2 Study 3 System design Study 4 Study 5 System design

Chapter 4 5 6 7 8 9 10

Research
Question

A) C) A), B) C) A), B) D) C)

Research
Objective

b), d) a) b), c), d) d) b), c), d) e) d)

Research
Method

Quantitative
Qualitative

Quantitative
Qualitative

Quantitative
Qualitative

– Quantitative
Qualitative

Exploratory Qualitative

Data
collection
methods

Questionnaires
Mood self-reports
Automatic logging
Dataset

Dataset Questionnaires
Mood self-reports
Automatic logging
Dataset

– Questionnaires
Mood self-reports
Automatic logging
Interview
Dataset

Questionnaires
Dataset

–

Data
analysis
methods

Statistical
modelling
Correlation
analyses
Regression
analyses
Data
Visualization

Machine Learning
Delaunay
triangulation
Data
Visualization

Statistical
modelling
Correlation
analyses
Regression
analyses
Data
Visualization

– Statistical
modelling
Correlation
analyses
Regression
analyses
Data
Visualization
Thematic analysis

Reverse
correlation –
Classification
Images
Delaunay
triangulation
Data
Visualization

User stories

Key
Topic

Bipolar
assessment scale

Data
Augmentation
Facial expression
generation
Facial expression
recognition

Bipolar
assessment scale
EMA

System design Multidimensional
assessment scale

Depression
symptoms
Facial expressions

Multidimensional
assessment scale
Mood feedback
Contextual mood
System design
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Chapter 4

Pilot investigation into using the
Dynamic Visual Analogue Scale
for mood self-reports

4.1 Introduction

Self-assessing mood is primarily done through numerical or graphical scales such as
Likert or Visual Analogue Scales (VAS) (Chapter 2, Section 2.3.1). However, such
scales are intrinsically not attuned to capture mood (Chapter 2, Section 2.3.1) and
possess some drawbacks in how persons perceive and assign values to non-numerical
mental constructs (Chapter 2, Section 2.3).

As a solution, alternative methods for providing self-reports have been explored.
One such approach implies the use of facial expressions as a feedback mechanism
through which a person can report their mood. Over the years, multiple facial
expressions scales have been created and evaluated [21, 27, 126] (Chapter 2, Section
2.3.3). Some of those include using drawn or schematic faces to create scales
portraying either discrete emotions, aligned with the basic theory of emotion or
principal components, aligned with the dimensional model of emotion (Chapter 2,
Section 2.2). It is known that schematic or drawn faces and smileys cannot represent
a gradient emotion intensities. As a consequence, the limited continuity of the
ranges of facial expressions they portray poses limitations on their ability to capture
nuanced assessments. Additionally, with the development of mass-communication
technologies, tools portraying emotions as smileys have also been investigated [34,
35, 67]. While using facial expressions as a construct to represent emotions and
mood is intrinsically closer than a numerical representation (Chapter 2, Section
2.4), those types of scales are susceptible to drawbacks of their own (2, Section
2.4).

The work presented in this chapter aims to gather preliminary support for
the conceptual idea of using realistic portrayals of facial expressions as means to
portray and subsequently capture mood in a pilot experiment. In order to do that,
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the Dynamic Visual Analogue Scale (D-VAMS) [27] which relies on photographs
of a person enacting the facial expressions for happiness and sadness to capture
emotional content was used. Herein, the main hypothesis will be investigated that
facial expressions can be used to capture a variety of mood states. To achieve
that, a pilot experiment was conducted with 11 participants, using vignettes as
emotion elicitation material. Assessments were provided for each vignette on a
facial expression-based scale as well as an equivalent visual analogue scale (VAS)
[19]. The facial expression scale was implemented to feature the expressions for
happiness and sadness as a continuous bipolar scale and similarly, VAS was also
realized as a bipolar scale consisting of a horizontal slider with anchored labels
denoting the emotion dimensions for happiness and sadness at both extremes.
The efficacy of the facial expression-based mood scale approach was evaluated
by comparing assessments from both scales. As VAS is a widely accepted and
used method for providing self-assessments, a correlation analysis was conducted
comparing both scales’ performance on the stimulus set. Content of this Chapter
was published as a conference article [1], reproduced with permission from Springer
Nature.

4.2 Methods

4.2.1 Study Design

The pilot experiment used a within-subjects design with two independent variables
– assessments provided with D-VAMS and VAS. The user experience was captured
through an survey evaluating both the method of using facial expressions for
assessments and the its practical realization within a developed prototype featuring
a mixture of close- and open-ended questions.

4.2.2 Participants

Participants were recruited through fliers distributed across the High Tech Campus
in Eindhoven, The Netherlands. They were required to be between 18 and 65
years of age with no history of mental illness and a good English proficiency. 11
participants took part in the pilot experiment (8F/3M, Age: M=29.8, SD=8.9).
All participants were required to sign an informed consent form. Study participants
were not remunerated for their effort.

4.2.3 Materials

A mobile application was developed for the Android operating system. It featured
the happiness–sadness scale from the Dynamic Visual Analogue Mood Scales (D-
VAMS) [27] and a happiness-sadness visual analogue scale (VAS) [19]. Both were
designed to be bipolar and featured 101 discrete points. D-VAMS was represented
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through 101 images consisting of 50 portraying a gradient of intensities representing
happiness, 50 – of sadness, and an image depicting the neutral expression. The
sadness dimension was allocated in the [0 − 49] numerical range and the happiness
– in the [51 − 100] range. The lowest and highest points in those ranges portrayed
images with the highest intensity of the respective emotions for sadness and
happiness. The neutral expression occupied the centre-point in the scale. The
images were obtained from the male sadness–happiness facial expressions set of
D-VAMS [27], where those can be found at the D-VAMS project website [166].
Navigating through the scale was accomplished using gestures: sliding vertically
upwards over the facial expression feedback image displayed increasingly happier
expressions, while downwards – sadder ones.

Figure 4.1: Screenshot of the VAS scale
assessment as taken from the study

application.

VAS was designed as a bipolar
pseudo-continuous horizontal slider
with 101 discrete points. Anchored
text denoted the emotion content at
both poles of the scale (i.e. sadness
and happiness). Figure 4.1 contains a
screenshot of the VAS variant.

The stimuli used in the pilot
experiment were 30 vignettes selected
to convey a variety of positive and
negative emotions. 15 conveyed positive
emotions such as awe, pride, tranquillity,
compassion, and others. Those were
obtained from existing work and have
been experimentally validated [167]. 15 vignettes were selected to convey negative
emotions such as disappointment, grief, regret and were collected from various
online resources. Those were not validated for their emotion content. 3 additional
vignettes were selected and used for training to allow participants to familiarize
themselves with the assessment application and study procedure. Those were not
included in the subsequent analyses. The vignettes’ content was paraphrased to
portray a story from a third persons’ perspective. Names common in the English
language were sampled to replace the pronouns used in the original vignettes, which
used a first-person narrative.

A user experience survey was given to participants investigating each assessment
method and its functionality in the application. Thirteen questions aimed to
investigate the methods’ usefulness in terms of perceived usability for mood
self-reports, accuracy of the provided assessments and user satisfaction. Ten
questions allowed the participant to rate the user experience with the application, its
responsiveness and intuitiveness. These close-ended questions in the user experience
survey used a five-point Likert scale. Both scales were rated independently using
separate questions rather than a relative comparison between both scales as a single
question. Two questions were used for rating the preference between D-VAMS
and VAS in terms of perceived speed in providing assessments. Two binary choice
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questions prompted the participants whether they would be able to use either scale
without instructions. Finally, four open-ended questions inquired about difficulties
encountered during the pilot experiment and prompted for insights on how the
scales could be improved. The questionnaire can be found in Appendix 4.A (p. 55).

4.2.4 Procedure

Participants that expressed interest in the study were sent an information letter and
privacy notice detailing the content of the experiment, the task they are expected to
accomplish and how their data will be used. Participants that agreed to participate
were admitted to an on-site laboratory. On arrival, participants were handed a
printed copy of the informed consent form and privacy notice and were given ample
time to familiarize themselves with the contents. Additionally, they were informed
that they could ask any questions pertaining to the experiment, their participation
or the outcome of their data. After providing written consent, a mobile phone was
provided with the study application pre-installed. Thereafter, participants were
handed a copy of the training vignettes and the vignettes used in the experiment.
The vignettes had a fixed predefined order, however, they were shuffled such that a
mixture of one or few positive vignettes were followed by one or few negative ones.

Participants were instructed to start with the training vignettes and after
reading each one, to use the smartphone application to rate the mood of the
main character. Those ratings were provided twice, once with the D-VAMS scale
and again with the VAS scale, where both scales were presented sequentially in
a randomized order. Prior to each assessment, both scales were initialized in the
neutral position, i.e. the slider was positioned in the middle of the scale and the
facial expression feedback – to the neutral expression. For each assessment, the
order in which D-VAMS and VAS appeared was randomized.

After completing all assessments, a user experience survey was administered
with 26 open- and closed-ended questions. Each close-ended question was rated on
a five-point Likert scale, where 1 was designated as the most negative score and
5 – the most positive one. Anchors were used to denote the extremities in each
question.

4.2.5 Statistical analysis

Assessments provided with D-VAMS and VAS were compared using linear regression
correlation models, where those were computed separately for each dimension (e.g.
positive and negative for the respective vignette categories) and were examined for
significance. The regression analysis aimed to establish to what degree assessments
provided with each scale correlate to one another for each vignette dimension.

The application used automatic logging to record the time required to provide an
assessment. Therein, four different timestamps were collected: when an assessment
interface (e.g. D-VAMS or VAS) was initially displayed to a participant on the
screen, when the assessment was completed by confirming through pressing the
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’select’ button (see Figure 4.1), when a user initiated an interaction with the
assessment element by touching the facial expression feedback image or slider, and
at the final interaction with the assessment element by releasing one’s finger from
the facial expression feedback image or slider. Two t-tests were conducted for both
assessment scales for: the duration an interface was displayed on the screen, and the
duration of the interaction with each assessment element (e.g. the image or slider).
A few assessments’ took a significant amount of time, caused by an interruption in
the procedure due to a question asked by a participant or a self-enforced break.
Those were filtered out using the three-sigma rule [168].

Within the administered user experience questionnaire, paired questions
investigating aspects of the method or the application were compared using paired
t-tests.

The numerical data were analysed using Python 3.6 and numpy and pandas
libraries [169] and visualisations were created using the seaborn library [148]. For
13 assessments the application failed to record a value and those were discarded
from subsequent analyses.

4.3 Results

Table 4.1: Table containing the sample size (n), mean (M) and standard deviation
(mean(SD)) of mood assessments made with either D-VAMS or VAS grouped by

vignettes’ categorical dimension.

Dimension Type n M (SD)

Happiness D-VAMS 161 82.44 (±19.64)
Happiness VAS 161 74.12 (±17.68)

Sadness D-VAMS 156 19.80 (±16.46)
Sadness VAS 156 22.03 (±16.08)

Table 4.1 presents characteristics of the mood assessments provided on positive
and negative vignettes. Table 4.2 presents descriptive data of both linear regression
(LR) models. The correlations between D-VAMS and VAS assessments were strong
for both the happiness and sadness dimensions (Happiness (r(161) = 0.85, p <
.001); Sadness (r(156) = 0.85, p < .001)). Figure 4.2 plots the fitted LR correlation
models.

Figure 4.3 visualizes the assessments for each vignette with both D-VAMS and
VAS as box plots. What becomes evident is that most assessments on vignettes’
have overlapping interquartile ranges (IQR) for the two scales. The exceptions
were vignettes [1,7,11,29] for positive vignettes. Furthermore, most IQR lie within
their expected category dimensions on both scales. That is, positive vignettes’
IQRs are above 50 with the exception of assessments provided with D-VAMS on
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Table 4.2: Linear regression model parameters describing the fit of VAS scores as
predicted by D-VAMS scores, for mood assessments made in the emotion

categories for happiness and sadness separately. The columns indicate the linear
regression slope (s), intercept (i), correlation coefficient (r), significance value (p),

standard error (SE), intercept standard error (iSE)

Dimension s i r p SE iSE

Happiness 0.77 11.04 0.85 .000 0.04 3.18
Sadness 0.83 5.62 0.85 .000 0.04 1.07

Figure 4.2: Regression model fit of VAS assessments regressed on D-VAMS
assessments split by vignette dimension. The visualisations uses jitter on the

x-axis to improve the legibility of overlapping assessment data-points.

vignettes 4 and 16, which encompass a small portion of the sadness dimension. For
the negative vignettes, the exception was vignette 14 with VAS, where its IQR
included that of the neutral expression.

The mean values for completing an assessment (e.g. the time difference between
the interface being displayed to a user and a user submitting an assessment) with
D-VAMS was 5.10 seconds and for VAS – 3.71 seconds. Those were statistically
significant as well (t = 6.26, p < .000). The time spent solely on interacting with
the interface was 2.93 seconds for D-VAMS and 1.06 seconds for VAS. Those were
also statistically significant (t = 12.40, p < .000).

Table 4.3 features the results obtained from the user experience survey (see
Appendix 4.A). None of the quantitatively comparable results reached statistical
significance.

Nine participants provided additional feedback on the open-ended questions. It
revealed that the dimensions for happiness and sadness were insufficient to capture
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(a) Box plot containing positive vignettes’ Interquartile ranges (IQR), their minimum
and maximum assessment values on D-VAMS and VAS scales as enumerated by their

order of appearance in the vignette list.

(b) Box plot containing negative vignettes’ Interquartile ranges (IQR), their minimum
and maximum assessment values on D-VAMS and VAS scales as enumerated by their

order of appearance in the vignette list.

Figure 4.3: Box plots of mood assessments for positive and negative vignettes split
by emotion dimension and assessment scale.

the different mood states described in the vignettes: ”I think there is more to
the emotional spectrum than just happiness or sadness. Other emotions might
be relevant to depression as well. Such as fear, disgust, anger, disappointment,
frustration, satisfied, grateful, relaxed, nervous, challenged.” Interestingly, another
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Table 4.3: Answers on the user experience survey investigating aspects of the
assessment method and prototype implementation containing mean (M), standard
deviation (SD), t- and p-value t-test scores (see Appendix 4.A). Each question was

rated on a five point Likert scale. Higher score is better.

Method D-VAMS M(SD) VAS M(SD) t(df=10) p

Ease of use 4.09 (±1.0) 3.73 (±0.96) -0.83 0.42
Suitability for mood 3.73 (±1.29) 3.64 (±0.88) -0.18 0.86
Accuracy 3.73 (±0.96) 3.73 (±0.62) 0.0 1
Satisfaction 4.0 (±1.28) 3.18 (±0.72) -1.77 0.1

Application D-VAMS M(SD) VAS M(SD) t(df=10) p

User experience 4.45 (±0.89) 3.73 (±1.19) 1.85 0.08
Ease of use 4.18 (±1.19) 3.73 (±0.75) 1.02 0.32
Responsiveness 4.36 (±0.88) 3.6 (±0.92) 1.84 0.08
Intuitiveness 4.0 (±1.04) 4.09 (±0.67) -0.23 0.82
Preference 3.91 (±1.44) 3.73 (±0.86) 0.34 0.73

participant pointed out that they liked the fact that D-VAMS featured a real face
instead of a more conventional cartoon-like character: ”I like the use of a real
person and not a cartoon or smiley-type of representation.” One participant for
D-VAMS and no-one for VAS noted that they would need instructions before using
the respective scale.

For the two questions which directly assess the preference for either D-VAMS
or VAS, participants favoured D-VAMS with an average score of 2, where 1
corresponded to every participant strongly favouring D-VAMS and 5 – VAS. In
the direct comparison between D-VAMS and VAS for their speed of assessment,
participants rated on average both scales to be equally fast.

4.4 Discussion

First, it needs to be acknowledged that the present study was conducted as a pilot
and aimed to obtain insights into the applicability of the method of using facial
expressions for mood self-reports. Therein, it was investigated whether a facial
expression-based scale would yield results comparable to the more conventional
VAS. Hence, the assessment interfaces were designed to be as simple as possible,
featuring the dimensions for happiness and sadness only. Those aimed to capture
positive and negative emotions conveyed through 30 vignettes.

The results indicate that the vignettes used as emotion elicitation material
were captured through the happiness and sadness emotion classes. That is, the
interquartile range (IQR) of assessments provided with both D-VAMS and VAS
for positive and negative vignettes were contained within their expected sub-scale
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ranges (e.g. positive vignette were rated consistently on the happiness dimension
and negative ones – on the sadness dimension). This is evidence that the stimulus
material was cohesive and representative of what it was supposed to elicit, despite
the fact that negative vignettes were not validated.

The LR models resulted in a strong correlation on both happiness and sadness
dimensions consisting of r = 0.85 between both assessment methods. This is an
indication that both scales are similar, as they allowed participants to measure the
stimulus material through assessments which were near-similar to one-another.

When considering time required to provide an assessment, doing so with VAS
is clearly faster than with D-VAMS. This is not surprising, due to the fact that for
VAS, the complete range of the scale was accessible to participants. Conversely,
providing an assessment with D-VAMS required a participant to use a gesture
that incrementally modified the facial expression feedback until it reached the one
desired for the assessment.

While the results from the user experience questionnaire did not reach
significance results, the quantitative analysis revealed that both scales perform
similarly to each other. Questions investigating the D-VAMS and VAS method
of providing mood self-reports and scale implementation separately were also
not significant. However, in the direct preference comparison between D-VAMS
and VAS, participants indicated an overall preference for D-VAMS. Additionally,
comparing the perceived speed for providing an assessments, participants thought
both scales to be equally fast. This indicates that there is promise in the method
for assessing mood through facial expressions. For example, qualitative feedback
by participants indicated the desire to see more facial expressions that can be used
for self-reports. This warrants a more thorough evaluation of the method by, for
example, using a larger participant sample, utilizing methods for creating more
nuanced and detailed facial expressions, or different experimental contexts such as
a mood-monitoring experiment.

4.5 Conclusion

This pilot experiment explored whether facial expressions for happiness and sadness
can adequately be used to capture a variety of mood states. To this end a pilot
experiment was set up in which 11 participants rated 30 vignettes using a happiness-
sadness facial expression-based scale (D-VAMS) and a visual analogue scale (VAS).
Results indicated that assessments provided with D-VAMS and VAS are comparable
to one another, indicating that both scales allow participants to rate emotional
content similarly. Furthermore, it appeared that both scales can effectively capture
complex mood states on the happiness and sadness emotion dimensions presented as
a bipolar scale. In conclusion, while a VAS scale leaves little room for improvement,
a facial expression-based one could be further improved.
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4.6 Chapter Summary

The results of this pilot experiment indicated that the facial expressions for
happiness and sadness are indeed able to capture an overall positive and negative
emotional experience through the expression of happiness and sadness. The results
from the user experience survey highlighted a desire for further facial expressions
to be included in such tools such that they could represent a broader variety of
mood states.
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4.A User experience questionnaire

Participant information
What is your age?
What is your gender?

Method-related questions
How would you rate the ease of use of
the method working with the slider?

(difficult) □ □ □ □ □ (easy)

How would you rate the ease of use of
the method working with the image?

(difficult) □ □ □ □ □ (easy)

How suitable was the slider for capturing
mood?

(not suitable) □ □ □ □ □ (suitable)

How suitable was the image for capturing
mood?

(not suitable) □ □ □ □ □ (suitable)

How accurate do you consider the slider
is in capturing the mood?

(not accurate) □ □ □ □ □ (accurate)

How accurate do you consider the image
is in capturing the mood?

(not accurate) □ □ □ □ □ (accurate)

How satisfying was the slider to work
with?

(very dissatisfying) □ □ □ □ □ (very satisfying)

How satisfying was the image to work
with?

(very dissatisfying) □ □ □ □ □ (very satisfying)

Which assessment method would you
personally prefer?

(image) □ □ □ □ □ (slider)

Which method, according to you, was
faster to use for mood assessment?

(image) □ □ □ □ □ (slider)

Do you have any comments regarding
either of the mood capturing methods?
Application-related questions
What was your experience using the
image within the application?

(negative) □ □ □ □ □ (positive)

What was your experience using the
slider within the application?

(negative) □ □ □ □ □ (positive)

How easy to use did you find working
with the image within the application?

(difficult) □ □ □ □ □ (easy)

How easy to use did you find working
with the slider within the application?

(difficult) □ □ □ □ □ (easy)

How responsive was the image assess-
ment within the application?

(unresponsive) □ □ □ □ □ (responsive)

How responsive was the slider assessment
within the application?

(unresponsive) □ □ □ □ □ (responsive)

How intuitive do you consider working
with the image within the application is?

(not intuitive) □ □ □ □ □ (very intuitive)

How intuitive do you consider working
with the slider within the application is?

(not intuitive) □ □ □ □ □ (very intuitive)

Do you think you would use the image
for mood assessment?

(unlikely) □ □ □ □ □ (likely)

Do you think you would use the slider
for mood assessment?

(unlikely) □ □ □ □ □ (likely)

Do you think you can use the image
approach within the application for
assessing mood without a clarification
from a technical person?

(no) □ □ (yes)

Do you think you can use the slider
approach within the application for
assessing mood without a clarification
from a technical person?

(no) □ □ (yes)

Is there some part of the functionality,
which didn’t work for you?
Did you encounter any technical difficul-
ties, while working with the application?
Do you have any comments regarding the
application?
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Chapter 5

Evaluation of an image
augmentation method through
facial expression generation and
recognition machine learning tasks

5.1 Introduction

Generating and recognizing facial expressions has numerous applications ranging
from medical ones, such as inferring character [170], emotional states and intent
[171], detection of diseases [172], authentication and biometrics [173], designing
affective interfaces [1, 6, 15, 174], virtual avatars [124, 125], and computer graphics
[175]. State of the art uses machine- and deep-learning methods to achieve
impressive results [117, 118]. However, most approaches are able to recognize
or synthesize facial expressions as a categorical state with few recent works being
able to also account for varying emotion intensities [119, 120]. Correctly recognizing
or generating expressions at varying emotion intensities is important as a nuanced
expression result in changes in meaning [176] Approaches relying on generating
facial expressions need to be able to account for variations in facial expressions
intensities. Within the context of using facial expressions as a medium for self-
reporting ones’ mood, computer-generated facial expressions offer some significant
advantages where they can: i) generate a gradient of emotion intensities, ii) be
trained and subsequently generate an arbitrary set of expressions (i.e. provided
suitable data exists) and iii) decouple the enactment of facial expressions from
the portraying identity (e.g. being able to transfer facial expressiveness between
identities).

In this chapter, an approach is presented that addresses i) and ii) of these
challenges. This is accomplished by using a deconvolutional neural network, which
accepts identity, expression and eye-gaze direction as input parameters. Herein,
the use of Delaunay triangulation combined with simple morphing techniques to
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blend images of faces is investigated as an augmentation method for existing facial
expression dataset. The augmentation allows to create and automatically label
facial expressions portraying controllable intensities of emotion. It has been applied
on the Radboud Faces Database (RafD) dataset [8], consisting of 67 participants
and 8 categorical emotions and evaluated in a facial expression generation and
recognition tasks using deep learning models.

The novelty of this approach is the application of the augmentation for improving
the quality of computer-generated facial expressions and their recognition in images.
Due to the fact that generative approaches are harder to assess and quantify (e.g.
the quality of generated facial expression images can only be reliably assessed
by human raters), the approach has been evaluated within a facial-expression
recognition task as well. The argumentation being that if in a recognition task
a classification network achieves similar or better results with the augmentation,
compared to omitting it, argues for its utility and subsequently – the output of the
generative model. For the generation task, a deconvolution neural network is used,
which encodes input images in a high-dimensional feature space and can generate
expressions depicting increasing intensities of emotion by interpolating over this
space. For the recognition task, pre-trained DenseNet121 and ResNet50 networks
were evaluated with either the original or augmented dataset.

As described in Chapter 1, Section 2.4, the proposed method of self-reporting
mood relies on using realistic-looking facial expressions. As a result of applying
the augmentation for training the generative model, one can create realistic facial
expressions with a smooth transition over categorical dimensions of emotion (e.g.
neutral to happy) and between arbitrary emotions and intensities (e.g. somewhat
happy to mildly surprised). In turn, expressions created by the network could be
used for creating facial expression-based mood self-report tools. Additionally, those
expressions would be granular enough to be able to portray subtle, and imperceptible
changes in expressions when incrementing the intensity of emotion in a facial
expression, a quality not available in either schematic or drawn representations of
facial expressions or images which have a fixed granularity [27]. Creating computer-
generated facial expressions depends on having suitable training images for the
preferred ones. Using generative neural networks (e.g. or other similar methods)
would allow crafting expression- and identity-agnostic scales, tailored to a users’
background and their familiarity with particular facial expressiveness.

Content of this Chapter was published as a conference article [2], reproduced
with permission from Springer Nature.

5.2 Dataset

In order to create the augmentation and train the generative and classification
models, the Radboud Faces Database (RafD) is used [44]. The dataset consists of
8040 coloured images with 681x1024 resolution including 67 persons – 57 adults and
10 children. It is labelled for person’s identity, gender, ethnicity, facial expression,
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eye gaze direction, and camera angle. For the purpose of simplifying the method
and evaluation described herein, only images of front-facing facial expressions were
used, omitting angles different than 90◦. Furthermore, only images of adults were
used, which resulted in 1336 images being selected from the dataset.

5.3 Augmented dataset

In this section the pre-processing steps required to create the augmented dataset
are described. Python libraries dlib, FaceAligner, imutils and OpenCV2 were used
for the preprocessing steps of landmark detection, alignment, centring and cropping.
OpenCV2 is used for computing the Delaunay triangulation and affine transforms.

5.3.1 Alignment, Centring & Cropping

In the first phase, 68 landmarks were detected and located. Those landmarks
were then used to align all the images using rigid registration. Generally, the
images in the RafD dataset are well aligned, however, there was still a benefit in
using the aligner as a slight tilt was present in some of them. This yielded some
improvements, particularly for features such as the eyes and mouth, since it ensures
that those are stacked on the same spatial coordinates for every image. Finally,
detected faces were cropped out of the original image with output dimensions of
550x550 pixels.

5.3.2 Computing Delaunay triangulation and Transform

To generate the augmented dataset, Delaunay triangulation was computed on
the aligned and centred images by re-identifying landmark points using dlib after
applying the preprocessing steps described earlier. Computing the Delaunay
triangulation can be done in multiple ways [158]. For this purpose, OpenCV’s
implementation for calculateDelaunayTriangles, similarityTransform, warpAffine
and warpTriangle were which allows to easily reproduce those steps. Point-to-point
correspondence registration was trivial, since the landmarks descriptive of facial
features were an ordered set. The similarity transform between the two point clouds
was found, facilitating a rotation, translation and scaling for each triangle in the
Delaunay triangulation. Subsequently, by computing the transformation for all
triangles, images were morphed together, where the texture blending was controlled
by a factor between [0, 1] weighing each images’ contribution to resulting pixel
values. To create the augmented dataset, the method was applied per expression
and within subjects. For each emotion, the neutral and a ’target’ one were selected,
where as a result of the blending, for example using a factor of 0.5, the output
image would portray the ’target’ expression at half intensity. The same approach
can also be applied to produce varying levels of intensities by adjusting the blending
factor.
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Figure 5.1: Augmented images without artefacts per subjects in the RafD dataset,
split by emotion intensity. Optimally, 105 images per subject were expected for

the [0.3, 0.7] intensity range descriptive of 5 intensities, 7 emotions and 3 eye gaze
directions.

Figure 5.2: Figure containing a successful
and unsuccessful augmentation using

Delaunay triangulation blending method.
On the left is a successful augmentation

portraying happiness with an 0.3
intensity. On the right is an unsuccessful

augmentation.

Expressions were created for the
intensity range [0.3, 0.7] at increments of
0.1 as expressions with no (e.g. neutral
expression) or maximum intensity were
already part of the original dataset. By
applying this augmentation per person
and then per expression, while using
the neutral expression as a baseline,
the approach yielded 6840 augmented
images. In some cases, mostly
concerning specific expressions, the
augmentation produced visual artefacts,
which made them unsuitable for use as
depicted in Figure 5.2.

Figure 5.1 depicts the number of
augmented images created per subject.
Noticeable were clusters with a near-similar amount of augmented images, due to
the fact that those visual artefacts manifested on particular images, which rendered
any blends thereof unusable. Excluding unsuccessful augmentations, the final
augmented dataset consisted of 3848 images. Table 5.1 portrays the distribution of
created augmentations according to expression and intensity of emotion. It consists
of mostly evenly distributed number of augmentations for intensities. However,
there are less samples for sad, angry and contemptuous facial expressions than
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5.4. Facial expression generation task

Table 5.1: Number of augmented images void of artefacts per incremental step.

Emotion\Label 0.3 0.4 0.5 0.6 0.7

happy 122 122 122 122 122
sad 98 98 100 99 98

angry 93 91 85 81 77
contemptuous 103 102 102 98 99

disgusted 122 122 122 122 122
fearful 119 118 119 119 119

surprised 122 122 122 122 122

total 779 775 772 763 759

happy, disgusted, fearful and surprised ones.

5.3.3 Artefacts

Visual artefacts were expressed as solid black regions and were mostly localized
in the area around the mouth (see Figure 5.2), such that the subsequent blending
between both sets of points fails. In this approach, expressions were blended
per subject (i.e. and not across subjects), where artefacts were found present
in nearly half of the augmented images. Those images were discarded from the
final augmented dataset as they would severely hamper the performance in the
subsequent generation and recognition tasks.

When blending two Delaunay triangulations, facial features are aligned and
stacked together producing an augmented image, however, regions, which lie outside
the face contours are simply added and averaged together. Consequently, hairstyles
of all blended subjects are visible in the resulting images as seen in Figure 5.2. In
this case, this effect is marginal, as the augmentation is performed within-subjects
and the RafD dataset consists of subjects that mostly have the same hairstyle in
their depictions of different expressions.

5.4 Facial expression generation task

The model used in the generation task is a deconvolutional decoder network,
previously used for morphing of objects in Figure 5.3 [177].
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Figure 5.3: Topology of the generative deconvolutional neural network model. Each layers’ volume can be found at
its bottom right corner and correspond to the their width in the visualisation. Layers are colour coded by operation,
where orange codes for dense layers, blue – for upsampling, grey – for convolution, yellow – for batch-normalization

and red – for max-pooling. The first dense layer was rotated to improve the legibility of the plot.

62



5.4. Facial expression generation task

It includes as an additional output a segmentation mask, which unnecessarily
complicates the model and was removed [177]. The relative simplicity of the
deconvolutional model allows better control over the input parameters and the
subsequent interpretation of the output. In contrast, the more sophisticated
Generative Adversarial Networks (GANs) [178] do not guarantee to converge [179]
and therefore provide less consistency of their output. The model was implemented
using the TensorFlow library [180] as TensorFlow allows more flexibility to fine-tune
individual layers and apply minor optimizations. For training, both the original
RafD dataset and the augmented one were used. The model loss was computed
based on the labels from the original dataset and the soft labels created by the
augmentation. An early-stopping criterion was used, which concluded the training
after 96 epochs.

Figure 5.4: Output from the generative model trained on the original and
augmented RafD dataset for a single identity. Images on the right depict the

neutral expression while those on the left – the facial expressions for happiness,
sadness, disgust, anger, fear, surprise and contempt at their maximum intensity.

The intermediary images represent in-between intensities sampled at increments of
0.1.

Figure 5.4 displays the results from the generative model for the facial expressions
of happiness, sadness, disgust, anger, fear, surprise and contempt each presented in
successive rows. Images on the left depict expressions at their maximum intensity
and each subsequent image to the right represents a decrement of 0.1 in portrayed
emotion intensity towards the neutral expression.
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5. Evaluation of an image augmentation method through facial expression
generation and recognition machine learning tasks

The model was able to produce realistic-looking depictions of facial expressions
for all emotion intensities with particular facial features appearing crisp and
detailed. Instance normalization produced significantly better results over batch
normalization. Furthermore, uneven class distribution, as expected, plays a role
when the amount of augmented training samples outweighs the original dataset.
The number of samples between the augmented and original dataset was at a
proportion of approximately 3:1. Including both dataset in full resulted in artefacts
from the augmentation being present in the generated images. Therefore, the
training set was balanced to a uniform distribution by oversampling the originals.
This approach also mediated the best results.

In contrast, faces generated only with the original RafD dataset appeared
blurred and the intermediary expressions were rather ambiguous. Omitting the
augmentation does not provide sufficient training data for the generative model to
learn textures such as those for teeth. In this case, the model substitutes texture
for teeth with that for lips or skin in most intermediary expressions featuring an
open-mouth such as those for anger or happiness. This implies that the network
does not learn the meaning behind facial expressions or rather the interaction
between individual features, albeit it apparently learns low-level and in subsequent
layers high-level feature representations in order to adequately generate them.

Using the augmentation alone does not create perfect synthetic facial expressions
either, as it is prone to artefacts itself (e.g. shadows when blending images of
people with different hair styles). Using the augmentation in combination with the
original dataset appears to provide suitable synthetic images for the model to learn
accurate approximations for facial expressions of intermediary intensities. This
was also the case for subjects in the dataset, for which there were relatively few
augmentations available due to artefacts in the augmented images (see Table 5.1).

5.5 Facial expression recognition task

To establish whether the augmentation can improve results for facial expression
recognition classification, the quality of the augmentation was evaluated using a
downstream task. In this manner the performance efficacy of networks trained on
the original dataset and the augmentation could be compared. The DenseNet121
[181] and ResNet50 [182] networks were used as they have achieved impressive results
in various classification tasks. A suitable metric for evaluating generative models
is the Classification Accuracy Score (CAS) [183] which was subsequently used.
Both DenseNet121 and ResNet50 were pre-trained on ImageNet [184]. Soft labels
generated by the augmentation were used as ground truth for facial expressions
of intermediary intensities. It is important to note that, while the soft labels (e.g.
intensities of emotions) in the original dataset are either 1 or 0 as there are no
intermediary expressions, the augmented ones only consists of ones in the intensity
range [0.3, 0.7] (see Table 5.1). For training, both original and augmented datasets
were split in a 90% training- and 10% test-sets, stratified according to subject. For
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5.5. Facial expression recognition task

testing, since the augmentation evaluation is done as a downstream task, only the
test-set from the original dataset was used. As mentioned above, those included
only binary labels. The DenseNet121 and ResNet50 models were adapted to predict
7 classes, representing expressions available in the dataset, in place of the default
1000 classes. The training parameters consisted of ADAM optimizer [185] with
β1 = 0.9, β2 = 0.99, ϵ = 10−8, learning rate α = 0.001 and no weight decay. The
model was evaluated using two additional strategies, where in A) no augmentation
was used and B) further standard augmentations were used consisting of rotation
(+-30), scaling with a random factor between 0.8 and 1.2, and shear random factor
between 0.9 and 1.1. The experiment results can be seen in Table 5.2.

Table 5.2: Facial expression recognition accuracy scores from ResNet50 and
DenseNet121 models where Augmented and Original refer to the RafD augmented

and original dataset and A) no additional augmentation was applied and B)
rotation (+/− 30), scaling with a random factor between 0.8 and 1.2, and shear

random factor between 0.9 and 1.1 was applied.

DenseNet121 ResNet50

Augmented Original Augmented Original
A 0.965 0.965 0.972 0.965
B 0.993 0.958 0.958 0.972

While the performance for the RafD dataset are reaching human level of
performance (recognizing simple emotions in high resolution images is a relatively
simple task for deep learning models), the results hold true also for the augmented
data. In addition, using only the augmented images performed better or on par,
compared to the original images in every situation except for ResNet50 B). An
interesting observation is that augmented images do not include facial expressions
at maximum intensity but have been evaluated on such. This implies that training
on augmented images featuring medium intensities of portrayed emotions was
sufficient to classify those at maximum intensity as well. In this case, cross-entropy
with soft labels was not symmetric due to the fact that 1) soft-labels in the
augmentation weigh towards the neutral expression and 2) the augmentation for
certain expressions is more prone to artefacts (e.g. sadness and anger), which
resulted in a unbalanced training samples between classes. Contrary to expectations,
however, this did not appear to hamper the CAS scores for the model trained only
on augmented images. This is a positive result, as it implies that the networks learn
class distribution on- or almost on-par and in some cases even better compared to
using the original dataset, which makes both dataset practically interchangeable
for training.
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5.6 Discussion

For the purposes of evaluating its efficacy in the generation and recognition of
nuanced expressions, augmentation were created only for nuanced expressions
within-subjects. However, Delaney triangulation can also be applied in a person-
agnostic manner as long as facial feature landmarks can be correctly identified to
create novel morphed identities from existing faces. Those blended pseudo-identities
would be of sufficient quality to be reliably used as additional labelled data from
an existing dataset. A positive side effect of using multiple faces within one such
blend is that with an increase of identities, artefacts caused by the augmentation
method are reduced as the contribution of individual images to the blended image
is reduced. Recently, it has also been a topic of discussion that many dataset
are biased and are not representative for group diversity. This method can be
particularly useful to correct or mitigate for this by generating morphed samples
for under-represented groups. In turn, more balanced dataset would help produce
less biased algorithms relying on facial expression generation or classification.

Holistic facial-expression recognition approaches can benefit from such aug-
mentation as well. It can provide plausible samples for training, which can help
classification models to learn more accurate decision boundaries between classes,
thus reducing misclassification for nuanced facial expressions. Currently, more
expressive features of the face are weighted more such that they disproportionately
influence classification. Alternatively, using the presented method to generate
augmented images for nuanced expressions can be applied to strengthen the
interdependence of formant facial features contributing to distinct facial expressions
in recognition tasks.

The use of the deconvolutional generative model allows to create gradients of
emotion intensities between two arbitrary points in the latent space, expressed
as a sequence of facial expression images morphing between arbitrary emotion
classes and intensities. As such, facial expression-based scales can be created for
and between arbitrary emotion classes. Additionally, the use of the augmentation
improves the quality of the generated images where interfaces relying on realistic
portrayal of emotional faces can leverage it and benefit from a realistic and truly
continuous facial expression feedback.

5.7 Conclusion

In this chapter, a known method for blending images of faces was evaluated in its use
to create an augmentation for an existing facial expression dataset. The proposed
approach was applied to create labelled facial expressions portraying varying
intensities of emotion. The augmentation was evaluated in a facial expression
generation and recognition tasks and the results indicate significant improvements
in generating facial expressions when using the augmented dataset in combination
with the original one. In a facial expression recognition task, results indicate
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that the original and augmented dataset can be used interchangeably as both
achieve near-similar levels of classification accuracy. There are benefits to using
this augmentation for a wider set of tasks, in particular for networks that aim to
recognize intensities of facial expression beyond simple categorical classifications.

5.8 Chapter Summary

In this chapter, an effective and inexpensive method to create a labelled augmented
facial expression dataset consisting of expressions portraying varying intensities
of emotion from a categorically labelled one was developed and evaluated in a
facial expression generation and recognition tasks. In the generative task, it yielded
images of sufficient quality and resolution, while in the latter, models trained on
the augmented dataset only achieved near- or in some instances better results
compared to those trained only on the original dataset. Additionally, potential
caveats when working with the augmented data were highlighted such as uneven
sample distribution of labelled classes, particularly when working with soft labels.
The methods’ simplicity makes it easily reproducible as well as applicable for
further facial expression generation and recognition tasks. The application of this
augmentation can address contemporary problems in deep learning algorithms
related to improvements in nuanced facial expression recognition and generation,
uneven sample distribution and de-biasing facial expression datasets. The use of
machine learning approaches such as generative deconvolutional networks carry
the benefit of being able to synthesize gradients of emotion intensities in facial
expressions where the augmentation significantly improves the quality of the
generated images. Consequently, interfaces using facial expressions to capture
constructs such as emotion or mood can benefit greatly from this approach.
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Chapter 6

Exploration and evaluation of a
bipolar facial expression-based
scale for mood self-reports

6.1 Introduction

In Chapter 4 the Dynamic Visual Analogue Scale (D-VAMS) [27] featuring
photographs of real persons enacting the facial expressions of happiness and sadness
was used to capture assessments of complex emotional states such as awe, guilt,
compassion and others elicited by a number of vignettes. Those findings indicated
that complex emotional states can be captured rather well using the basic emotions
of happiness and sadness.

The goal of this study was to investigate whether a facial expression-based scale
is applicable as a tool for self-reporting mood in daily life. For this purpose, the
Ecological Momentary Assessment (EMA) framework [17], a widely-used approach
for providing ecologically valid self-reports (Chapter 2, Section 2.3.4) was utilized
as the basis for facilitating the mood self-assessments. Through the use of EMAs
self-reports are provided close to time of experience and maximize ecological validity,
while mitigating the effects of the retrospective recall bias [95, 96]. Chapter 2,
Section 2.3.4 elaborates in detail EMAs, their use-cases and benefits.

In Chapter 5 a blueprint was presented for generating realistic facial expressions
through the use of a generative deconvolutional neural network model. The model
was trained on a the Radboud Faces Database (RafD) dataset [8] and an augmented
dataset consisting of blended facial expressions consisting of intermediary intensities
of emotion. Subsequently, in this Chapter, the facial expressions for sadness and
happiness as created by the generative model were used as feedback within a
bipolar facial expression based assessment scale. The scale borrows the smartphone
application prototype design used in Chapter 4.
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6.2 Methods

6.2.1 Study Design

The experiment used a within-subjects design with two independent variables –
assessments provided with a facial expression-based happiness-sadness scale (FEAS)
and an equivalent visual analogue scale (VAS) [19]. Each participant received 5
notifications per day at semi-fixed intervals on their smartphone for the duration
of 2 weeks, prompting them to self-report their mood using both scales.

6.2.2 Participants

Participants were recruited through fliers distributed across the High Tech Campus
in Eindhoven, The Netherlands and Technical University Eindhoven (TU/e).
Participants were required to be between 18 and 65 years of age with no history of
mental disorders, have a good proficiency in English and own an android smartphone.
37 participants took part in the experiment, where 32 out of 37 (12F/20M, M=29,
SD=9) provided information about their age and gender. All participants were
required to provide consent and were remunerated for their participation with a
voucher for several online and physical stores in the Netherlands worth e15.

6.2.3 Materials

Figure 6.1: Figure containing computer-generated facial expressions for the
emotions of happiness (top) and sadness (bottom) for the intensity range of no

emotion (0) to peak emotion (1) at increments of 0.1 from right to left respectively.
The expression on the utmost right position for sadness and happiness is the
neutral expression, featured in the centre-point of the scale. Each dimension

within FEAS was represented by 100 such images.

An android smartphone application was developed for the purpose of this study.
It featured a facial expression-based assessment scale portraying the expressions
of happiness, sadness and the neutral expression. Underneath, the scale was
represented as a bipolar scale with 201 discrete points. The happiness and sadness
dimensions each featured 100 distinct points, representing increasing intensities
of emotion. The sadness dimension was allocated in the [0 − 99] range while the
happiness dimension in [101 − 201] range, where the lowest and highest points
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in those ranges portrayed those expressions at peak intensities respectively. The
neutral expression was allocated to the centre-point of the scale. Figure 6.1 portrays
a smaller subset of the range of intensities of emotion for the happiness and sadness
dimensions presented in FEAS.

The images were created using the neural network model presented in the
generative task described in Chapter 5. The model was sampled on the respective
categorical dimension at increments of 0.01 in order to produce 100 images for each
one. The underlying numerical mapping was obscured from participants, where as
in the previous experiment in Chapter 4, the only visible element of FEAS was an
image containing the facial expression feedback.

Navigating through FEAS was accomplished using a vertical gesture by sliding
up or down on the image, increasing or decreasing the intensity of the portrayed
emotion. For example, sliding upwards when at the neutral expression would display
increasingly happier facial expressions and sliding downwards – sadder. This design
rationale was made in order to prevent participants from simply transplanting their
assessments from either VAS to FEAS or vice-versa.

The application also included a bipolar VAS scale, implemented as a pseudo-
continuous horizontal slider featuring the emotion dimensions for happiness, sadness
and neutral mapped onto 201 discrete points. VAS featured labels denoting the
emotion categories for happiness and sadness on the right and left end of the slider
respectively and the neutral dimension was represented by its centre-point. The
application logged automatically each interaction with either FEAS or VAS as a
timestamp and a numerical value.

A digitized version of the System Usefulness (SYSUSE) and Interface Quality
(INTERQUAL) subsets of the Computer System Usability Questionnaire (CSUQ)
[156] were administered separately for each assessment scale. Additionally, a
semi-structured questionnaire comprising of a mixture of open- and closed-ended
questions (see Appendix 6.A) was used to investigate aspects of the scale, such as
the user experience with each interface, the utility of facial expressions as a feedback
mechanism, and questions prompting participants to share their intuitions.

6.2.4 Procedure

Upon expressing interest in the study, prospective participants were sent an
information letter detailing the experiments’ aims, procedure, risks and burdens.
An appointment was scheduled with willing participants and on the arranged date,
they were accompanied to an on-site lab. There, they were handed a printed
copy of an informed consent form and privacy notice detailing the content of
the experiment, the task they are expected to accomplish and how their data
will be used. Participants were given ample time familiarize themselves with the
contents and were allowed to ask any questions pertaining to the experiment, their
participation and the outcome of their data. After providing written consent, a
mobile application was installed on their smartphone.

In the following two weeks, the application triggered notification prompts on
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the users’ device at semi-fixed intervals. A total of five notifications per day were
delivered at 10, 12, 16, 18, and 20 o’clock including a randomization jitter of ±30
minutes. For each prompt, participants were asked to assess their mood using both
the FEAS and VAS scales, where those were presented sequentially in a randomized
order. Prior to each self-report, both scales were initialized on the neutral position
– the center-point for VAS and the neutral expression for FEAS. Participants could
also self-report using the application on their own initiative apart from responding
to a notification should they chose to do so.

After two weeks had elapsed from the date the application was installed, a
notification was triggered which directed participants to fill out a digital version
of the CSUQ questionnaire [156] featuring the System Usability (SYSUSE) and
Interface Quality (INTERQUAL) subsets. This questionnaire was filled out once
for each assessment interface. Then, participants were directed to a screen allowing
them to submit their self-reports and CSUQ data digitally. Upon receiving data
from a participants, a user experience questionnaire was sent asking about their
experience with the interfaces (see Appendix 6.A).

The study took 3 months to complete and took place between 1st of October
and 31st December 2019 counted from the date of enrolment of the first participant
to receiving data from the last.

6.2.5 Statistical analysis

Linear regression models were used to compare assessments between FEAS and
VAS on each emotion dimension separately. This resulted in three types of
assessment categories – 1) those rated on the happiness dimension, 2) those rated the
sadness dimension and 3) neutral assessments. Those were clustered accordingly by
assuming the following schema – 1) assessments rated on the happiness dimensions
on both FEAS and VAS, 2) assessments rated on the sadness dimension on both
FEAS and VAS, 3) assessments rated as neutral (or the centre-point) on either
FEAS or VAS. This partition resulted in 1422 (77.6%) assessments on the happiness
dimension, 249 (13.6%) – on sadness and 107 (5.8%) classified as neutral, where
47 were rated as such on both scales, 8 only on FEAS and 52 only on VAS. 55
(3%) remained undifferentiated as in the paired assessments between both FEAS
and VAS, they featured an assessment on the happiness and sadness dimensions.
Due to their small contribution relative to the total amount of assessments, it was
assumed that those ambivalent responses mostly comprise of assessment errors and
were excluded from the subsequent analyses.

Complementary to the LR models, the range utilization of both scales was
compared by visualising the interdependence in the distribution of assessments for
both FEAS and VAS by computing a kernel density estimation (KDE).

Additionally, both scales were compared by the time required to provide an
assessment. Therein, median duration was taken, rather than mean as there
were 51 assessments (43 on the happiness, 1 on the sadness and 7 on the neutral
dimension) which took longer than a minute. Duration of assessments for each
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emotion dimension were examined for significance using a t-test.
Quantitative results of the CSUQ and questionnaires were collated and examined

for significance on each subscale using a t-test. Some answers were either missing,
did not match the premise of the question or could not be interpreted as a distinct
categorical response where those have been subsequently omitted. A thematic
analysis was conducted on the open-ended questions.

The numerical data were analysed using Python 3.6 and numpy and pandas
libraries [169]. The visualisations were created using the seaborn library [148]. 13
self-reports were not recorded correctly by the application and were discarded from
subsequent analyses.

6.3 Results

In total 37 dataset were collected consisting of 1833 assessments (M=49.5,
SD=17.05) or 70% of the expected 2590 assessments. Table 6.1 contains the

Dimension Type n M (SD)

Happiness FEAS 1422 63.11* (±22.62)
Happiness VAS 1422 39.80* (±21.38)

Sadness FEAS 249 44.59¶ (±25.27)
Sadness VAS 249 36.04¶ (±22.31)

Neutral FEAS 107(8)§ 17.21 (±27.18)
Neutral VAS 107(52)§ -0.51 (±4.76)

Table 6.1: Table containing the sample size (n), mean and standard deviation (M
(SD)) for assessments provided with either FEAS or VAS grouped by emotion

dimension. The neutral dimension includes assessments rated on the centre-point
of either FEAS or VAS. Ambivalent responses (n=55) featuring assessments on

both the happiness and sadness dimensions with either FEAS or VAS were
excluded. *The happiness dimension was normalized to the [0-100] interval. ¶The
sadness dimension was inverted within the [0-100] interval with 0 representing the

lowest intensity of emotion and 100 – the highest, cohesive with the happiness
dimension. §The numbers in brackets denote assessments lying on the neutral

position for the respective assessment scale.

descriptive characteristics of assessments split by emotion dimension and used scale
(e.g. FEAS or VAS).

6.3.1 Inferential statistics

Linear regression models (LR) were used to evaluate whether and to what extend
assessments provided on FEAS and VAS are correlated where those were computed
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Dimension slope intercept r p 95% CI [LL, UL] SE

Happiness* 0.63 0.27 0.67 .000 [0.64, 0.69] 0.02
Sadness¶ 0.61 8.87 0.69 .000 [0.62, 0.75] 0.04
Neutral 0.02 98.07 0.07 .48 [-0.12, 0.26] 0.02

Table 6.2: Parameters describing the linear regression models fitted on the
emotion dimensions for happiness, sadness and neutral with both the FEAS and
VAS. The columns indicate the linear regression slope (s), intercept (i), correlation
coefficient (r), significance value (p), 95% confidence intervals (CI) and standard
error (SE) *The happiness dimension was normalized to the [0-100] interval. ¶The
sadness dimension was inverted within the [0-100] interval, such that 0 represents
the lowest intensity of emotion and 100 – the highest, cohesive with the happiness

dimension.

separately for each emotion dimension. Table 6.2 presents an overview of the linear
regression model parameters for each dimension including linear regression slope
(s), intercept (i), correlation coefficient (r), significance value (p), 95% confidence
intervals (CI) and standard error (SE). The regression visualisations can be found
in Figure 6.2. The results indicate a strong correlation between assessments on
both – the happiness and sadness dimensions with FEAS (r(1422) = 0.67, p <
.001) and VAS (r(249) = 0.69, p < .001). Those correlations were statistically
significant with 95% confidence intervals for happiness [.64, .69] and sadness [.62,
.75]. The LR model for neutral assessments showed no correlation. The slopes of
both regression models indicate a proportional increase in the assessments within
each emotion dimension.

Complementary to the LR models, the range utilization of both scales was
investigated by visualising the interdependence in the distribution of assessments
for both FEAS and VAS by computing a kernel density estimation (KDE, see
Figure 6.2). While the LR models were informative of how assessments both scales
capture the emotion dimensions of happiness and sadness, they tell us little about
the underlying distribution of assessments on either FEAS or VAS. KDE reveals
the underlying probabilistic distribution over a two-dimensional space spanned by
assessments provided with both scales. This visualisation can reveal systematic
inter-dependencies between ranges of values. Using this visualisation, a noticeable
difference was the relative low density of assessments in the [70,90] range for the
VAS scale on both emotion dimensions, which was not observed in those for FEAS.
There, inversely, a higher spread of assessments was observed, where for example
the [40,60] range on the VAS happiness scale roughly corresponds to a [50,100]
range on the FEAS scale. Although the dimension for sadness features significantly
less assessment points, a similar trend was observed for the same [70,90] VAS range.

The median time required to provide a self-report with each scale per emotion
dimension was 1.3 seconds for VAS and 2.7 with FEAS (see Table 6.3). The
difference in response times between scales and per emotion dimension were
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Figure 6.2: Linear regression models of the assessments provided with the VAS
and FEAS scales separated by emotion dimension (top) and the respective KDE

plot (bottom). The regression line visualisations uses jitter on the x-axis
data-points for overlapping assessments.

significant (p < 0.001).

The scores obtained on the Computer System Usability Questionnaire (CSUQ)
for both System Usefulness (SYSUSE) and Interface Quality (INTERQUAL) subsets
(see Table 6.4) were not significant.

Participants rated the happiest and saddest expressions in FEAS as representing
their respective emotion dimensions at their peak intensity on a scale between 0
and 10. The happiest expression was rated on average as 8.2 (n=32) and that for
sadness as 9 (n=28).

75



6. Exploration and evaluation of a bipolar facial expression-based scale for mood
self-reports

Type Happiness* Sadness* Neutral*

FEAS M=2.7, SD=3.8 M=2.7, SD=3 M=2.5, SD=5.1
VAS M=1.4, SD=2.6 M=1.3, SD=1.7 M=0.7, SD=2.6

Table 6.3: Average duration in seconds for providing a self-report measured as the
period between an respective interface being displayed to the user and its last

interaction. *All computed comparisons were significant (p < 0.001).

CSUQ

Scale SYSUSE* INTERQUAL*

FEAS 17.4 8.9
VAS 17.9 8.9

Table 6.4: CSUQ mean scores for FEAS and VAS on the System Usefulness
(SYSUSE) and Interface quality (INTERQUAL) sub-scales, rated on a [1, 7] Likert

scale. Lower is better. *Neither subscale difference in scores was significant
(p > 0.05).

6.3.2 Qualitative results

Two explicit mood-matching strategies were outlined – active and passive in order
to discern how participants used a facial expression to indicate their mood. Active
implies that participants explored how they felt prior to or while self-assessing
their mood and actively tried to find a matching expression on the interface (”does
the person on the interface feel like I feel?”). Passive implied that they browsed
the interface, visiting multiple emotion intensities first until they found one whose
intensity matched their mood (”do I feel like the person on the interface?”). 21
participants used the active strategy to report their mood, 7 – the passive one, and
4 indicated they used both – each at different instances.

Comparing FEAS and VAS as the method for self-reporting mood, 19
participants indicated a preference for the facial expression scale, 7 for VAS,
while 4 preferred a combination of both.

Two questions aimed to establish whether participants had a preference for
the appearance of the facial expression assessment model and to extract a specific
desired identity for it respectively. 16 participants indicated a preference for a
model of similar appearance to themselves: ”I would prefer a model of my own
because it would allow me to more accurately project [...] my emotions on the
interface.” From this group, 5 participants further emphasized on the importance of
the age of the model, where the indication was for an preference in a range similar
to theirs. Additionally, 3 participants indicated a preference for gender matching
their own: ”I would prefer a male model simply because I would associate with
the facial expressions more easily.” 6 persons shared that they have no particular
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preference towards the assessment model. 4 people indicated that they would
like to see a model of themselves rather than a generic or an otherwise person
anonymous to them or a person of similar appearance: ”I think that, during the
assessment, my mind is trying to empathize with face on the screen. Having photo
of myself or a face that is very similar to mine could help me to empathize more.”

Identifying whether participants had a concrete identity they wished for the
model to assume, 17 participants indicated they would like to see a generic or
otherwise person unknown to them: ”No, the more neutral the better.” Those
included the majority of people that wished for a facial expression assessment
model similar to, but not a mirror-image of them: ”I would not like to have my
own face but I would like the model to have the same ethnicity, age and gender.”
12 persons preferred a model of themselves: ”I would prefer myself rather than
another person that I know.”

Establishing whether either assessment method allowed participants to gain
insights about their own mood, generally most participants indicated that they
were more aware of how they felt due to their participation in the experiment. In
particular, simply issuing a prompt appeared to increase ones’ awareness of their own
moods: ”The daily reminder ”Take a moment to assess your mood” actually works
a bit as a reflection moment.” This ’reflection moment’ was encapsulated by another
participant as well that used this information to formulate actionable strategies to
improve their mood: ”I’ve got a lot of useful insights. Being more aware of my
mood is a first step to understand why and when do I feel sad and nervous and which
activity helps to improve my mood.” Another participant appeared to intuitively
engage in emotion regulation techniques such as a form of savouring in order to
reassess their mood prior to making an assessment: ”Yes, sometimes after getting
the pop-up rather than instant reply I thought about good things happening around
and marked my response.” Additionally, self-assessments with the facial expression
interface appeared to be more meaningful: ”The facial expression interface is useful
since I can better identify my mood with the face.” On the question of perceived
ease of use, all participants estimated unanimously both scales to be easy to use.

6.4 Discussion

Results indicated that assessments made with FEAS and VAS are strongly correlated
nearing 70% for both dimensions of happiness and sadness. The strong correlation
was an indication that both scales captured mood similarly to one another.
Emphasizing the significance of the correlation was the fact that the navigation
scheme implemented in FEAS did not feature any numerical quantification apart
from the facial expression feedback as an indicator of emotion intensity. Although
one could still approximate a numerical value for FEAS in relation to the subjectively
perceived distance from the neutral face or either of the extremes, it was not as
straightforward to do so precisely as the bipolar scale featured 100 images per
emotion dimension.
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Evidently, there was an imbalance in the sample sizes of assessments provided on
dimensions for happiness and sadness. This is not unexpected, as participants were
healthy adults with no self-reported mental-health issues. Despite this imbalance,
however, in the juxtaposition between FEAS and VAS assessments in Figure 6.2,
some discrepancies were seen in the spread of assessments over the range of both
scales on both emotion dimensions. It is important to note that, when interpreting
a KDE plot, one has to think in terms of probabilities derived from the observed
sample. In this way, a generalization on the likelihood of future assessments
following the trend of the observed sample can be made and subsequently used as
a basis to evaluate the underlying systematic usage of the scales. In particular, it
appears that assessments provided with VAS are less probable to be found in the
[70, 90] range.

An explanation for that may lie in the way people typically interpret and interact
with analogue scales. Works in the literature examining VAS identify biases relating
to disproportionate utilization of their range [23]. The authors, similarly to the
observations herein, identified an end-aversion on a bipolar scale and conclude
that VAS scales may be well suited for an ordinal arrangement of items, but were
susceptible to biases when used to measure cardinal values. This effect occurs by
making a comparative judgments according to the labelled portion of the scale,
which leaves any unlabelled range thereof subject to subjective interpretation [20].
A comprehensive examination of different types and arrangements of VAS scales
[22] further confirmed this observation, where it was found that assessments tended
to coalesce towards labels placed alongside the range of the scale, while ranges
intermediary to them remained depressed. A combination of those effects could
offer an explanation why the extremes ends of the VAS scale in this experiment
were still utilized, while ranges nearing those extremes were not. While a labelled
portion of a scale, for example its extreme was easy to interpret, participants were
uncertain on the difference in meaning between the point at the extreme end of
the scale and those near it, subsequently resulting in the observed distribution of
assessments.

On the other hand, the happiness dimension of FEAS appeared mostly
underutilized in its lower range, such that assessments lying in its upper range
appeared more spread out relative to their paired VAS counterparts. An explanation
may lie in how facial expressions spanning FEAS were sampled. The images
originate from a generative neural network model (Chapter 5) trained on enacted
emotions, where the training data for both sadness and happiness consisted of 6
images – an original image portraying the emotion at its maximum valence and
5 artificially augmented ones representing the intensity interval [0.3,0.7] for 57
identities. Subsequently, the model cannot generate facial expression intensities
beyond the range contained in the training dataset. This was anticipated and as
part of the user experience survey, participants were asked to rate the happiest
and saddest expressions on a 10-item scale for how descriptive those were for their
respective subscale at peak intensities. There, participants rated the happiest facial
expressions as 8.2, while the saddest as 9 which may be an indication that the
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most expressive intensity for the happiness emotion dimension may have been less
expressive and subsequently offered less ranges of values for self-reports in the higher
range of the FEAS happiness subscale. This effect was not observed for assessments
provided on the sadness dimension, however, it also featured less assessments and
as the participant sample consisted predominantly of healthy adults, it was not
expected to see many assessments on the extreme end of the sadness subscale.
However, this is an indication that when designing a facial expression-based scale,
some considerations need to be made with respect to the intensity range of emotion
dimensions such that they cover a range of facial expression intensities aligned
with the users’ idea of how they should appear at peak intensity within an emotion
dimension

Additionally, while FEAS appeared to capture mood in a more consistent and
gradual manner over its span compared to its VAS counterpart, expressions of low
intensity for the happiness dimension were also observed to be used less frequently,
particularly so for the range of [0-15]. While this is not surprising as that range
coincides with the neutral dimension, it could be an indicator that those intensities
were subtle and not evocative enough to be categorically associated with happiness.
As elaborated in Chapter 2, Section 2.4.1, there is a minimally perceptible threshold
of emotion that needs to be present in order to categorically detect an emotion in
a face [186]. Nevertheless, those results may be an indication that the granularity
of the FEAS scale achieved using computer-generated facial expressions with a
mere 100 images for an emotion dimension may be sufficient such that those could
portray emotions at the boundary of what is perceptible to a user. This could be
particularly useful in specific use-cases such as capturing biases exhibited in the
ability of a patient living with depression to recognize specific nuanced expressive
faces as described in Chapter 2, Section 2.5.2.

The lack of a significant correlation for the neutral dimension is not striking
as the assessment space was effectively a single point on a bipolar scale. Hence,
any deviations in ratings offset slightly in either direction could significantly affect
those results.

The responses on the CSUQ questionnaire were not significant for either of
the Interface Quality (INTERQUAL) or System Usefulness (SYSUSE) subscale.
This is an indication that participants did not differ in a significant way in their
ratings between the FEAS and CSUQ sale. However, while VAS scales are used in
a plethora of use-cases and are pervasive in our societies, a FEAS scales consisting
of computer-generated facial expressions is largely unexplored. In that sense, this
can also be interpreted as a positive result, since it would indicate that both scales
did not differ significant from one another on SYSUSE or INTERQUAL subscale of
the CSUQ questionnaire. Furthermore, even though FEAS was on average slower
than VAS, providing an assessment was sufficiently fast enough as to not discourage
users from using FEAS.

Curiously, the simple act of triggering a notification was sufficient to increase
some participant’s awareness of their mood, where in one case a participant even,
on their own initiative, engaged in actionable emotion-regulation strategies.
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The general sentiment towards the FEAS scale from the qualitative user feedback
positioned FEAS as the more preferred method for providing an assessment. It
appeared to contain qualities which made it more personable through the evocative
visual aspect of representing mood as a facial expression appears, which subsequently
appeared to foster a deeper and more relatable experience. Additionally, the
interaction with appeared to be the more engaging and facilitated a more meaningful
connection.

Most participants indicated a preference in tailoring the FEAS assessment scale
further in a way that would increase its appeal and make it more accessible to users.
This wish was expressed mostly through altering the appearance of the person
enacting the expressions on the interface, where most participants preferred to see a
person that resembled them in their appearance. Specifically, more than half of the
participants indicated that that person needs to only approximately mimics their
appearance, while slightly less than half of the participants would have liked to see
a digital doppelgänger of themselves. In sum, participants’ feedback suggests that
the prevalent majority would like to alter the appearance of the person enacting
the facial expressions on the interface in some way, wherein participants appear to
differ in how and to what extend those alterations are expressed. As self-reporting
mood is inherently an introspective process, it is not surprising that the majority
of participants either desired to see themselves or an identity resembling them and
highlights the potential for such interfaces, where further customizing such tools
remains largely unexplored.

6.5 Limitations

An exploration of the range utilization of both FEAS and VAS revealed intrinsic
measurement patterns which are speculated to be attributable to how those scales
were perceived. For VAS, those appeared to be associated with the interpretation
of anchors on the scale which only featured two labels at each extreme end. Using
further indicators along the range of the VAS scale might have resulted in more
evenly distributed assessments or alternatively revealed that assessments tend to
coalesce over indicators on a VAS range aligned with findings in prior work. For
FEAS, the range of facial expressions, specifically those for the emotion dimension
of happiness might have not featured sufficient ones representing high intensities
of emotion. In turn, this discrepancy between persons may have affected its use
negatively.

6.6 Conclusion

This study demonstrated that assessments provided on a facial expression-based
happiness to sadness scale are strongly correlated to those provided on a VAS
scale. This indicates that the FEAS assessment may be used reliably for assessing
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mood. A novelty in this approach was the application of computer-generated
facial expressions used to span the emotion dimensions for happiness and sadness.
Furthermore, most participants indicated to extract more value from the FEAS’
more evocative depiction of mood, and expressed an interest in personalizing
the interface further highlighting the potential of future developments of facial
expression-based self-report tools.

6.7 Chapter summary

This study aimed to investigate whether assessing mood in a monitoring context
through the expressions of happiness and sadness compares to a VAS scale
featuring the same emotion dimensions. Results indicated that both VAS and facial
expression-based scales are strongly correlated and may be used interchangeably.
Furthermore, most participants indicated to extract more value from the FEAS’
more evocative depiction of mood, and expressed an interest in personalizing
the interface further, highlighting the potential of future developments of facial
expression-based self-report tools.
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6.A Questionnaire

(a) The happiest expression on the
FEAS interface.

(b) The saddest expression on the
FEAS interface.

Figure 6.3: Happiest (left) and saddest (right) facial expression on the FEAS
interface.

Participant information
What is your age?
What is your gender?

User experience questions
Was it easy to find a facial expression intensity on the sadness-happiness scale, which corresponded to
your mood? If no, why?
Was it easy to find a spot on the sadness-happiness slider, which corresponded to your mood? If no,
why?
Does the happiest face on the scale (Figure 6.3a) represent extreme happiness in your opinion? If no,
what value would you give to the happiest expression from 0 to 10 on a scale from neutral to extreme
happiness?
Does the sad face on the scale (Figure 6.3b) represent extreme sadness in your opinion? If no, what
value would you give to the saddest expression from 0 to 10 on a scale from neutral to extreme sadness?
When you were providing your assessments on the facial expression interface,

(a) did you first try to figure out how you feel and then find a matching facial expression on the
interface or

(b) did you explore the facial expressions in the interface and try to compare it to how you felt to
find your matching mood or

(c) if neither of those, please elaborate

Did you get any insights about your own mood, when providing the self-reports with the sadness-
happiness facial expression interface?
Did you get any insights about your own mood, when providing the self-reports with the sadness-
happiness slider interface?
Would you prefer a model of your own or a different gender, ethnicity or age when using a facial
expression-based interface and why?
Would you want to use a model of a particular person or yourself when assessing your mood? If you
prefer a model of a particular person, who would that be?
What did you like and what did you dislike about the facial expression interface?
How can the facial expression interface be improved?
What did you like and what did you dislike about the slider scale?
How can the slider scale be improved?
Were there any technical problems with the application?
Do you have any other feedback about the use, looks, feel or anything you deem important regarding
your experience with the application or the interfaces?
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Chapter 7

Design of a multidimensional
facial expression-based interface
for mood self-reports

7.1 Introduction

This chapter described a system design for a multidimensional facial expression-
based scale. Chapter 4 investigated the use of a facial expression-based scale
for capturing elicited emotions, where the scale comprised of the expressions for
happiness and sadness portrayed by photographs of a real person. The emotions
were elicited by a series of positive and negative vignettes featuring complex
emotions such as joy, pride, disappointment and others. Assessments provided with
the facial expression scale were compared to such provided on a visual analogue
scale, where the indication was that both scales were strongly correlated.

Subsequently, Chapter 5 presented an approach relying on machine learning
generative model to create a range of realistic human facial expressions at varying
levels of intensities. Using the generative model also provided a numerical
quantification of the emotion intensity for generated expressions. The computer-
generated facial expressions were subsequently successfully applied within a similar
happiness-sadness facial expression-based scale as the one used in Chapter 4
followed by an evaluation within a mood-monitoring study in Chapter 6. There, the
correlation between the facial expression-based scale and its VAS counterpart were
strongly correlated as well indicating that computer-generated facial expressions
could also capture emotional content.

This provided sufficient evidence to believe that facial expression-scales
1) perform similarly to a visual analogue scale in the context of capturing
elicited emotions and 2) the dimensions of happiness and sadness were able to
adequately model and capture experienced positive and negative emotions. However,
participant feedback from Chapters 4 and 6 indicated a desire for a facial expression-
based interface, which features more emotion dimensions than those for happiness
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and sadness alone. Since it was possible to use the generative model to create
expressions beyond those for happiness and sadness, it was used to aid the creation
of such as scale. This Chapter presented a practical implementation of one such
multidimensional facial expression interface, whose design choices was motivated by
leveraging the strengths and weaknesses of the machine learning generative model
and existing theoretical knowledge on emotion theory. Moreover, this Chapter
not only elaborated on the technical details of the design and implementation
of this tool, but also provided the underpinnings for accommodating multiple
discrete emotion dimensions and their intensities within an assessment interface.
The end-goal was to create a robust method to accommodate an arbitrary number
of facial expressions within a single assessment surface as part of a smartphone
application, which can scale to include further novel expressions in the future.
Additionally, due to the ubiquity of smartphones, such a tool would allow it to be
used for self-reporting mood as ecological momentary assessments (EMA) [17] as
well.

7.2 Designing a facial expression scale using

computer-generated expressions

7.2.1 Generative model parameters

Conceptualizing a system which utilizes the facial expressions created by the
generative model described Chapter 5 needed to adhere with the models’ strengths
and limitations. It is important to restate, that the dataset used for training
the model consisted of the original and augmented The Radboud Faces Database
(RafD) dataset [8]. Specifically, the generative models’ input parameters consisted
of three feature vectors (e.g. a vector of 1xN dimensions where N is the complete
count of classes for a particular feature): those for eye-gaze direction, identity (i.e.
person in the dataset), and facial expressions. The combination of those input
features were used by the model to create an image which best fits those input
parameters. As previously elaborated, the training dataset consisted of front-facing
images only, portraying the facial expressions for anger, contempt, disgust, fear,
happiness, neutral, sadness and surprise in 57 adults and with 3 eye gaze directions
(i.e. left, right and centre). Therein, the RafD dataset consisted only of facial
expressions at peak intensities, except that for the neutral expression, where the
augmented one – as elaborated earlier in Chapter 5 – of emotion intensities in the
range of [0.3,0.7] where 0 denotes absence of emotion and 1 – an emotion at its
peak intensity.

Figure 5.3 in Chapter 5 depicts the architecture of the generative model, where
the input feature vectors are presented on the left from which subsequent layers
are used to encode feature variations and up-sample the user input, resulting in an
image of a 550x550 pixels resolution. Input feature vectors were one-hot encoded
(e.g. its elements are encoded within the [0, 1] range), where, for example, each
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element mapped for a distinct facial expression would represent absence of that
emotion as 0 and its presence at peak intensity as 1. For example, a model that
can synthesize 3 distinct categorical expressions is given as input a feature vector
of [0 0.5 0], would in turn generate the facial expression represented by the element
on the 2nd position at half-peak intensity. By modulating the feature vector values,
expressions at varying intensities can be created. The feature vectors’ data type is
a 32-bit float, where 23-bits are reserved for the mantissa [187], which ascertained
that the model can generate facial expressions intensities with high-granularity.

7.2.2 Facial expression navigation scheme

Designing an application for a mobile device allowed it to capitalize on the ubiquity
of smartphones. Consequently, the navigation scheme employed to interact with
the application needed to adhere to constraints imposed by a two-dimensional
touchscreen most contemporary devices were equipped with. Thus, the organization
of multiple facial expressions within a single surface needed to be i) coherent, such
that each coordinate represents a distinct facial expression category and intensity
and ii) systematic, such that facial expressions categories are separated according to
their between-class dissimilarity and facial expression intensities clustered according
to their within-class similarity. Or simply said, expressions belonging to the same
class needed to be grouped and ordered such that their intensities gradually
increment. Adhering to this organization would allow users, after a few interactions,
to infer the expected facial expression category and intensity based on this cohesive
spatial mapping even for previously unseen expressions, which would subsequently
improve the tools’ ease of use

A suitable choice to achieve this spatial organization was a polar coordinate
system where the angle parameter determines the emotion dimension, while its
radius – the intensity of the emotion. In a polar coordinate system, the space
can be split infinitely by equidistantly placed radial lines. Using this organization,
distinct emotions can be allocated on specific radial lines dividing the coordinate
system. Those will be referred to as pivots from now on. On each pivot, the facial
expression intensities were arranged in an incremental order such that a point
laying on the circumference portrays an emotion at peak intensity and points close
to the centre – of mild intensities. Over a pivot radial lines’ coordinates images
were arranged representing gradually increasing intensities of emotion. The polar
coordinate system’s centre-point represented the neutral expression as it does not
posses a gradient of intensities.

Sectors between adjacent pivots represented blended expressions transitioning
from one discrete emotion class to another. The intensity of emotion for those
in-between emotions was fixed to the radius such that points closer to the centre
also portray mild facial expressions and those closer to the circumference – those
at high intensity of emotion. This arrangement satisfied the previously outlined
conditions such that the interface is i) coherent – due to fact that no facial expression
class or emotion intensity is present on the interface twice, ii) systematic – due
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to the fact that each pivot is equidistant to its two adjacent pivots and upholds
between-class dissimilarity and within-class similarity as expressions of the same
class are incrementally arranged over their respective radial lines. Figure 7.1

(a) Mostly happy facial
expression with an
intensity of 0.89 for

happiness and 0.11 for
sadness.

(b) Mostly sad facial
expression with an
intensity of 0.55 for
sadness and 0.20 for

disgust.

(c) A mixture of anger and
disgust with an intensity
of 0.35 for disgust and

0.20 for anger.

Figure 7.1: Sample output from the application interface displaying facial
expressions generated by the neural network model described in Chapter 5 as well

as the underlying coordinate system. The top left corner features the
quantification of emotion of the currently selected coordinate.

depicts the spatial arrangement for emotions utilizing the aforementioned scheme
in an implemented mobile application prototype. Therein, the polar coordinate
system’s outlines as well as pivots are coloured in orange and overlayed over the
facial expression feedback. The navigation dot descriptive of the currently selected
coordinates is represented by a solid circle coloured in orange.

7.2.3 Facial expression quantification

The quantification for the neutral expression was relatively simple, since, as
previously explained, it was zero-coded and would be positioned at the centre
of the coordinate system. Similarly, mapping the discrete emotions on equidistantly
placed pivots was also trivial, as the increments in the input parameter for the
particular emotion class simply needed to be in proportion with the radius length
corresponding to polar coordinates on the system. On the other hand, in-between
expressions positioned in sectors between two pivots increased in intensity along
their respective radial lines as well, consistent with how distinct facial expressions
are organized. The proportion of each distinct pivots’ emotion contributing to
in-between ones was computed based on the distance of the currently selected
coordinate to adjacent pivots, whereby an oblique projection was used to estimate
this distance.

87



7. Design of a multidimensional facial expression-based interface for mood
self-reports

In sum, the closer a coordinate was to the polar coordinate systems’
circumference, the higher the intensity of emotion was for that particular pivot or
blended emotion and was subsequently reflected in the facial expression feedback.
In-between expressions derived the proportion of contributing emotions based on
a coordinates’ distance from adjacent emotion pivots. Figure 7.1 features three
images portraying distinct or blended emotions. In the upper left corner of either
of the three images a quantification of the portrayed emotion ca be seen coloured
in teal.

7.2.4 Allocation of emotions to pivots

Determining the spatial allocation of facial expressions to pivots on the polar
coordinate system needed to be in concordance with a metric of emotion proximity
to argument their adjacency. To motivate the their arrangement, the likelihood
of emotion-pairs being co-experienced was considered. As sectors between each
emotions consisted of intensities gradually transitioning from one emotion to
another, such an approach ensured that those that are more likely to be co-
experienced were placed adjacent to one another.

Two prominent models of organizing emotion have been widely accepted in
the literature – the categorical and dimensional models of emotion [9, 188]. Both
attempt to organize emotions from a different perspective and while there has been
a debate on which model is a better reflection of reality, they are not necessarily
at odds with each other as elaborated in Chapter 2, Section 2.2. Recent findings
suggests, that a hybrid theory of emotion accommodating both views may be
best suited [59]. Using facial expression to represent emotions inherently adheres
to the Basic Emotion Theory (BET) model as it presupposes that emotions are
distinct entities, whereas arranging them within a coordinate system is intrinsically
suited to borrow from the dimensional model of emotion as it aligns with the
Circumplex Model of Affect [9]. As the latter allocates emotions within the two-
dimensional space of valence and arousal, the dimensional model allowed to derive
a metric of emotion proximity based on the spatial allocation of emotions within
the valence-arousal paradigm as seen in Figure 7.2.

As such, this valence-arousal organization of emotions served to inform the
spatial allocation of facial expressions to pivots in the assessment interface. Another
benefit of using the dimensional model to argument the arrangement of expressions
was the classification of emotions whose expressions are not part of the six basic
facial expressions of emotion [25]. Future iterations of this tool, which may consist
of further expressions can borrow from the same heuristic and further expand the
number of available emotion dimensions. In this practical use-case, a limitation was
imposed by the number of emotions present in the training set used to train the
generative model described in Chapter 5). In principle, however, the argumentation
for spatial allocation of facial expression on a polar coordinate system can scale to
an arbitrary set of emotions.
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Figure 7.2: Dimensional models’ Circumplex Model of Affect portraying emotions
and their spatial allocation according to arousal-valence paradigm.

7.3 Prototype implementation benchmarks

A prototype was developed for the Android platform using Java and Kotlin. It
was subsequently benchmarked in various configuration in order to establish the
optimal parameters for a setup which allowed the facial expression feedback to
be immediate. The benchmarks were performed as the platform, hardware and
the neural network model themselves pose certain limitations on resources. The
android platform imposes limitations on storage afforded to mobile applications.
Additionally, smartphones’ processors typically use the ARM (Advanced RISC
Machines) architecture, featuring a reduced instruction-set aimed for low- or battery-
powered devices. Four parameter variants were benchmarked according to three
criteria: response time (e.g. latency of the facial expression feedback), storage and
granularity of facial expressions contained in the interface.

The prototype featured two elements – a navigation interface representing the
polar coordinate system and an image containing the facial expression feedback.
First, the generative neural network model from Chapter 5 was converted from
TensorFlow to TensorFlow-lite, which enables low-latency on-device inference for
embedded and mobile devices. This is a necessary step as a neural network model
trained with TensorFlow cannot be used directly on a mobile device with an ARM
CPU architecture. For a second variation, the TensorFlow-lite model was quantized
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Figure 7.3: Number of discrete points in the polar coordinate system according to
discretization factor and number of included facial expression classes. The

horizontal lines show the number of distinct images representing facial expression
intensities on each radial line. Discretization factor of 0.01 yields 25251, 30301 and
35351 images for 5, 6 and 7 number of emotions respectively, but has been omitted

in favour of plot legibility.

[189], where the process of quantization reduces a neural network models’ parameter
precision resulting in faster inferences while sacrificing quality in the output (e.g.
in this case, produced images were more noisy). The second pair of variants used
pre-generated images from the neural network model. As the spatial arrangement of
images within the coordinate system was known, doing so eliminated the need to do
an inference on the device and could improve the responsiveness of the application.
Within this variation, however, a range of discretization factors were selected which
determined the number of unique image on the interface and subsequently the
density of coordinates associated with a unique image on the polar coordinate
system. In this investigation a discretization factor of 0.04 and 0.01 were used
in the benchmark tests. In order to determine a suitable discretization factor for
those pre-generated images, Figure 7.3 portrays the relationship between number
of emotions (e.g. facial expression classes) and the resulting number of images for
discretization factors in the range of [0.04,0.01]. Additionally, Figure 7.4 visualizes
the same range of discretization factors and their effect on the number of distinct
images on the interface.

Table 7.1 summarizes the benchmark test results, where each approach excelled
at a particular metric. Using the TF model resulted in best granularity due
to the fact that it can generate arbitrary many intensities per facial expression.
However, the latency incurred for generating a single image was approximately 660
milliseconds, which rendered this approach unusable in practice. The quantization
marginally improved inference times and moderately improved storage requirement
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(a) Discretization
factor of 0.04.

(b) Discretization
factor of 0.03.

(c) Discretization
factor of 0.02.

(d) Discretization
factor of 0.01.

Figure 7.4: Effects of applied discretization factors from 0.04 to 0.01 expressed as
density of unique images on the interface. Each dot in each subfigure indicates a
unique pre-generated image assigned to the respective coordinate on the polar

coordinate system.

Table 7.1: Benchmarks for latency and size of the facial expression representation.
For the approach relying on pre-generating images, the columns Discretization,
Latency, Size and Number of images refer to the discretization factor, average

response time required to update the facial expression feedback when choosing a
new coordinate on the interface, required storage space for either the neural

network model or pre-generated images and number of distinct facial expression
feedback images contained within the application respectively. The device used in
the benchmark tests was a OnePlus5, equipped with Qualcomm Snapdragon 835
processor.*Q refers to the quantized version of the TensorFlow model.¶ n refers to
the number of distinct emotion dimensions (e.g. happiness, sadness, and others)
where (n ∗ 223)n accounts for blended expressions (e.g. expressions portraying

emotion intensities on multiple dimensions).

Type Discretization Latency (ms) Size Number of images

TF Model – 663 44MB (n ∗ 223)n¶

TF Model (Q*) – 655 14MB (n ∗ 223)n¶

Discretization 0.04 70 134MB 1626
Discretization 0.01 70 2913MB 35351

by a factor of 3.14 for the TF model. In sum, inferences with a neural model on
mobile devices took a considerably longer time.

Hence, the optimal approach leveraging latency was to use pre-generated
images. Depending on the discretization factor, as expected, required storage
space increases in proportion with its granularity. Considering the benchmark
results, a discretization factor of 0.4 yielded sufficient granularity, as a trade-off
for storage space needed to accommodate those pre-generated images. However,
the required storage space was acceptable while still achieving an optimal latency
in the facial expression feedback. Therefore, the application was developed using
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pre-generated images with a discretization factor of 0.04.

7.4 Limitations

A potential caveat in this approach was that the distinction between two facial
expression classes in sectors between two pivots is not made explicit to a user
besides the facial expression feedback itself. This can further be exacerbated if the
underlying coordinate system does not feature labels for the respective emotions
on the interface to users. Furthermore, although the machine learning model
can generate in-between facial expressions comprising of emotions defined by the
two adjacent pivots, there is no guarantee that the expressions would be truly
representative of a mixture of those emotions. Consequently, a user navigating
away from one distinct facial expression section to another would, however, observe
a smooth morph in the facial expression feedback.

It is important to acknowledge that generative model is restricted to producing
facial expressions or identities contained in the training set. However, there is
no limitation to expressions or identities it would be able to generate. Similarly,
creating augmented images is also not restricted to particular types of expressions
(e.g. happy vs angry), albeit due to the arrangement of facial features associated to
particular expressions, in some cases it may produce more artefacts. Thus, provided
suitable training data, this approach can accommodate an arbitrary amount of
facial expressions, identities or other features provided they are available and
labelled for their respective classes in the training set. A limitation in the generated
intermediary facial expression intensities is that those transform facial features
spatially. Subsequently, those may not adhere to how facial expressions are enacted
and unfold over time in reality [190, 191].

Finally, the choice of adjacency for facial expressions is fixed and cannot
accommodate a user to choose how to arrange the expressions on the interface
themselves. In this case, since the most viable approach was to use pre-generated
images, it already presupposes this particular arrangement. Further improvements,
however, could allow this degree of customisation, where the arrangement of
expressions on the interface could be chosen by a user themselves. While at present,
computation power does not allow to facilitate the realistic use of complex neural
network models tools on mobile devices, in the future those considerations could
become irrelevant.

7.5 Chapter summary

In this chapter, an approach was presented which organizes computer-generated
facial expressions using a generative neural network model within an assessment
interface. The assessment interface consists of a polar coordinate system, where
each coordinate represented a distinct facial expression and intensity. The spatial
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organization scheme of facial expressions was motivated by existing models of
emotion and makes use of an emotion-proximity metric of the dimensional model
of emotion [9]. The employed approach was generic and the same principle can
be applied to allow such tools to accommodate arbitrary many facial expressions.
Finally, leveraging contemporary technology, multiple practical implementations
were investigated in facilitating a responsive interaction with the interface on a
smartphone application for mobile devices.

93





Chapter 8

Exploration and evaluation of a
multidimensional facial
expression-based scale for mood
self-reports

8.1 Introduction

This Chapter will investigate the use of a multidimensional facial expression-based
scale (MFEAS) for mood self-reports. Qualitative feedback obtained in Chapters
4 and 6 evaluating two-dimensional happiness-sadness facial expression scales
indicates the participants’ desire to use multiple expressions for their assessments.
For that purpose, Chapter 5 described an approach to generate facial expressions
of arbitrary intensities from images displaying categorical emotions. Subsequently,
in Chapter 7 an approach was presented which accommodates multiple facial
expressions within a two-dimensional interface and implemented in a prototype
suitable for assessments on mobile devices.

The approach for creating the multidimensional facial expression-based scale
employed a heuristic for placing and positioning facial expressions. Expressions are
allocated within a polar coordinate system such that adjacently placed expressions
are allocated according to their similarity defined by the dimensional model of
emotion [9]. This method is preferred as it has practical implications consisting
of restricting the space for providing assessments using blended emotions to only
adjacent ones. Hence, the conceptualization of the scale utilizing existing knowledge
on emotions allows to position more frequently co-occurring facial expressions in
adjacency to one another. The benefit of using a two-dimensional surface in MFEAS
is that it would allow users to quickly assess their mood where such a tool would
allow users to provide quick one-touch self-assessments guided by facial expression
feedback suitable for ecological momentary assessments (EMA) [17].

The aim of this Chapter is to perform an evaluation of a MFEAS featuring
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the emotions of happiness, sadness, anger, fear, and surprise represented as
facial expressions. Our research question specifically involves a quantitative and
qualitative comparison to an alternative based on well-known visual analogue
scales (VAS) Within this evaluation a MFEAS was contrasted to several visual
analogue scales (VAS) featuring an equivalent number of emotions. A quantitative
analysis will be performed on self-assessments of moods elicited by images from
the International Affective Picture System (IAPS) [10]. In addition, a qualitative
analysis will be detailed using the Computer System Usability Questionnaire
(CSUQ) [156] and a thematic analysis of a semi-structured interview conducted
with each participant investigating their experience with the interface.

8.2 Methods

8.2.1 Study Design

The experiment employed a between-subjects design, where each participant was
randomly assigned to use either MFEAS or VAS. Each participant was asked to
rate 60 images with on the respective scale.

8.2.2 Participants

In total 47 participants took part in the study (24 used MFEAS and 23 used VAS),
contributing mood assessments for each of the 60 presented images in the stimulus
set. They were recruited through flyers distributed across the High Tech Campus
in Eindhoven, The Netherlands and Eindhoven University of Technology (TU/e).
They were distributed in two groups: those that used MFEAS (14F/10M, Mean
age=27 years, SD=6 years) and those that used VAS (12F/10M, Mean age=28 years,
SD=5 years). The inclusion criteria required participants to be between 18 and 65
years of age, to be mentally healthy and not diagnosed with a mental disorder, have
a good proficiency in English and own an android smartphone. All participants
were provided with an informed consent form and privacy notice prior to their
enrolment and have been supplied the same materials for their attention upon
intake. All participants were required to provide consent and were remunerated
for their participation with a voucher for several online and physical stores in the
Netherlands worth e10.

8.2.3 Materials

Android assessment application An android application was developed with
two distinct assessment interfaces – a multidimensional facial expression-based
assessment interface (MFEAS) and one consisting of 5 unipolar VAS scales. The
MFEAS represented the emotions for happiness, sadness, anger, fear, and disgust
in addition to neutral as facial expressions and consisted of two elements – 1) an
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image containing the facial expression feedback displayed in the upper portion
of the screen and 2) a navigation interface which a user can use to modulate
the facial expression feedback to select and indicate a facial expression for their
assessment. The facial expressions feedback was sampled from the neural network
model described in Chapter 5 and follows the design and rationale described in
Chapter 7. The navigation interface consists of a polar coordinate system mapping
the previously mentioned facial expressions. The included facial expressions
were arranged along 5 radial lines at equidistant angles of 72 degrees, with
5 sectors in between. The coordinates over each radial line represent distinct
facial expressions, whereby moving away from the centre increases the respective
facial expression intensity. Similarly, when moving away from the centre within
a sector increases the cumulative facial expression intensity by leveraging each
adjacent facial expressions contribution to the displayed image. The neutral
expression is represented as a single point in the centre of the coordinate system.

Figure 8.1: MFEAS
interface used within the

experiment.

No visual indicators were present in the navigation
interface (Figure 8.1) indicative of the underlying
coordinate system except for an outline of its
boundaries and a navigation dot indicating the
currently selected coordinate (i.e. facial expression).

The VAS interface consisted of 5 horizontal
unipolar sliders, where each corresponded to either
happiness, sadness, anger, fear, or disgust. Neutral is
represented when all VAS scales are positioned at their
lowest possible value. For each VAS scale two anchors
positioned at each extreme denoted the emotion
direction. The left side of each slider represented
an emotion at no intensity and the right one at its
peak intensity.

The assessment application (either MFEAS or
VAS) was installed on the Android smartphone of
each participant if they owned one. Motorola G2
smartphones were available for participants who did
not own an Android smartphone.

Stimuli The emotion elicitation material was
selected from IAPS [10], a well-known and documented image database, widely
used in mood elicitation experiments. IAPS consists of 1193 images rated on the
dimensions of valence, arousal, and dominance. Due to the original IAPS ratings
not containing ratings on discrete emotion categories, a subset of IAPS [11] was
used. It is comprised of 203 negative and 187 positive images and was used to select
the emotion elicitation material. Therein, the ratings were divided in differentiated
(i.e. an image considered to unambiguously elicit a particular emotion stronger
than others it has been rated on) and non-differentiated images (i.e. images rated
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to elicit a particular emotion, but also rated sufficiently high on others as well).
Sixty images were selected such that each emotion dimension was represented
by 10 images, except that for anger for which the total number of categorically
rated images was 8. The 2 images missing from the anger elicitation material
were replaced by ones from the happiness dimension due to the overwhelming
representation of negative emotions as well as the limited number of differentiated
images for happiness. As a rule, differentiated images were preferred in the selection
of the stimulus material. Additionally, particularly graphic images, for example
those containing mutilation or violence were excluded from the selection. There
were no differentiated images unambiguously eliciting the emotion for anger, so
undifferentiated ones were used. Additionally, for the emotions of disgust, fear and
happiness, the number of differentiated images was limited as well, where those
dimensions were supplemented with undifferentiated ones.

Table 8.1: Selected images from the IAPS dataset rated on categorical emotions
for Anger (A), Disgust (D), Fear (F), Happiness (H), Sadness (S) and Neutral (N).
*12 images eliciting happiness were selected, higher than the target of 10 images

per emotion dimension to compensate for the lower representation of overall
positive images in the selected stimulus set as the total number of images eliciting
anger was 8 in the categorically rated IAPS subset [11].¶Number of differentiated

stimulus images for the respective emotion category.

A D F H* S N
Total 8 77 43 36 62 /
Selected 8 10 10 12 10 10
Differentiated¶ 0 7 7 4 10 /

The approach to select images for each emotion dimension aimed to maximize
variance, such that images were chosen that are spread over the complete rating
range. Neutral images were taken from the original IAPS image set, where images
containing faces were avoided as prior research indicates that those supplied
contextual information [192] which may induce ambiguity in the assessments. Table
8.1 describes the number of differentiated images for each emotion category.

A 21” desktop screen was used to present the stimulus material to participants.

Questionnaires & Interview Digital versions of the System Usefulness
(SYSUSE) and Interface Quality (INTERQUAL) subsets of the Computer System
Usability Questionnaire (CSUQ) [156] were used to asses the usefulness and interface
quality of both the MFEAS and the VAS interfaces.

A semi-structured interview script was prepared to inquire about various aspects
of the interfaces, the method of assessing emotion through facial expressions as
well customisation options and improvements.
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8.2.4 Procedure

Upon expressing interest in the study, prospective participants were sent an
information letter detailing the experiments’ aims, procedure, risks, and burdens.
An appointment was scheduled with willing participants and on the date were
accompanied to an on-site study site. There, they were handed a printed copy of
an informed consent form and privacy notice accompanying the experiment and
were given ample time to familiarize themselves with the contents. They were
allowed to ask any questions pertaining to the experiment, their participation, and
the outcome of their data. After providing consent, the mobile application was
installed on their smartphone or on one provided to them. Each participant was
randomly allocated to either the group designated to use MFEAS or VAS.

Initially, a subset of 5 images from IAPS were shown on an external monitor
allowing users to familiarize themselves with the interface assigned to them. Therein,
a stimulus image was displayed on the screen for 4 seconds and thereafter the
assessment interface appeared on the participants’ smartphone screen. There was no
time-constraint in how much time was required to provide an assessment, however
participants were instructed to assess using their first emotional response to the
presented image. The protocol used to instruct participants on how to assess the
images was based on the IAPS rating protocol [10]. The IAPS images were rated
using the Self-Assessment Manikin (SAM) [33], where the instructions for SAM
were substituted for instructions specific to the MFEAS or VAS tools used within
this study. Similar to previous studies described in Chapters 4 and 6, any numerical
or spatial indication of the underlying coordinate system in MFEAS was obscured
to ensure that participants relied solely on the facial expression feedback to orient
themselves when assessing the emotion elicitation material. That is, participants
were not informed about any aspect of the content of MFEAS – the number of
available discrete emotions, how they were positioned and organized within the
polar coordinate system and how the navigation between different expressions
worked. The same instructions were applied when instructing a participant that
was assigned to use VAS.

Following each assessment, both the computer display portraying the emotion-
elicitation images as well as the smartphone displayed a blank white screen for 4
seconds. Thereafter, the next image was presented on the monitor and followed the
same process until the images were exhausted. After completing this pilot phase,
participants were allowed to ask further questions before proceeding.

The experiment phase consisted of 60 images selected from a subset of the IAPS
database [10] and followed the same procedure as in the pilot phase. Stimulus
images eliciting the emotions of happiness, sadness, anger, fear, disgust, and neutral
ones were presented in a randomized order to mitigate carry-over effects. Upon
exhausting all images, a digital version of the SYSUSE and INTERQUAL subsets
of the Computer System Usability Questionnaire (CSUQ) [156] was presented on
the smartphone screen. Afterwards, a semi-structured interview was conducted
with each participants about the MFEAS interface, where the conversation was
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recorded to an audio file with an anonymized name.
The study took approximately 3 months to complete and took place between

1st of October and 31st December 2019. From intake to completion, the experiment
in its entirety took approximately one hour. The audio files obtained during the
semi-structured interview were transcribed within 2 weeks of their recording.

8.2.5 Statistical and qualitative analyses

To compare assessments provided on MFEAS and VAS scales, they have been
pre-processed to obtain ratings on each discrete emotion category. For VAS, each
emotion dimension was represented as a pseudo-continuous slider consisting of 100
discrete points. The pre-processing for assessments made on VAS was trivial where
those were normalized to the [0, 1] interval, where 0 corresponds to no intensity of
affect and 1 – expressed at its maximum intensity.

For MFEAS, accurately translating polar coordinates to values on distinct
categorical emotion dimensions will ensure that assessments made on MFEAS can
be compared to those made on VAS. As elaborated in Chapter 7, the positioning
of facial expressions on the interface is accomplished in such a way that each facial
expression on the interface maps uniquely to a distinct or blended emotion category
and intensity. Distinct facial expressions were represented by 5 distinct radii, called
pivots along the polar coordinate system spaced at equivalent angles. Expressions
located between each pair of pivots are a blend of the two distinct expressions.
Increased distance from the coordinate systems’ centre (i.e. radial length) translates
to an increase in the intensity of the expression. Similar to the approach for VAS,
the radial length was normalized within the range [0, 1], where 0 corresponds to no
emotion and 1 to an emotion at its peak intensity. For blended expressions, each
contributing expression was quantified by computing a parallel projection to each
of the adjacent pivots resulting each in a value for a categorical emotion’s intensity.

Contingency tables were created, visualising the degree of overlap between
the prevalent emotion dimension, i.e. emotion with the highest rating, in the
assessed images with VAS and MFEAS and the prevalent emotion dimension in
the elicitation material ratings. The contingency tables were grouped by emotion
dimension. Linear regression models were used to compare assessments between
MFEAS and VAS as well as between each MFEAS and VAS and the image ratings,
where for all models assessments with overlapping prevalent emotion dimensions
were used. Quantitative results of the CSUQ questionnaire were collated into their
respective SYSUSE and INTERQUAL sub-scales and examined for significance.

Thematic analysis was used to analyse participant reposes provided during the
semi-structured interview where anonymized transcriptions of the original recordings
were used. To analyse the data, a combination of inductive and deductive coding
was used, where the predefined questions in the semi-structured interview served
as deductive codes and during the transcript analysis new codes emerged through
inductive coding.

The numerical data were analysed using Python 3.6 and numpy and pandas
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libraries [169] and visualisations were created using the seaborn library [148].
Datasets of 3 participants that used VAS were discarded, where 1 dataset was
not recorded in full, another was corrupted, and 1 participant provided neutral or
near-neutral responses to all images.

Atlas.TI 8 was used to group and analyse qualitative data [193].

8.3 Results

8.3.1 Quantitative comparison between MFEAS and VAS

Table 8.2: Contingency tables for MFEAS and VAS allocating the distribution of
the prevalent emotion in the assessments to the prevalent emotion in the stimulus

images’ ratings. Each column contains the proportion of classifications for
stimulus images per emotion dimension as assessed with the respective interface.

(a) MFEAS contingency table containing
the proportion of classified emotions
according to the prevalent emotion
dimensions in the stimulus material.

MFEAS
A D F H S

A 0.4 0.22 0.18 0.07 0.23
D 0.32 0.53 0.17 0.09 0.06
F 0.11 0.11 0.57 0.11 0.07
H 0.03 0.03 0.0 0.6 0.12
S 0.14 0.11 0.08 0.14 0.52

(b) VAS contingency table containing the
proportion of classified emotions according
to the prevalent emotion dimensions in the

stimulus material.

VAS
A D F H S

A 0.6 0.18 0.16 0.09 0.23
D 0.12 0.69 0.11 0.08 0.06
F 0.14 0.05 0.67 0.05 0.1
H 0.02 0.0 0.02 0.74 0.02
S 0.12 0.07 0.05 0.05 0.59

Table 8.2 presents the contingency tables for assessments provided on MFEAS
and VAS according to the prevalent emotion dimension, i.e. the emotion dimension
with highest rating for each image, regardless of whether they were differentiated or
not. Each column contains the proportion of classifications for stimulus images per
emotion dimension. Naturally, the diagonal contains the proportion of classified
images that overlapped with the prevalent emotion rating of the ground truth image
ratings [11]. Those outside of the diagonal contain the proportion of images which
did not match the dominant primary emotion in the stimulus material (e.g. for
images eliciting fear no assessments were provided with MFEAS that had happiness
as prevalent dimension). As the LR models were computed only on assessments
whose primary category overlapped with that of the ground truth image ratings, it
is important to interpret the results considering both scales’ ability to categorically
classify an emotion.

To compare assessments provided on MFEAS and VAS, Linear Regression
models (LR) were computed for each emotion category: MFEAS and VAS
assessments were regressed on ground truth ratings (e.g. original stimulus image
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ratings provided on categorical emotion dimensions) and MFEAS assessments were
regressed on VAS assessments. Table 8.3 depicts the LR model regression slope
(s), intercept (i), correlation coefficient (r), significance value (p) and standard
error (SE) parameters. Figure 8.2a visualizes the regression model for MFEAS
assessments regressed on ground truth image ratings and Figure 8.2b that for VAS
assessments regressed on ground truth ratings.

Table 8.3: Parameters of the linear
regression correlation models for

assessments made with MFEAS and
VAS regressed on the ground truth (GT)

ratings as well as between each other
where MFEAS was regressed on VAS.

The columns indicate the linear
regression slope (s), intercept (i),

correlation coefficient (r), significance
value (p) and standard error (SE).

Emotion dimensions are encoded as
follows: H – happiness, S – sadness, F –

fear, A – anger, D – disgust.

MFEAS - GT LR model
slope i r p SE

H 0.14 0.56 0.06 0.33 0.15
S 0.64 0.23 0.33 0.0 0.14
F 0.73 0.31 0.14 0.06 0.38
A 0.47 0.22 0.32 0.0 0.15
D 0.66 0.18 0.46 0.0 0.11

VAS - GT LR model
slope i r p SE

H 0.28 0.55 0.13 0.07 0.15
S 0.5 0.36 0.28 0.0 0.13
F 1.29 0.17 0.33 0.0 0.29
A 0.26 0.38 0.18 0.11 0.16
D 0.68 0.31 0.51 0.0 0.09

MFEAS - VAS LR model
slope i r p SE

H 1.09 0.02 0.54 0.07 0.54
S 0.66 0.25 0.78 0.01 0.19
F 0.89 0.13 0.69 0.03 0.33
A 0.11 0.44 0.15 0.72 0.3
D 0.97 0.14 0.86 0.0 0.21

The results indicate a moderate
correlation between the images’ ground-
truth ratings and the assessments
provided with MFEAS, particularly for
the dimensions of sadness (r = .33),
anger (r = .32) and disgust (r = .46)
where those correlations were significant
(p < 0.01). Assessments provided on the
dimensions for happiness and fear were
not significant (p > 0.05).

Assessments provided through VAS
were moderately correlated with images’
ground truth ratings for the emotion
dimensions of sadness (r = .28), fear
(r = .33) and disgust (r = .51), where
those correlations were significant (p <
0.01). Assessments provided on the
dimensions for happiness and anger were
not significant (p > 0.05).

Comparing assessments provided on
MFEAS and VAS, the respective LR
model indicates a strong correlation
between assessments provided on the
emotion dimensions of sadness (r = .78),
fear (r = .69) and disgust (r = .86),
which all were significant (p < 0.05).
The correlation for the dimension of
happiness was approaching significance
(p ∼ 0.07, r = .54). The correlation on
the emotion dimension of anger was not
significant (p > 0.05).

All neutral images were rated as such
on both MFEAS and VAS interfaces,
with no emotion dimension assessments
exceeding 0.1. No models have been
computed for those, as the neutral
dimension was therefore more or less
represented by a single point on the MFEAS and VAS scales.
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(a) MFEAS assessments regressed on
ground truth ratings

(b) VAS assessments regressed on ground
truth ratings

Figure 8.2: Linear Regression Correlation models for MFEAS and VAS
assessments regressed on ground truth ratings as well as MFEAS assessments

regressed on VAS.

On the System Usefulness (SYSUSE) CSUQ subscale MFEAS scored M=21.3
and VAS scored M=16.69, a difference that was not significant in a t-test (t =
1.53, p = 0.13).; On the Interface Quality (INTERQUAL) CSUQ subscale MFEAS
scored M=9.6 and VAS scored M=7.375, and this difference was not significant
either in a t-test (t = 1.64, p = 0.11).

8.3.2 Qualitative experiences with the MFEAS interface

The qualitative results in this section elaborate on aspects of the approach of
representing and assessing emotional content through facial expressions as well
as the practical implementation and use of the prototype through the user’s
perspective.

Emotion coverage Most participants were satisfied with the number of emotions
present on the interface as most participants did not indicate additional emotions
which should be added in the interface. A few participants, however, pointed out
emotions which would be important for tools for self-reporting mood which were
not present in the interface, especially positive emotions besides that for happiness:
”More extreme joy and I was looking for something like content, [...] but I think
there is also like a calmness maybe. I would see those as different dimensions,
independent of the happiness expression.”

Additionally, some users indicated that they would further wish to see facial
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expression-based representations for the expressions of excitement, curiosity, happy-
surprise and interestingly a different variation of neutral representing a neutral
mundane feeling: ”In terms of mood, I think trying to find out emotions a little
more subtle [...]. So sometimes you’re not feeling either excited or sad. You’re not
feeling any specific emotion, but [...] a mundane feeling.”

Emotion intensity, granularity and range The interface granularity is
reflected in how transitions between distinct coordinates on the coordinate system
is perceived as reflected in the update of the facial expression feedback. Most
participants found the granularity of the facial expressions in the interface (e.g.
range of intensities) to be sufficient: ”I like that it was smooth to move it and that
I didn’t have to wait for the face to change.”

With respect to the range of available intensities for the facial expression in
the interface, a few participants highlighted that the expressions for happiness
and sadness both lacked more expressive representations of higher intensities of
emotion.

Emotion blends Interestingly, some of the blended expressions (i.e. those
consisting of a mixture of two distinct facial expressions) appeared to be recognized
as such: ”I [...] could tell this person is upset, but also slightly mad or angry about
something.” Nevertheless, providing assessments with others was more difficult: ”I
had the feeling that [...] some in-betweens [blended expressions were] [...] hard to
tell, which expression should I pick.” Some participants indicated a desire to assess
using blended emotions of their choice in contrast to the fixed order presented in
the interface.

Facial expression realism With respect to the realism of the expressions
provided within the application, two concepts emerge: 1) realism pertaining to how
close to reality the person portraying the facial expressions is, i.e. how close to
a ’photograph-like’ the image of a person conveying the facial expressions on the
interface is, and 2) how realistic or otherwise plausible to encounter the portrayed
expressions in real life are.

For the former, an overwhelming majority of participants agreed that the
generated images were realistic enough to convey that a real person is enacting
the expressions: ”They are based off a real human being, they are pretty accurate.”
Nevertheless, it was also obvious to participants that the images were also not real.

In some instances, there were some slight but discernible visual artefacts in the
generated facial expression images. Those artefacts were noticeable enough, but
not sufficient to break the ’realness’ of how the expressions were perceived: ”It
was obviously not a realistic face. [...] Sometimes there were [...] slight artefacts,
especially towards this angry part. [...] But in general, I think it was fairly realistic.”

In the latter aspect of realism, some participants differentiated between
’archetypal’ expressions, also known as forced or enacted expressions, and real
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as in spontaneous or natural expressions encountered in everyday communication
in day-to-day life. Some participants remarked on the distinction between enacted
and spontaneous expressions: ”It was a bit built up. [...] Realistic, but artificial.”
This was particularly noticeable for the expressions for fear: ”The ones where she
is scared, that felt a little off for me [...] because with those expressions you don’t
really come across genuinely a lot. [...] But otherwise it feels very good, very real.”
The expressions for happiness appeared to be the most natural-looking ones: ”I
think the happy expression was realistic. The others struck me as acted”.

The fact that expressions were considered to consist of enacted and genuine
expressions did not appear to affect how the application was used: ”It’s something
that in the first time you notice it’s acted or not genuine, but once you do it [interact
with the interface], it doesn’t matter anymore”. Additionally, the fact that the facial
expression feedback appeared realistic resulted in conveying emotional content more
clearly and subsequently made the interaction with the interface more relatable:
”If it was less realistic, I wouldn’t relate to it as much”, ”I think the ease of use
comes with how realistic it is. I feel like if it was not as realistic it would probably
be a lot harder to use or at least harder to express what you wanted to show.”.

Facial expressions as interface feedback The use of facial expression feedback
to represent emotions was indicated by the majority of participants as helpful in
guiding them in providing their assessments: ”She [the model on the interface] was
a way for me to show how I felt”. Interestingly, the presence of a tangible facial
expression feedback appeared to prompt participants to fine-tune their responses:
”Sometimes I moved to a too intense expression or something that made me think
twice. [...] So this feedback kind of helped me with the assessments.”

Interface labels for emotions As elaborated on earlier, no instructions were
provided to participants how MFEAS works except that it uses facial expressions
to represent emotions. Additionally, apart from an outline of the polar coordinate
system and a navigation dot denoting the currently selected coordinate, no further
visual or textual indicators were provided to signify the number of positions of
emotions. Despite that, however, most participants implied that the inclusion of
textual labels to signify which emotions and their location on the interface is not
needed: ”I think [the lack of labels] makes the experience easier, rather than with
just words or descriptions.”

Conversely, several participants indicated that including labels to denote the
distinct emotions on the interface for a few initial assessments could allow users
to locate and familiarize themselves with the interface quicker: ”Maybe the first
few tries to sort of prompt you or [...] visually give you a cue. But other than
that I liked the fact that there were no labels, that I could freely go around and
rotate it.” A few participants also noted that they need to provide assessments on
several images to be competent at using the interface and learn all the available
expressions. Those participants also implied that the inclusions of labels might
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lower the learning curve required to use MFEAS. Reflecting on that statement,
those participants reinforced the idea that including labels would in some way dilute
the interaction of users with the interface and detract them from exploring the
facial expression intensities and using that feedback to fine-tune their assessments.

Interface responsiveness and ease of use All participants found the interface
to be very responsive and subsequently also easy and quick to learn to use:
”Generally it feels pretty good. For the distinct ones [distinct facial expressions]
it was very good. After a minute or two you figure it out and it was very easy”.
Additionally, the facial expression feedback was immediate which is something
that most participants found valuable: ”The [facial expression] feedback was quick,
almost immediate, so I could very quickly say or try to find the emotion”. The
simplicity of ease of use was also mentioned, where the use of a mobile application
for the prototype also facilitated simpler and subsequently quicker interaction to
provide assessments: ”I liked how simple it was. I liked that I could learn it in a
couple of goes and could use it with one hand.”

Customizing the appearance of the facial expression model Regarding
customisation, participants were split almost in equal parts in how they would like
to customize it further should they would use the tool themselves.

Slightly under half of participants liked for the avatar to remain generic, i.e. the
model to be of an identity unknown to them: ”I think it helps that it [the model]
isn’t someone specific. [...] The fact that it is just a regular woman or man it’s
fine”.

Slightly over half of the participants indicated that they would prefer a model
that resembled them, and there were varying interpretations of how this resemblance
was defined. Within that sample, approximately half of the participants defined
this resemblance as a similarity of appearance, but felt uncomfortable if the model
was a digital mirror image of themselves: ”If it is someone that looks quite close to
me it’s okay. If it is me, I would prefer that it is someone else quite close to me.”
The other half preferred the identity to resemble them as closely as possible: ”[The
model should be] of me. The point is that if I see somebody else there, I would try
to imagine how that person would feel.” Here the indication is that a user could
provide more accurate assessments if the model resembled them.

Within both groups – those that desired either a resemblance or likeness and
those that preferred an anonymous identity for the person on the interface – the
majority of participants preferred this person to somewhat match their demographic
characteristics, with age as the most important feature, second to gender: ”I think
the closer it is to your own [age and gender] the better. The easier it is to relate.”

Interface use in daily life The majority of participants indicated that for
assessing mood on a daily basis, MFEAS would be a suitable tool to do so as it
facilitates the ability to provide a self-report quickly: ”On one hand I want 10
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sliders, [...] but then obviously that takes very long, where this is super quick. So I
feel like this I would be more likely to do it every single day than the sliders.” Here
the contrast to an equivalent VAS scale is made where VAS could capture data in
a more detailed fashion at the expense of an extra time investment.

8.4 Discussion

8.4.1 Quantitative results

The quantitative results indicate two interesting observations. First, LR models
containing MFEAS and VAS regressed on the ground truth (i.e. IAPS image ratings)
in Table 8.3 show a weak to moderate positive correlation between assessments
provided on both scales and the underlying ground truth image ratings apart from
the dimensions for fear and happiness for MFEAS and anger and happiness for
VAS. Additionally, the contingency tables for MFEAS and VAS assessments in
Table 8.2, portray how well participants were able to categorically disambiguate
the primary emotion (e.g. the highest rated emotion in the stimulus images), where
VAS appears to outperform MFEAS, since the correct rates (on the diagonal) are
clearly higher. In summary, these observations indicate that in terms of detecting
a primary emotion categorically, VAS is better than MFEAS. Additionally, the
correlation of assessments on both scales regressed onto ground truth image ratings
is moderate when it exists.

Second, the LR regression model regressing MFEAS assessments on VAS ones
shows significant correlations for the emotions of sadness, fear, and disgust, with
happiness approaching significance (p ∼ 0.07), and these were strong to very strong
positive correlations.

Both observations indicate some inconsistencies in the obtained results. The
following sections will attempt to elucidate on how and why assessments provided
with MFEAS and VAS are strongly correlated with each other, but less so to the
ground truth image ratings as well as delve into individual emotion dimensions to
explore whether there were factors which may account for a particularly strong or
weak correlation for the computed LR regression models.

Emotion elicitation material Addressing the lower correlation of assessments
with MFEAS and VAS to ground truth ratings relative to that between MFEAS
and VAS, it is important to reiterate that the original IAPS image ratings have
been provided for the dimensions of valence, arousal, and dominance. As such,
those ratings cannot be interpreted as ratings on discrete emotion dimensions,
which necessitated the use of a IAPS subset [11], where two such subsets were
created consisting of images rated on either 5 positive or 5 negative discrete emotion
dimensions. Based on those ratings, images were tagged as differentiated, i.e. an
image considered to elicit a particular emotion stronger than others, when the
averaged rating on a particular emotion was prevalent such that its confidence
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intervals did not overlap with those of ratings provided on complementary emotion
dimensions. As seen in Table 8.1, the emotion dimensions for anger and happiness
featured the lowest proportion of differentiated images (e.g. none for anger and 4
out of 12 eliciting happiness), compared to other emotion dimensions. Additionally,
as specifically stated by the authors of the categorical IAPS image ratings [11],
the happiness dimension contained many blended emotions. It is important to
restate that as a general rule, undifferentiated images were selected only when
insufficient differentiated images were available, but this was not the case for anger
and happiness. Naturally, undifferentiated images introduce ambiguity in the
emotion elicitation material and may affect how those images were subsequently
interpreted by participants. Coincidentally, both the dimensions for anger and
happiness did not reach significance in the model regressing MFEAS assessments
on VAS assessments, which could be attributed to the stimulus material selection.
Assuming there were more differentiated images eliciting anger and happiness, those
emotion dimensions might have resulted in a significant and substantial correlation
as well.

In Table 8.2, MFEAS appeared to capture the prevalent emotion less accurately
than VAS. This could be attributed to a slower learning curve associated with
MFEAS: As some participants shared during the semi-structured interview, they
required up to 10 additional images beyond the 5 training ones to explore and find all
facial expressions and intensities. Hence, initial ratings provided through MFEAS
might have been assessed on another emotion dimension due to a participant’s lack
of awareness for all present emotion dimensions.

Alternatively, image ratings of the IAPS subset [11] might have varied such that
ratings across participants differed in the prevalent emotion dimension each image
was eliciting. Unfortunately, the image ratings did not feature data on individual
participants but rather as averages. Consequently, it is not possible to compare
a contingency table for the original image ratings to those for MFEAS and VAS.
Therefore, it might be the case that scores in the original image ratings contingency
table could be similar to those of the assessments provided with MFEAS or VAS.

An often addressed topic in psychological, psycho-physiological and neuroscience
research is the use of standardized emotion elicitation material [194]. The benefits of
using standardized emotion elicitation sets allows empirical results to be compared
between studies, where IAPS has filled this gap and its images have been used in
a wealth of emotion research studies. However, an often-encountered statement
is that IAPS is conceived and developed more than two decades ago. Within
a changing socio-cultural context, an argument can be made that those images
are outdated [194]. This could be an alternative explanation why some emotion
dimensions did not yield a significant correlation.

Additionally, since the categorically rated IAPS subset [11] did not specify
or elaborate on the protocol used to instruct participants, an adaptation of the
original IAPS protocol was used. Therefore, a discrepancy between the protocols
may have also influenced assessments, subsequently impacting the results for the
LR models regressed on the ground truth image ratings.
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MFEAS-VAS regression model and study design implications The strong
to very strong positive correlation of the LR model regressing MFEAS assessments
on VAS ones is a strong argument vouching for the ability of a facial expression-
based scale to capture emotions compared to a traditional VAS scale. Compounding
on that argument is largely the employed between-subjects study design which
precluded carry-over effects should participants have rated images using both
scales. As previously elaborated, the emotion dimensions for happiness and anger
contained the lowest amount of differentiated images, where subsequently those
two dimensions coincide with the absence of significant correlations in the model
(p > 0.05). The results also included a very strong and statistically significant
correlation in the LR model regressing MFEAS assessments on VAS outside of
the dimensions for happiness and anger. Apparently, the LR model comparing
MFEAS and VAS scales directly shows higher correlations than the two LR models
regressing MFEAS or VAS assessments on ground truth image ratings. This
might be due – in line with previous reasoning – to a combination of protocol
differences between our rating instructions and those used to rate IAPS images
categorically, in combination with a lack of sufficient differentiated images for the
emotion dimensions of happiness and anger.

Using MFEAS or VAS to disambiguate the primary emotion in the
stimulus material An interesting observation is the difference in both scales’
ability in allowing users to categorically detect the primary emotion in the elicitation
material, where VAS appears to outperform MFEAS on all emotion dimensions.
Elaborating on that, it is important to highlight a distinction in how both scales were
presented. For VAS, textual labels were present indicating the available emotion
dimensions, where MFEAS did not feature any discernible landmarks indicating the
number or type of emotions portrayed as facial expressions. Conversely, MFEAS
featured only the polar coordinate system’s circumference and a navigation dot
linking the currently selected coordinates to the displayed facial expression. Also,
participants were not instructed which expressions were present on the MFEAS
interface and also how those were organized within the polar coordinate system.
Therefore, participants that used VAS received more information about the potential
emotions (in the form of clearly visible labels) than participants that used MFEAS,
which could, in part, explain the lower categorical disambiguation ability of MFEAS
as seen in Table 8.2.

Alternatively, there is an important distinction in how facial expressions are
processed. Prior research identified that detecting an emotion in the face and its
intensity are two separate, co-occurring processes [57, 195]. This division between
categorical and dimensional processing may also affect the accuracy of provided
assessments negatively as both processes would be in competition when selecting
a suitable categorical facial expression and intensity on the MFEAS scale. On
the VAS scale, the emotions categories were labelled, so this competition is not
expected to occur to the same extent, and this difference with MFEAS might
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explain why disambiguation appears to be easier with the VAS scale. However,
without further research it is unclear whether this competitive processing has a
lasting impact to an experienced user, already familiar with the interface.

Comparing between-emotion assessments provided with MFEAS and
VAS An interesting observation pertains to the variation in regression line slopes
for the LR models regressing MFEAS and VAS assessments on the ground truth
image ratings in Figure 8.2. Therein, the regression line slopes for MFEAS model
appear to be more similar in size to one another than those for the VAS model.
This may be an indication that a facial expression-based interface may be able to
capture emotions in a way that allows assessments provided on different emotion
dimensions to be compared to one another. In contrast, as VAS records assessments
on a numerical scale, and ratings provided on different emotion categories may be
interpreted differently. However, further research is required to establish whether
this is indeed the case.

CSUQ SYSUSE and INTERQUAL results The results obtained from
the CSUQ questionnaire were not statistically significant, which implies that
ratings provided on both System Usefulness (SYSUSE) and Interface Quality
(INTERQUAL) sub-scales for MFEAS and VAS respectively did not statistically
differ from one another. This may be due to the relatively lower sample size inherent
to between-subjects study designs. However, it does indicate that MFEAS and VAS
are similar in the way they are useful to users for assessments and in the quality of
their interfaces. This could be interpreted as promising in the light of comparing
MFEAS, a novel interface that has not been seen or evaluated in previous studies,
in contrast to VAS which is an established and well-known assessment instrument.

8.4.2 Qualitative results

This section highlights important aspects of the facial expression-based method
for assessing mood and qualitative characteristics of the evaluated prototype as
perceived by users.

Facial expression coverage A pertinent feature of the MFEAS prototype is the
distinct emotion categories available on the interface. While most participants did
not indicate an emotion that was missing for them, the experimental context might
have influenced those results. Some participants, however, did indicate expressions
and associated emotions which they would like to have access to for self-reporting
mood. Contemporary research found at least 28 distinct categories of emotions
(such as amusement, anger, awe, concentration, confusion, embarrassment, surprise)
represented as facial-bodily expressions (i.e. where the predominant feature is
variations in expressiveness or the inclusion of small bodily cues such as head pose or
hand-gestures complementing the expression) frequently occurring in everyday life
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[196]. The authors argue that those emotion categories are mapped onto an emotion
space not as distinct entities, but rather as a gradients that cross categorical emotion
boundaries [196]. Additionally, the expressions’ continuous intensity variations
were considered to translate into continuous variations in meaning [196], akin
to how facial expressions were represented in MFEAS. Naturally, incorporating
additional expressions within new versions of MFEAS is trivial, since the employed
approach to generate facial expressions (Chapter 5) and the heuristic to organize
them (Chapter 7), both can accommodate arbitrary many expressions. Increasing
the number of expressions by including ones apart from the basic facial expressions
of emotion [25] would inadvertently increase the potential of facial expression-based
assessment tools.

Facial expressions’ granularity Most participants have indicated that the
variation of facial expression intensities in the interface is good as indicated by
reporting that transitions between facial expression intensities were smooth. That
is not surprising, since the discretization factor defining how many images were
allocated on the interface (see Chapter 7) was 0.04. Subsequently, the intensity
variations for facial expressions in the interface were captured within 25 images.

Recognition of blended expressions Interestingly, some participants were able
to recognize some of the blended expressions in MFEAS such as sad-angry, while
others were not. This is not surprising as morphologically dissimilar expressions (e.g.
expressions which contain variations of the same facial features) such as happiness
and sadness are difficult to be represented simultaneously within a static image. It
is known that facial expression processing consists of a holistic and parts-based
processing [197], where either a congruent face (i.e. face for which all parts are
cohesive in the expression they portray) or individual facial features associated with
specific expressions are used to recognize the true underlying emotion. Conversely,
non-congruent combination of facial-feature parts as expected reduces the accuracy
of recognizing the underlying expression [197]. Within this interface, blended
facial expressions are averaged across facial features such that both expressions are,
in essence, morphed together. Prior work has investigated the cross-categorical
boundaries between such morphed expressions [198], however further work is needed
to explore whether and which blended emotions at the categorical boundaries of
both expressions can also be recognized as such.

Facial expression realism Interestingly, with respect to facial expression realism,
most participants considered the facial expression feedback to be realistic enough,
such that participants were aware that the images were computer-generated, however
they were of a high-enough fidelity to convey a realistic portrayal of a real human
being. The realism of the human being was preferred by most participants where
some indicated that they could map their own emotions onto and emphasize with
the expressions portrayed by the computer-generated model.
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Participants were also able to distinguish that most expressions on the interface
were acted or posed rather than spontaneous expressions. It is known that the
Radboud Faces Database (RafD) [44] consists of posed expressions. While posed
expressions are feigned facial enactments of an emotion without the presence of a
stimulus eliciting that response, spontaneous are used in every day situations as a
reaction to events occurring in our daily lives. Generally, posed expressions are often
exaggerated expressions of emotion with high expressiveness in the face. Conversely,
spontaneous expressions are typically subtle and are interpreted in concordance
with body posture and other cues in the environment. As a consequence, in
the context of providing self-reports through facial expressions, posed expressions
possess a larger variance in expressiveness, while spontaneous smiles were found
to have smaller amplitude and slower onset than posed ones [191, 199]. However,
their use and in turn interpretation varies depending on the social context, where
posed expressions are perceived as unauthentic [200]. In this sense, examining
which type of facial expressions is more suitable for a particular use case is very
important as the difference in interpretation can influence the interaction of the
user with the interface. However, in the scope of using facial expressions for mood
self-assessments, both types in essence represent the same underlying emotion,
regardless of whether they were feigned or genuine.

In order to adequately be able to portray spontaneous (e.g. authentic) expression,
those inherently require relatively higher fidelity that is able to portray sufficient
detail, such that a user may be able to indeed recognize the presented images as
spontaneous emotions. It can be argued that the use of posed over spontaneous
expressions may be beneficial in the use case for self-reporting mood, where a
broader range of facial expressiveness is desired or when the fidelity of the digital
representation of a human face is insufficient to adequately portray subtle or
nuanced expressions.

The use of posed over spontaneous facial expressions may also yield a benefit
in being able to portray a broader range of intensities for each expression, even
though this is achieved at the cost of not appearing as genuine expressions of
emotion. Inversely, spontaneous expressions will provide a smaller variation in
facial expressiveness, at the benefit of being a closer approximation to reality.

Interface responsiveness and ease of use The qualitative feedback pertaining
to the interface was overall positive as in participants rated unanimously the
interface to be responsive with immediate facial expression feedback and easy to
use. In fact, a few participants indicated that it took between 5 to 10 images
to familiarize themselves with the organization of facial expressions within the
interface. Subsequently, assessments allowed users to go to regions representative
of distinct emotions, where the facial expression feedback appeared to have assisted
participants in fine-tuning their responses. In the scope of assessment scales,
providing real-time feedback is considered to result in the most accurate self-reports
[22]. The confirmation that the facial expression feedback was utilized as intended to
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allow participants to fine-tune their responses strengthens the utility and usefulness
of the approach.

Interface labels for emotions An interesting observation resulting from the
qualitative feedback is that the majority of participants did not want to include
labels denoting the regions where distinct emotions can be found within the facial
expression-based interface permanently. The main arguments presented were that
the expressions themselves were sufficient to convey the emotion content in terms
of categorical emotions and emotion intensities and including labels might prompt
users to use the interface differently and would needlessly clutter the interface.
It was acknowledged, however, that although MFEAS was easy to learn, the
temporary inclusion of labels might allow persons to use the interface more quickly.
This may indeed be a beneficial approach since quantitative results revealed an
overall lower categorical disambiguation for MFEAS compared to VAS. As such
the initial inclusion of labels for emotions or allowing the option to include those
temporary or for all assessments could serve the purpose of allowing for more
precise assessments to be made. Subsequently, an interesting point to investigate
in the future is whether a temporary inclusion of labels would bridge the gap in
detecting the prevalent emotion from the stimulus material.

Interface model appearance customisation Participant feedback was most
polarized in customizing the appearance of the model enacting the facial expression
on MFEAS. Therein, participants were split between using a person anonymous to
them or having the model’s appearance resemble or mirror them.

Within the first group, persons were generally averse to see a digital doppelgänger
of themselves. However, it is not clear whether that is influenced by the context of
the alternative consisting of using their own face to provide mood self-reports or
rather as due to a more fundamental principle. In the latter group consisting of
persons that wished to see the model resemble them, those were split in those that
wanted to see a mirror image of themselves and those that preferred a resemblance
but not likeness.

Technologies already exist which can swap one persons’ face onto that of someone
else in photographs, which could prove to be useful method to personalize such
scales [121, 201]. Interestingly, prior research investigating user preferences for
3D avatars found a similar distribution of users which were found to prefer and
be satisfied with an approximate representation of themselves versus a mirror
image [202]. This implies that technologies used to create virtual avatars or digital
representations of persons do not need to be photo-realistic in order to address
the needs of users. In fact, they only need to approximate reality to the point of
providing a plausible and realistic depiction of a human face and sufficient fidelity
to adequately portray facial expressions where some leeway in the expected quality
is not detrimental [202]. Similarly, within this investigation persons which used
the facial expression-based scale could discern that the model on the interface was
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computer-generated, but not a single participant reported an uncanny-valley effect
[122] while using it or indicated that a more realistic depiction would have somehow
improved the interaction experience or provided assessments. In conclusion, an
interesting avenue for investigation would be to conduct a contemporary exploration
of technologies capable of creating digital human faces and identify a ’sweet-spot’
in terms of realism, fidelity and facial expression granularity contrasted to user
acceptance and self-report accuracy.

Finally, it is important to note that facial expression technologies which can be
customized by a user also pose a privacy risk to users. Particularly so when the
underlying technology can create high-fidelity faces. Provided the customisation
options allow users to create digital identities of high fidelity, where those mimic
the appearance of a real person, those may either make the user identifiable or the
specificity of the customisation options themselves may be misused. While this
aspect has not be explicitly addressed within this research, it is still an important
consideration to be made in light of facial expression-based tools.

8.5 Limitations

Potential limitations of the current study pertain to the stimulus image choice,
which was limited in the number of differentiated images (e.g. images found to
elicit predominantly a single emotion), especially for anger and happiness. This
was reflected in the results, where consistently those dimensions were insignificantly
correlated in the LR models to the ground truth values. Additionally, the absence
of the instruction protocol used to instruct participants in rating the IAPS image
subset on categorical dimensions of emotion and lack of contingency tables for
each image may have shed light on whether the results achieved by either MFEAS
or VAS in detecting the primary emotion in an image are comparable to those
found in the original study [11]. A future study may address those deficits by, for
example, using a categorically rated emotion elicitation dataset [194].

8.6 Conclusion

This study evaluated the application of a multidimensional facial expression-based
scale (MFEAS) to assess the presence and intensity of emotion in emotion eliciting
images [11]. The scale was contrasted to an equivalent VAS scale, where assessments
provided with both were strongly correlated. Also, the usability of the MFEAS
application was evaluated to not significantly differ from that featuring a series of
VAS scales. Additionally, semi-structured interviews indicated an overall positive
reception towards the technology and its application. In addition, multiple avenues
to further improve the method were outlined drafting future research directions.
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8.7 Chapter summary

This study aimed to investigate whether assessing mood through a multidimensional
facial expression-based interface – containing facial expressions for happiness,
sadness, anger, fear, and disgust – is comparable to that of a set of VAS scales for
the same set of emotions. As stimuli emotion eliciting images [11] were used. The
study employed a between-subjects design, where neither the instructions given
to participants nor the MFEAS interface informed users a-priori the content and
variety of expressions. Results indicate that ratings provided on both scales are
strongly correlated to one another, at least for all emotions for which sufficient
images with an unambiguously rated primary emotion were present in the stimulus
material. In addition, both MFEAS and VAS scales were also moderately correlated
with the stimulus material’s ground truth ratings on these emotion dimensions,
although to a lesser extent. Usability questionnaire results did not indicate any
significant difference between both scales, and this finding was supported by positive
user reactions in a post-use interview session. Participants also indicated a strong
desire to customize the appearance of the model enacting the facial expressions on
the interface and suggested the inclusion of further expressions beyond the basic
facial expressions of emotion [25, 196].

Therefore, these results lead us to conclude that facial expressions can be used
to represent emotions and subsequently enable assessments provided through facial
expression-based technology, and that it can be a feasible alternative for VAS-based
self-reports.
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8.A Questionnaire

Participant information
What is your age?
What is your gender?

Semi-structured interview questions on the facial-expression interface
What was your experience when exploring the facial expression interface?
What did you like about the facial expression interface?
What did you dislike about the facial expression interface?
What would you like to see improved about the facial expression interface?
What do you think about the realism of the available facial expressions?
Did you have any comments about a particular facial expression’s realism?
Did the presence or lack of realism affect your interaction with the interface? If so, how?
How did you find moving around the interactive area in order to find a suitable facial expression?
Was the precision with which individual facial expressions changed fine enough to provide your assessments?
If no, which facial expressions did not provide a sufficient variety in precision?
Was the diversity of the available facial expressions sufficient to provide your assessments? If no, which facial
expressions would you have liked to see?
Would you have preferred for the interface to include labels for the positions of the available facial expressions?
How did the lack of labels for emotional categories affect you in your usage of the interface?
Did the visualisation of a facial expression influence you in your assessments? If yes, in what way?
Would you use this interface is you had to report your mood on a daily basis?
Would you prefer a model of your own or different age, when using such an interface and why?
Would you prefer a model of your own or a different gender, when using such an interface and why?
Would you prefer a model of your own or a different ethnicity, when using such an interface and why?
Would you want to use a model of a particular person when assessing your mood? If so, who would that be?
Would you want to see a similar interface with your own facial expressions for reporting your mood? Please
elaborate.
Semi-structured interview questions on both interfaces
Were there any technical problems using the scale, which hampered your user experience?
Do you have any other feedback about the use, looks, feel or anything you deem important regarding your
experience with the application and the interface?
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Chapter 9

Identifying and visualising salient
facial features indicative of
symptoms of depression

9.1 Introduction

Faces encode a plethora of information about a person. We are well versed in
recognizing and associating features by reading a person’s face. A variety of
inferences can be made about a person from facial characteristics such as their
identity, age, mood or insights about their health and well-being [30, 31]. By
observing and learning variations of facial features, we can associate those to
descriptive information about a person. Facial expressions in particular, are reliable
indicators of emotion [25]. They encode internal affective states in reaction to
social, environmental or internal emotional stimuli. Contemporary understanding
of the interplay between emotions and facial expressions identifies at least 4 distinct
culturally-universal facial expressions of emotion (Chapter 2, Section 2.4). However,
there is also evidence for the existence of expressions associated with further distinct
emotions [196, 203].

While facial expressions are descriptive of short-lived emotional experiences,
a question remains whether faces could also portray longer-lasting states. Facial
features can encode information about a persons’ health where, for example,
genetic conditions such as Williams syndrome or Wilson’s disease have reliable
persistent markers encoded in the facial appearance of a person [204]. It is known
that depressions also appears to have an effect on facial appearance expressed as
differences between persons experiencing low and high depression [205]. However,
no extensive evaluation has been done on individual symptoms of depression and
their effects on facial appearance. In this chapter, twelve symptoms of depression
will be investigated for having a distinct fingerprint, discernible from a face. The
symptoms are derived from the Patient Health Questionnaire (PHQ-9), a commonly
used screening tool aiding depression diagnosis [42]. In order to obtain a visual
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representation for each distinct symptom, the reverse correlation classification
images (CI) method was used [43]. It relies on augmenting a base-image of a face
with patterned noise, which introduces transformations in the image altering facial
features. It is a powerful tool, used in perceptual research for decades that allows
to draw out a persons’ visual representation of a wide range of mental constructs,
where prior work has used it to visualize how laypeople perceive ethnicity [32],
social traits [206] and others. For this experiment, the use of the CI method will
generate visual models of faces, perceived to depict distinct symptoms common to
depressions’ symptomatology. In sum, this Chapter investigated whether and which
symptoms of depression have discernible facial features and created a visualisation
thereof where salient features emerged for symptoms that did, thus delineating
them from one-another or the base, non-augmented image.

9.2 Methods

9.2.1 Study Design

The experiment was conducted online on the Amazon mTurk platform. Therein,
the nomenclature used to denote a participant is mTurker, where a task assigned
to an mTurker is named a Human Intelligence Task (HIT). It allows access to a
significant participant pool and its users can deliver data with good quality [207,
208]. Initially, 600 participants were recruited to achieve the target of 50 persons
per symptom of depression. This decision was based on prior research which applied
the CI method successfully, wherein 20 to 35 persons per criterion were used [32,
209]. However, following an intermittent analysis, the data of 33 was discarded due
to poor quality. Additional participants were then recruited to reach the target
of 50 people per symptom of depression. Participants were required to provide
information about their age, gender and fill out a digital version of the Patient
Health Questionnaire (PHQ-9) [42].

9.2.2 Participants

Recruitment was limited to residents of the USA in order to ensure sufficient English
language proficiency. Participants were required to be between 18 and 65 years
of age and were allowed to take part in the experiment once only. mTurkers with
Masters Qualification (i.e. a designation awarded to persons with long-standing
history of delivering data of good quality) were initially recruited. However, due
to the fact that this population was limited, that constraint was removed after
recruiting 357 people. Subsequently recruited mTurkers were only required to have
a at least 95% HIT success rate (i.e. 95% of all submitted tasks were accepted). In
total, 633 participants were recruited.

Table 9.1 depicts the population demographics split be gender and PHQ-9
scores respectively. The average age of participants was 39.34 (SD=9.36). The
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Table 9.1: Demographic characteristics of the participant sample. It consisted of
324 (54%) males and 275 (46%) females, both aged (M=39.34 years, SD=9.36)

and with PHQ-9 scores (M=4.76, SD=5.46).

Age Gender N
PHQ- Scores

0-4 5-9 10-14 15-19 20-27

18-24 M 6 6 0 0 0 0
F 2 1 0 0 0 1

25-29 M 39 23 11 3 1 1
F 29 13 6 5 2 3

30-34 M 97 58 22 7 5 5
F 45 24 12 5 3 1

Other 1 0 1 0 0 0
35-39 M 68 37 15 12 3 1

F 60 29 18 10 3 0
40-44 M 42 31 7 2 1 1

F 52 36 8 6 2 0
45-49 M 34 19 11 2 0 2

F 30 20 6 4 0 0
50-65 M 38 30 5 1 2 0

F 57 38 14 2 3 0

600 365 136 59 25 15

average PHQ-9 scores for participants were 4.76 (SD=5.46). The data collection
took place during the first wave of the Covid-19 pandemic between March and
August 2020.

9.2.3 Stimuli

The stimuli presented to participants consisted of 500 pairs of images consisting
of the same greyscale base-image of a neutral face and a unique noise pattern
augmenting it. The base-image was created using the RADIATE dataset, a dataset
featuring 1,721 asian, black, hispanic and white adults [14]. An image was initially
created for each gender and ethnicity (e.g. asian male, black female, etc.) using
only the neutral expressions in the dataset by applying the Delaunay Triangulation
[158] method for blending faces. Subsequently, those averaged representations
for gender and ethnicity were blended together to create the final base-image.
The reason being was that the RADIATE dataset is intentionally imbalanced
in its sample sizes for ethnicity, reflective as they reflect birth rates in the USA
aiming to address algorithmic biases. It is also unintentionally imbalanced in its
gender representation. The CI method, however, works best with a face which
is as impersonal and androgynous as possible. That is, a face which does not
posses features characteristic of a particular gender, ethnicity or any other defining
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features. By performing the intermediary step of creating average representations
for each combination of gender and ethnicity, the final base-image is ensured to be
comprised of equal parts of each group.

The classification images (CI) [43] approach was employed within a two
alternative force choice task [159] (2AFC), which implies that a participant was
presented with two choices and was asked to select one. In this experiment, each
participant was presented with 500 pairs of noise-augmented images of the base-
image, and had to select one of each pair that best resembled someone with a
specific symptom of depression (e.g. being down, depressed or hopeless).

(a) Base-image (b) Noise pattern (c) Inverse noise pattern

Figure 9.1: Base-image generated from the RADIATE dataset (a); Pair of images
presented in the 2AFC experiment task (b), (c).

Figure 9.1 portrays the base-face image as well as one of the 500 image-pairs
presented to participants. Each image-pair in the 2AFC task was created by once
augmenting the base-image with a randomized sinusoidal noise. For this purpose
the rcicr package available for R [13] was used, where the noise was created in
patches by varying parameters for scale, orientation, phase and contrast. Initially,
multiple patterns were generated for 6 predefined orientations (0◦ up to 150◦ in
increments of 30◦) and 2 phases (0 and π/2) [209]. For each generated pattern, a
random contrast coefficient was used [209]. This pattern was generated in 5 spatial
scales (2, 4, 8, 16, 32) and was then repeated over 2 spatial frequency cycles for
each image, generating the final noise pattern [209]. In the experiment, cohesive
with prior research, the original and inverse pattern of the generated noise were
used to augment the images in each pair respectively [32, 209].

9.2.4 Tasks

Facial expression 2AFC Task Symptoms of depression were derived from PHQ-
9 screener questionnaire [42], widely-used to assess a persons’ overall depression
severity. Table 9.2 contains paraphrased questions in the form of ”Which face

1The numerical enumeration corresponds to the question order in the PHQ-9 questionnaire.
Sub-questions (a) and (b) were created for PHQ-9 items measuring both polarities of a symptom.
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Table 9.2: Depression symptoms used as criterion for the experiment as derived
from the PHQ-9 item list in the form of questions.

Index1 Question

1 Which face resembles more someone with little interest or pleasure in doing
things?

2 Which face resembles more someone who is down, depressed or hopeless?
3a Which face resembles more someone who has trouble falling or staying

asleep?
3b Which face resembles more someone sleeping too much?
4 Which face resembles more someone who is tired or having little energy?
5a Which face resembles more someone with a poor appetite?
5b Which face resembles more someone who is overeating?
6 Which face resembles more someone who is feeling bad about themselves?
7 Which face resembles more someone having trouble concentrating on things?
8a Which face resembles more someone moving or acting slowly?
8b Which face resembles more someone being fidgety or restless?
9 Which face resembles more someone thinking of hurting themselves or

thinking that they are better off dead?

resembles more someone –” concatenated by the respective PHQ-9 item. Three
questions in the PHQ-9 questionnaire inquire about the presence of a symptom on
both polarities (e.g. trouble falling or staying asleep and sleeping too much). For
this reason, those were split into two univalent variants, resulting in a total of 12
questions. For the duration of the experiment, a participant would see one of the
questions from Table 9.2 on top of their screen. Below, they would be presented
with a pair of images augmented by noise. Figure 9.1 portrays one such pair.

Visual sensitivity 2AFC Task To ensure each participant was able to
distinguish the noise components in the experimental task, a visual sensitivity task
was designed. It consisted of selecting the brighter of two 512x512 pixel white-noise
images. Those were drawn from a set of 600 pre-generated ones with random
cumulative pixel intensities. Figure 9.2 portrays the brightest and darkest ones
in the dataset. The cumulative pixel intensity was used to measure the distance
between two images in the data set. Initially, two images were presented, whose
distance were at half-length of the whole dataset. In a staircase procedure, each
correct choice in selecting the brighter of the two images halved the distance
between subsequently presented image pairs, while a mistake doubled it. When
presenting a subsequent image pair based on the expected distance, the space was
sampled randomly over its full range such that overall brighter as well as darker
pairs would appear. The staircase procedure terminated after reaching 5 turning
points (e.g. making a mistake after a streak of correct answers or recovering from
one) [210]. Alternatively, the task ended after 30 pairs were shown. The distance
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(a) The brightest image in the dataset. (b) The darkest image in the dataset.

Figure 9.2: Two 512x512 pixel images containing white noise used in the visual
sensitivity task. Image on the left is that with the most cumulative pixel intensity

and that on the right – with the least cumulative pixel intensity.

(i.e. difference in cumulative pixel intensity) between pairs of images at each turning
point was taken and averaged to yield an indication of the visual sensitivity of the
participant. If a participant scored below a predefined threshold, they were allowed
to continue. If not, their participation ended and they were not allowed another
admission. General advice was given to participants prior to attempting the visual
sensitivity task, which included emphasizing on the use of a visual aid if needed
and avoiding exposing the screen to direct sunlight.

9.2.5 Procedure

Figure 9.3: Experiment procedure flowchart.

Figure 9.3 provides an overview of study procedure. Upon enrolment participants
were redirected to a web-page which elaborated on all steps involved in the
experiment procedure with a brief description thereof. Next, a click-through consent
data form was shown. It contained information about which data would be recorded
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and how data will be anonymized to respect their privacy. Due to the fact that
the experiment involved observing images and identifying features characteristic of
depression, a recommendation was included to withdraw ones’ participation should
they have been feeling mentally unwell. This page also included information and
self-help material about depression. After obtaining consent, participants were
redirected to the visual sensitivity task. If successful, they were then asked to
fill out a digitized version of the PHQ-9 questionnaire and provide their age and
gender [42]. The tasks’ order ensured that data was collected only for participants
admitted to the experimental task. Upon providing this information, they were
redirected to the experiment task. Based on collected population statistics, each
participant was assigned to assess a single symptom of depression, typically the
most under-powered one. Upon selecting the face that most resembled the assigned
symptom to their task, a participant would advance to the next pair. This process
would repeat until all 500 pairs of images have been seen. The order in which
the 500 pairs were presented as well as the relative position (e.g. left/right) of
images within each pair was randomized. On the 150th, 275th and 400th image-pair,
participants were given an optional 30 second break, which they could voluntarily
skip.

Data collection seized after reaching the target of 50 participants per symptom.
It resumed with an additional 33 participants after an intermittent analysis
(described in depth in Section 9.2.6) was completed and dataset of low information
quality were discarded.

On average, from intake to completion the experiment took 38 (SD=15) minutes.
Participants were remunerated with 10$ for their effort. No partial remuneration
was offered to participants not meeting the inclusion criteria or disqualified in the
visual sensitivity task. This was done in order to not incentivise mTurkers, who are
known to be tech savvy, to optimize their strategy to acquire the potential partial
remuneration instead.

All participants that successfully completed the experiment were paid, regardless
of whether their data was used or discarded.

9.2.6 Data Analysis

As the experiment was conducted online, it was not possible to oversee participants
and ensure their attentiveness during the task. In order to mitigate that, response
time and choice selection pattern were analysed for disingenuous responses.

Response time was a fairly simple and straightforward criteria to use. Some
participants were unreasonably quick in completing the task, while others took
significantly longer than the average. Longer times could have been caused by
participants forcing a break themselves and did not warrant suspicion as the
experiment did not impose a time-limit on completing the task. Extremely
quick completion times, however, were unfeasible to be associated with an earnest
response.

To estimate information quality of a selection choice pattern, aberrant responses
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which are uncommon for a genuine selection and indicative of inattentiveness needed
to be defined. Those can manifest in two ways – a repetition of a single character,
or a repetition of a combination of characters. The probability of a participants’
selection choice pattern containing those frequently was extremely low, since image
positions (e.g. left/right) within pairs and the order of pairs within the 2AFC
task were randomized. To analyse selection choice data, two types of analysis were
considered – compression algorithms and entropy. Those methods would be able to
quantify the frequency of occurrence of aberrant patterns within an input sequence
and output a score, representative of its information quality.

Compression Compression algorithms are able to transform information into
a more efficient, shorter representation. Compression inherently requires the
presence and substitution of repeated elements within the input sequence with
a shorter variant. The difference between uncompressed input and compressed
output reveals its efficacy. In lossless compression, this process is also reversible,
such that the original data can be reconstructed from a compressed output with
no loss of information. This is important as lossless compression algorithms are
also deterministic, which means that for any given input, a compression thereof
would result in one and the same output. In this context, only lossless algorithms
were considered suitable as they ascertain that the resulting score from performing
a compression can be explained, interpreted and replicated.

Two algorithms were suitable for detecting aberrant responses – Run length
encoding (RLE) [211] and DEFLATE compression [212]. RLE is a lossless data
compression algorithm where sequences of the same value are stored as that value
and a count number. RLE is ideal for identifying single character repetitions.
DEFLATE is a well-known lossless encoding scheme which compresses subsets
of characters based on their frequency of occurrence. This algorithm is suited
to identify recurrent repeated sequences consisting of multiple characters. Those
methods were scored based on their compression efficiency by dividing the length
of the compressed sequence by the length of the original. A lower score indicates a
more efficient compression and in turn – more repeated sub-sequences found in the
input. In the subsequent analysis, DEFLATE is coded using the DFL acronym.

Entropy Another way of identifying repetitions in an input sequence was to
compute the entropy within a response’s distribution. To achieve that, a scheme was
needed to break down an input sequence and represent it as a multiple fixed-length
sub-patterns. The selection choice pattern of the 500 image-pairs was encoded as
L and R, where L coded for images positioned on the left side of the screen and
R – on the right. Numerically, L and R were represented as 0 and 1 respectively,
however, in this section the nomenclature of L and R will be used. An more
elaborate description of this method can be found in Appendix 9.A.

From the resulting encoding, permutation tables of different lengths were built,
consisting of all selection combinations. Since the experiment gave participants
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a dichotomous choice (e.g. choosing the left or right image), those permutations
only feature combinations of L and R in varying order. Short permutation tables,
for example, with a fixed-length of 2 consisted of the combinations LL, LR, RL,
RR and were able to detect short-length recurrent sequences. Larger permutations
tables (e.g. LLLL, LLLR, LLRL, etc..) are able to detect longer repeated
sequences. Calculating the entropy using permutation tables implies creating
a score representative of the difference between the distribution of sub-sequences of
length of the permutation table in a participants’ selection choice pattern and the
normal distribution. As the image positions within pairs and order between pairs
were randomized (thus uncorrelated), those scores assume that single or multiple
character repetitions are uncommon (e.g. observing LRRL is more probable than
LLLL). For the subsequent analysis, entropy was computed using permutation
tables of length of 1, 2, or 4 coded as ENT1, ENT2 and ENT4 respectively.

Data Exclusion The analysis consisted of using statistical methods performed
on the distribution of scores for response time, and compression and entropy metrics
[213]. Statistical methods are most suitable to analyse this type of data as they do
not rely on knowledge of what the underlying data represents, but rather simply
flag tail-ends of a distribution. Due to some participants presumably enforcing
self-enforced breaks, the distribution of response times had a heavy upper tail. In
order to normalize response times, a Box-Cox power transformation was applied
first. The resulting distribution was normal, which allowed to apply the 95%
threshold rule on the lower distribution tail containing the quicker responses. This
metric alone ruled out 22 participants. For the entropy and compression metrics, a
more conservative 99.7% threshold was applied. This was due to the fact, that those
methods are not standardized and were applied as an information quality metric
specifically for data obtained in this experiment. Each of the metrics resulted in
the following number of dataset exclusions DFL: 12, RLE: 9, ENT1: 7, ENT2: 10,
ENT4: 13. As expected, there was a large degree of agreement between metrics,
resulting in a total of 17 unique exclusions. Finally, combining the response time
and selection pattern metrics resulted in excluding dataset of 33 participants. A
more elaborate analysis of the employed data exclusion approach, methods, scoring
mechanism as well as some further considerations on the metrics’ applicability for
similar experiments can be found in Appendix 9.A.

9.2.7 Image Analysis

As elaborated on in Section 9.2.3, using reverse correlation CIs, irrelevant noise is
filtered out, while salient one is retained or reinforced. This promotes that, within
the 2AFC task one or the other image in each image-pair might posses some facial
features, indicative of how the symptom is reflected in the face. Averaging the
noise component over multiple such choices (e.g. participant selections in each
image-pair) draws out salient facial features, while suppressing irrelevant noise. The
average image obtained from multiple selections by multiple participants for one
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specific depression symptom then visualizes what facial features are characteristic
for that symptom according to the population. This was done for all nine PHQ-9
symptoms of depression.

The rcicr R package [13] was used to analyse the retained dataset. First,
for each symptom of depression, all selections made by participants allocated
to that particular condition were summed up and averaged pixel-wise to create
a single image. Thus, each symptom visualisation was in effect comprised of
25,000 contributing images derived from the 500 selections made by each of the
50 participants. Hence, each resulting image for a specific symptom depicted an
aggregated visualisation of how that symptom was perceived to be reflected in
the face by all participants allocated to that condition. Thus, this resulted in a
visualisation of 12 images descriptive of the symptoms of depression as defined in
Table 9.2.

In total, two additional visualisations were created from the symptom images,
which highlighted further interesting or contrasting features. Those visualisations
consisted of: 1) the aggregated visual representations of a symptom as derived
by participants; 2) A symmetric representation, where the resulting image was
created by averaging of the original symptom image and its mirrored-variant and 3)
a vertical-split visualisation, where the right half of the face (from the perspective
of the reader) were mirrored horizontally. To delineate those visualisation from one
another in future sections, those were henceforth referred to as 1) representation,
2) mirror-average and 3) vertical-split. Figures 9.4, 9.5 and 9.6 display the results
from this analysis and featured all three types of visualisations for each symptom.

The reason for creating additional visualisations in addition to the aggregated
representations created by participants was that those are able to draw out particular
facial features better. Those are also able to partly compensate for some inherent
characteristics of the reverse correlation CI method. For example, due to the fact
that the augmenting noise was pseudo-random, alterations in facial features were
not symmetric across both left and right sides of the face. To create a more uniform
representations for symptoms, a symmetric variant was created. Additionally,
for the same reason, some symptoms possess features emphasized more strongly
on either the left or right sides of the face. As we are primed to process faces
holistically [214], to highlight those discrepancies the vertical-split representation
was created.

Finally, Appendix 9.E, and Appendix 9.D contains facial representations of
symptoms of depression subtracted from the base-image as well as those of a subset
of the population which scored 7 or more on the PHQ-9 questionnaire. Those have
been included here for completions’ sake and will not be referred to in the rest of
this chapter. However, they will be later referred to in the Thesis Discussion in
Chapter 11 highlighting their potential application.

9.3 Results
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Base-image Representation Mirror-average Vertical-split

(1) with little interest or pleasure in doing things

(2) who is down, depressed or hopeless

(3a) who has trouble falling or staying asleep

(3b) sleeping too much

Figure 9.4: Figure containing the base-image, created representations as well as
their mirror-average and vertical-split variants for symptoms (1), (2), (3a) and
(3b). The labels below indicate the exact criterion participants used for their

selection: ”Which face resembles more someone –”
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The symptom representations for having little interest or pleasure in doing things
(1) (Figure 9.4) was characterized by noticeably low contrast in the eyes, portrayed
a somewhat vacant expression. Additionally, the mouth displays a down-open
curve, similar to the facial expression for a mouth frown. Feeling down, depressed or
hopeless (2) showed only one distinguishing feature, namely more arched eyebrows,
which are particularly noticeable in the vertical-split. The pair of symptoms for
under- (3a) and oversleeping (3b) exhibited a strong difference, particularly in the
area of the eyes, as expected. What was clearly noticeable in (3a) was that the eyes
appear more closed and there was an overall shading around them. Conversely, (3b)
also features shading primarily concentrated under the eyes, where the eyes appear
to be more wide-open. In addition, the eyebrows were raised conveying a more
alert and overall awake expression. This becomes more apparent when looking
at the vertical-split and mirror-average representations. There, (3a) portrayed an
overall shading around the eyes, while (3b) – only below them.

Feeling tired or having little energy (4) (see Figure 9.5) portrayed a down-open
curve of the mouth, arched eyebrows and lowered outer corners of the eyes. Poor
appetite (5a) and overeating (5b) did not differ in the shape of the face, but
predominantly in the facial expression they portrayed. The face for poor appetite
portrayed a rather sad expression characterized by a down-open curve of the mouth
and lowered eyebrows, where that for overeating did not. Feeling bad about oneself
(6) also did not stand out with any clearly distinguishing features, delineating it
from the base-image.

The face for having trouble concentrating on things (7) (see Figure 9.6) resembled
the base-image used for the experiment. There were no particular facial features
standing out, which was also be observed in the mirror-average representation.
Moving or acting slowly (8a) displayed a lighter shading of the eyes as well as a
faint smile. Being fidgety or restless (8b) displayed a darker shading in the eyes,
slightly inwards raised eyebrows, typically associated with the facial expression for
surprise or worry. Additionally, a down-open curvature of the mouth as well as
shading under the eyes was observed. Those features were particularly noticeable
in the mirror-average representation. The symptom for thinking of hurting oneself
or that one is better off dead (9) featured lowered eyebrows, a down open curvature
of the mouth as well as lowered outer corners of the eyes. We also noticed an
overall darker shading of the eyes.

Regarding facial expression symmetry, some symptom representations did not
exhibit features consistently across both halves of the face. Those differences
were somewhat obscured as intrinsically we interpret faces holistically [214]. The
symptoms for someone: with little interest or pleasure in doing things (1), who is
down, depressed or hopeless (2), sleeping too much (3b) in Figure 9.4; who is tired
or having little energy (4), who is feeling bad about themselves (6) in Figure 9.5,
and who has trouble concentrating on things (7) and moving or acting slowly (8a)
in Figure 9.6 portrayed consistent facial features across both halves of the face
and exhibited a variation in tone between both halves. Conversely, the expression
for having trouble falling or staying asleep (3a) (Figure 9.4), poor appetite (5a),
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Base-image Representation Mirror-average Vertical-split

(4) who is tired or having little energy

(5a) with a poor appetite

(5b) who is overeating

(6) who is feeling bad about themselves

Figure 9.5: Figure containing the base-image, created representations as well as
their mirror-average and vertical-split variants for symptoms (4), (5a), (5b) and

(6). The labels below indicate the exact criterion participants used for their
selection: ”Which face resembles more someone –”
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Base-image Representation Mirror-average Vertical-split

(7) who has trouble concentrating on things

(8a) moving or acting slowly

(8b) being fidgety or restless

(9) thinking of hurting themselves or thinking that they are better off dead

Figure 9.6: Figure containing the base-image, created representations as well as
their mirror-average and vertical-split variants for symptoms (7), (8a), (8b) and

(9). The labels below indicate the exact criterion participants used for their
selection: ”Which face resembles more someone –”

131



9. Identifying and visualising salient facial features indicative of symptoms of
depression

overeating (5b) (Figure 9.5), being fidgety or restless (8b) and thinking of hurting
oneself or thinking that one is better off dead (9) (Figure 9.6), however, portrayed
different expressions in both halves of the face. In the vertical-split for someone who
has trouble falling or staying asleep (3a), the corners of the mouth were misaligned
resembling simultaneously a slight smile on the right side of the face and a frown
on its left side. A similar observation was made for the symptoms for poor appetite
(5a) and overeating (5b).

The representations for being fidgety or restless (8b) and thinking of hurting
oneself or thinking that one is better off dead (9) diverged in some interesting ways.
In the vertical-split representation for being fidgety or restless (8b) the eye on the
left side of the face appeared to portray a down outwards-oriented gaze direction,
akin to averting one’s eyes. For thinking of hurting themselves or thinking that they
are better off dead (9), the right side of the face portrayed an almost neutral-looking
facial expression, while in contrast, the right side was distinctly characterized
by a raised inner corner of the eyebrow, and narrowed and downwards-oriented
corner of the eye. The combination of those features portrayed a sad and almost
tearful-looking facial expression.

9.4 Discussion

9.4.1 Symptoms with distinct facial features

Symptoms which had distinct features present were found for the symptoms of
having little interest or pleasure in doing things (1), has trouble falling or staying
asleep (3a), sleeping too much (3b), being tired or having little energy (4), poor
appetite (5a), overeating (5b), being fidgety or restless (8b), thinking of hurting
oneself or thinking that one is better off dead (9) which delineated them from the
base face.

The symptom of little interest or pleasure in doing things (1) can also be seen as a
proxy for anhedonia. In its representation in Figure 9.4, particularly noticeable was
contrast of the eyes, which appears to be lowest from all symptom representations.
In addition, the slight down-open curvature of the mouth was associated with a
mouth-frown and could have conveyed the notion of being displeased. Previous
research indicated that anhedonia is not only associated with deriving less joy from
positive experiences, but also with less facial expressiveness [215, 216] which was
consistent with the obtained representation.

The symptoms of has trouble falling or staying asleep (3a), sleeping too much
(3b), also possess distinguishing facial features, whereas those were expressed
primarily in the eyes (Figure 9.4). has trouble falling or staying asleep (3a) featured
narrowed eyes, and somewhat lowered eyelids portraying tiredness, while that for
sleeping too much (3b) – wide-open eyes. In addition, a darker tone was be noticed
around the eyes for has trouble falling or staying asleep (3a), consistent with skin
discolouration, a known effect of this symptom [217] and a darker tone concentrated
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solely under the eyes for sleeping too much (3b). Both of those descriptions were
considered characteristic consistent for the symptoms they described.

The symptoms for Being tired or having little energy (4) and poor appetite (5a),
both faces possessed features, which would normally not be implicitly associated
to them. Namely, both exhibited characteristics similar to that of sadness and
namely a down-open curved mouth, arched eyebrows, and lowered corners of
the eyes. For being tired or having little energy (4), it was unclear whether the
symptom is perceived to have incorporated a socially attributed component of
sadness without it being explicitly stated in the question. Prior research indicates
that patients who are feeling tired all the time perceive the symptom to be somatic,
whereas doctors view it as psychologically driven [218]. This hinted that there
may be discrepancies within the formal classification of the symptom and the lived
experiences of patients. The social attribution of features, which participants might
have associated as accompanying a symptom might explain the resulting features
in this representation.

Similarly, the symptom for poor appetite (5a) exhibits similar characteristics as
being tired or having little energy (4). A potential explanation may also lie in the
social perception of this symptom. First, the item phrasing for symptoms in the
PHQ-9 questionnaire for poor appetite (5a) and overeating (5b) differ such that the
first explicitly states a change in appetite, while the latter – the act of overeating.
Although both poor appetite (5a) and overeating (5b) could be caused by a disease
or ailment, contemporary perception of overeating (5b) is typically not associated
with those as a cause [219]. That of poor appetite, however, is less prevalent in
developed countries and could carry socially imbued characteristics. Those may be
implicitly attributed to the symptom itself without having been explicitly stated
in the question. As such, the symptom for overeating (5b), did not exhibit the
same features, characteristic of sadness as poor appetite (5a). Additionally, prior
work indicates that changes in appetite does not result in weight difference for
depressed persons [220]. However, it is feasible to expect that laypersons might not
posses in-depth knowledge of the course-trajectory of symptoms of depression and
may rather have oriented themselves according to common knowledge and social
associations.

The symptom for being fidgety or restless (8b) exhibited noticeable down- and
sideways eye gaze direction, particularly visible in the vertical-split representation
in Figure 9.6. Furthermore, in its the mirror-averaged representation, lowered
eyebrows and narrowed eyes were observed, a combination of features known to
convey the feeling of being worried [221]. It is uncertain, whether that is indeed
the case, however, depression and anxiety are a known comorbidity, hence a certain
degree of overlap in the experience of certain symptoms is expected. In fact,
restlessness is a symptom which is used to contribute to an anxiety score in the
Hamilton rating scale for anxiety (HAM-A) [222].

The symptom for thinking of hurting oneself or thinking that one is better off
dead (9) was perhaps the most expressive and evocative of all representations. In
the vertical-split model in Figure 9.6, the right and left half of the face, however,
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displayed very different expressions. The right image featured lowered corners
of the eyes and eyebrows and a downwards-curved mouth, is significantly more
expressive compared to the left side, and bears a stronger association with the
symptom. In contrast to the left image resembled the neutral expression instead.
The expressiveness in the right half of the face, however was strong enough such that
in the mirror-average representation, the expression still strongly resembled that of
sadness. Prior works have identified that laypeople are able to detect suicidality
from yearbook photos [223], a finding that supports that this symptom may have
sufficient influence to be manifested in the face and subsequently recognized within
a facial expression.

9.4.2 Symptoms absent of distinct facial features

A number of symptoms did not possess any distinguishing facial features. Those
were the representations for being down, depressed or hopeless (2), overeating (5b),
feeling bad about oneself (6), having trouble concentrating on things (7) and moving
or acting slowly (8a).

Surprisingly, for the symptom of being down, depressed or hopeless (2), the
expectation was to see a facial expression resembling that of sadness. However,
there were no particular features that distinctly conveyed that emotion. A possible
explanation may lie in how the question was phrased. It featured three emotionally-
charged words that on their own describe similar, but distinct emotional states.
Thus, the complexity introduced by including all three terms may have hindered
participants from being able to accurately associate images presented during the
task to this symptom. Therefore, decoupling the question into three distinct
single-word variants might have yielded expressions with more pronounced features.

Another symptom, which does not appear to deviate significantly from the
base-image was that for overeating (5b). When regarding this symptom in the
context of its opposite – the symptom for poor appetite (5a), the expectation was
that those would diverge primarily in the shape of the face (e.g. face contours),
where overeating would have depicted a generally broader face, while that for
poor appetite – the inverse. However, although the symptom for poor appetite
(5a) possessed facial features more characteristic of sadness, neither of those two
symptoms differed much in the shape of the face. As previously mentioned, the
symptom of overeating in particular was defined as the act of overeating rather
than as an increase in appetite, which further reinforces this unexpected result. A
plausible explanation for this observation may lie in how the reverse correlation
method works. As the base-image was augmented by patterned pseudo-random
noise, altering spatially compact areas in an image is relatively easy. One only needs
to be able to identify and consistently select images which portray a particular
alteration in a feature (e.g. eyes, mouth corners, eyebrows). For spatially smaller
features such as the eyes, the method appears to work. However, to significantly
affect a spatially distributed feature such as face-contours, one needs select images
which offset the face contours along its complete circumference within a single
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image. Hence, even if participants were trying to select images which did alter
face-contours, it was unfeasible to do so consistently for its complete circumference
as that would have required a significant portion of images to have offset the
contours of the face consistently. This was very unlikely due to the randomness
inherent to the method of creating the augmenting noise. Subsequently, through
the averaging process of selected images, those features were diluted in the resulting
representation.

For the symptom of feeling bad about oneself (6), the only distinguishing feature
was the arrangement of the lips where they appeared sealed, a feature not observed
in any of the other symptoms. However, it was not clear whether was of any
significance to this representation or was an artefact caused by the method. The
symptoms having trouble concentrating on things (7) and moving or acting slowly
(8a) did not appeared to deviate in a noticeable way from the base-image either.
The common denominator for those three symptoms is that they feature a distinct
cognitive component [224], where typically, cognitive symptoms are expressed
through changes in behaviour, which is difficult to express or identify in a static
image. Hence, it was not unexpected to observe a lack of strongly emphasized
facial features. In fact, recent findings confirm that cognitive traits did not appear
to have an effect in the development of particular facial features [225], which may
translate to those symptoms having little influence in facial expressiveness later in
life.

9.4.3 On facial expression symmetry

Regarding the symmetry of facial expressions, there are some visible differences
that delineated the left and right sides of the face.

In the vertical-split of the symptoms for having trouble falling or staying asleep
(3a) in Figure 9.4 and poor appetite (5a) and overeating (5b) in Figure 9.5, both
halves of the face portrayed a divergent shape of the corners of the mouth. In
either the left or right side of the face, one half of the mouth appeared to express
a light smile, while the other – a slight frown. A reasonable explanation for
those differences may be due to lack of informativeness of certain facial features
to an expression or symptom. For example, the shape of the mouth would not
be typically associated with either of the above-mentioned symptoms, where as
previously explained, sleep-related symptoms would be expected to be reflected
through the eyes, while those for changes in appetite – through the shape of the face.
As a consequence, lightly expressed features may be a by-product of noise-induced
randomness and may not necessarily be informative to the respective visualisations.

The vertical-split representations for the expressions of being fidgety or restless
(8b) and thinking of hurting oneself or thinking that one is better off dead (9) in
Figure 9.6 exhibit some stark contrasts. Therein, the right image was significantly
more expressive than the left. It is known that the augmenting noise in not
distributed symmetrically across the complete image and consequently, it is unlikely
to see the equivalent alterations in both paired symmetric facial features such as
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eyes, mouth corners and others. Hence, participants may have tried to identify
salient features locally in for one of the paired facial features, rather than perceiving
the face holistically. In turn, over the course of the experiment, they may have
chosen to focus on a particular side of the face or facial feature of interest. Prior
work highlights that the left side of the face (right image) is more emotionally
expressive [226]. Additionally, in an experiment where faces were vertically split
in two halves and subsequently presented to participants, they judged the left
side as portraying emotions more intensely [227]. This could, in part, explain the
significant differences for being fidgety or restless (8b) and thinking of hurting oneself
or thinking that one is better off dead (9) in their vertical-split representation.

9.5 Limitations

Certain limitations to the approach employed within this chapter pertain to
the conditions used to define the symptoms as well as the reverse correlation
classification images method itself. In the former, the symptoms were crafted
from the PHQ-9 questionnaire, a well-known instrument for measuring depression
severity, as complete sentences describing the presence of a symptom. However,
over the course of the experiment, more succinct phrasing, ideally a single word
variants may have isolated some confounding socially attributed characteristics
which were observed for some of the symptoms. In the latter, the reverse correlation
method was found lacking in its ability to augment spatially distributed features
such as face-contours.

9.6 Conclusion

In this Chapter a visual representation of what each symptom of depression
according to the PHQ-9 questionnaire looks like in the face were presented. The
results from this study indicate that laypeople are able to recognize a number of
symptoms of depression and those were reflected in the created representations for
the symptoms of depression. This implies that depression may indeed influence
facial expressiveness or impacting facial features in some distinct ways which makes
them recognizable. The novelty in this approach is within the visualisation of
those symptoms and the implications those may have for creating facial expression-
based scales for assessing symptoms of depression frequently through the use of
smartphone applications or in recognizing distinct symptoms of depression from a
face in an image using, for example, machine learning methods.

9.7 Chapter Summary

The present study explored whether laypeople have an established perceptual model
to recognize a range of symptoms of depression in a face. Additionally, through the
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reverse correlation classification images method, it was possible to visualize a group
of participants’ mental representation of how a particular symptom was reflected
in the face. Most symptoms, albeit not all, had distinct facial features, which
delineated them from the base-image and from one another. Those observations
were discussed in the context of existing literature.
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9.A On compression and entropy data quality

metrics

This appendix provides a more elaborate analysis of the data exclusion approach
described in Section 9.2.6.

In an experiment, when distracted, disengaged or not interested, persons which
deceptively aim to portray genuineness in their responses would often rely on a
rhythmic pattern. It serves the purpose of diversifying their choices thus giving
them credibility and speeding up their response times aimed to minimize time
spent on the task. It’s a strategy optimizing for the least amount of work and
time spent while still receiving the full benefit from doing the task. The present
approach attempts to identify such patterns. Aberrant responses found within a
selection pattern can be defined as repeatable sequences, indicative of automatic
engagement with the experiment without attending to its conditions. They can
manifest in two ways – a repetition of a a) single character or b) combination of
characters. In the following sections, further information will be provided on how
both, compression algorithms and entropy, can be used to detect both a) and b)
type of aberrant responses and why they are not interchangeable but rather work
complementary to one another.

9.A.1 On compression

Run-length-encoding (RLE) [211] is a lossless data compression algorithm where
sequences of the same data value are stored as a value and count number. This
algorithm is perfectly suited for detecting a) single character repetitions. The
DEFLATE algorithm [212] uses Huffman codes to encode repeatable structures in
the input data, based on their frequency of occurrence. In essence the algorithm
minimizes the cost of representing a recurrent sequence with a shorter placeholder
sequence. Therein the more frequent the co-occurring pattern is, the shorter the
substituting placeholder sequence. This algorithm is suited to identify b) recurrent
structures. We will omit a more in-depth analysis of DEFLATE as this appendix
intends to provide a functional understanding of its functionality. It is also possible
to compress data with DEFLATE using multiple passes (e.g. that is performing
compression on already compressed data). However, although effective for reducing
required storage space further, this hurts interpretability as it is difficult to predict
what patterns could emerge in the compressed data after the first pass. Furthermore,
multiple passes can also reduce variability, thus increasing the difficulty of defining a
threshold delineating genuine from disingenuous responses. Compression algorithms’
score on an input sequence is computed by dividing the compressed output by the
uncompressed input.
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9.A.2 On entropy

Another way of identifying repetitions in an input sequence is to quantify its entropy.
The selection pattern obtained from a participant in the experiment task described
in Section 9.2.4 is in essence a series of dichotomous choices. As such, it can be
represented in binary such that selected images positioned on the left portion of
the screen are coded as 0 and those on the right – as 1. The a-priori randomization
over 1) the order of image-pairs and 2) positions of images within pairs ensures
that the resulting left/right or 0/1 choices are uncorrelated. Next, using this
encoding allows to build permutation tables, which can be used to detect repeated
sub-sequences within an input pattern. Those contain all possible combinations of
choices according to the length of the permutations. For dichotomous data encoded
as 0 and 1, a permutation table of length two would contain the sequences 00, 01,
10 and 11. The input sequence is parsed using an envelope which equals the length
of the permutations.

A stride parameter is a number which dictates how many characters are skipped
between iterations during parsing. As an example, for the input sequence 1010,
a permutation table of length 2 and stride parameter of 2, the sub-sequence for
10 is identified twice. All other permutation bins will be empty. Alternatively,
in the same conditions but with a stride parameter of 1, the sub-sequence 10 is
detected twice and 01 – once. To evaluate information quality in this experiment,
permutation tables of length 1, 2 and 4 were chosen and coded as ENT1, ENT2
and ENT4 respectively. The stride parameter was chosen to be equal to the length
of the permutation tables in each variant, which ensures that each choice will
contribute to a single detection. In this case ENT1 can detect abnormalities in the
distribution between 0s and 1s in the input string, descriptive of type a) aberrant
response. ENT2 and ENT4 would be able to capture repeated sequences of length
2 and 4, descriptive of type b) aberrant responses. The entropy score is computed
per permutation table variant by comparing its distribution table to that of the
normal distribution.

Longer permutation tables could also be used, however, they come at a trade-
off. It consists of being able to capture longer sub-sequences more effectively at
the expense of reducing the number of observations. For example, ENT4 with
a stride parameter of 4 for an input sequence of 500 nets only 125 observations.
Alternatively, shorter variants such as ENT2 and ENT4 could still detect longer
sequences as a combination as long as there is a common denominator between
permutation and sequence length. For example, the repeated sequence 010100 could
easily be captured by ENT2 as three separate observations, while ENT4 would
be able to detect its double (e.g. 010100010100). Hence, a longer permutation
table would feature less data, yield diminishing returns, but can be useful in very
specific situations. Alternatively, one could opt for a shorter stride parameter
implying that choice(s) on the edge of the moving window will be counted and
contribute to multiple detections. That, however, artificially inflates the input data.
As a consequence, it is anticipated that the difference in score between sequences
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containing repeated patterns and those that do not, would increase. However,
further experimentation may be needed to confirm whether that is indeed the case.

9.A.3 Compression vs Entropy

Table 9.6: Correlation table between the RLE,
DFL, ENT1, ENT2 and ENT4 and their
Interquartile ranges (IQR) (i.e. Q3 - Q1).

RLE DFL ENT1 ENT2 ENT4

RLE 1.0 0.194 0.448 0.337 0.273
DFL 0.194 1.0 0.607 0.875 0.921

ENT1 0.448 0.607 1.0 0.861 0.745
ENT2 0.337 0.875 0.861 1.0 0.97
ENT4 0.273 0.921 0.745 0.97 1.0

IQR 0.086 0.01 0.0158 0.0259 0.0351

Table 9.6 portrays the cor-
relation between each em-
ployed compression and en-
tropy metric as well as their
Interquartile ranges (IQR) (i.e.
Q3 - Q1) as a measure of
variability. DFL, ENT2 and
ENT4 have a moderate to
strong correlation. Those
metrics were also intended
to be sensitive to type b)
aberrant responses. RLE and
ENT1, sensitive to type a)
aberrant responses, are moder-
ately correlated, however, less
so than DFL, ENT2 and ENT4 are. The relatively lower correlation between RLE
and ENT1 can be explained by a fundamental difference in how they score an
input sequence. ENT1 processes an input holistically and in essence measures
the ratio between 0s and 1s, while RLE substitutes single character repetitions as
the character and its repetition count. As such, they are not easily comparable
or interchangeable. Another observation was that IQR for the more complex
DEFLATE compression algorithm noticeably lower compared to other metrics.
This is due to the fact that it is very efficient in compressing data, however, its
low variability warrants caution in its use as it gives less flexibility in delineating
aberrant from genuine responses. Appendix 9.B and 9.C display a part of the
encoded input sequence and metrics scores for a portion of the excluded and
included participants respectively. The table also features the ENTR metric, which
is a variation of ENT1 described as the ratio between 0s and 1s. Therein, a ratio
of 0.5 is optimal as it implies a uniform distribution of 0s and 1s in a participants’
selection choice pattern.

9.A.4 Final considerations

This described approach assumes that there will be a number of dishonest responses
in a dataset and attempts to identify the most likely ones based on scoring
participants’ selection patterns. The experiment described in Chapter 9 (p. 118)
featured a large sample and applying the 99.7% threshold resulted in relatively
low count of exclusions. Applying the same procedure in low-powered experiments
could introduce or reinforce a bias or obscure an effect. Using the entropy metrics
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also requires a good understanding of the underlying data structure and expected
distribution of selection patterns. Those metrics, however, are perfectly suited
for unstructured data, where items are known to be uncorrelated with each other.
Structured formats, such as questionnaires need to have the order of questions
as well as responses randomized before they are administered. The effect of
randomization should effectively decorrelate responses on items, however without
further investigation it is not known whether that alone would be sufficient.

Entropy scores are normalized by default since the reference is the normal
distribution and their thresholds can be compared between experiments. The
entropy-based approach was applied, in this case, on dichotomous data. However,
it should also be applicable to multidimensional data (e.g. multiple-choice tasks),
where as a result permutation tables will be longer as there would be more
combinations between elements. Conversely, compression-based ones can only
be evaluated relative to experiment-specific input sequence length. In conclusion,
compression and entropy-based techniques can be a powerful instrument to measure
data quality and discard disingenuous results.
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9.B Selection pattern and metric scores sample

of excluded participants

Table 9.7: Binary-encoded selection pattern data of the last 148 choices for a sample of excluded participants. The
green shading indicates a confidence rating for a selection being a genuine response, while red – aberrant. Due to

extreme outliers, the second-worst score was taken as the lowest boundary in coloring aberrant responses to
provide a better disambiguation. Similarly, for the ENT1R metric the second highest and second lowest were

taken.

id pattern DFL RLE ENT1 ENT2 ENT4 ENTR

42 00000101100100000000000000000100000010011101001001100000011001011000110001
00110110000011101001001000000001000000000001000001000001000000010000100000

0.212 0.336 0.814 0.808 0.788 0.748

307 00000000010010100100000110001000100101110011111000000010010000000000000000
00101000110000001100011110000101100110000000001011000010000001000001001000

0.2 0.31 0.738 0.737 0.714 0.792

342 01010010100101001010010100101001010010100101001011001010001001010010100101
00101001010010100101001010010100101001010010100101001010010100101001010010

0.066 0.73 0.983 0.766 0.668 0.576

500 00000000000000000000000000000110100100011111111000000000000000100111111010
00011111111110011111110000000000000000001000000011111111111100000011110111

0.188 0.18 0.982 0.792 0.703 0.578

511 00001111111111111111111111111111110000000000000000000000000000000000000000
00011111111110000000000000000000000000000000000001111111110000000000000000

0.146 0.102 0.9 0.707 0.553 0.684

562 10110101010101010101011101010001010111100011111110101111011111010101111101
01010101010101011101101010101110101111010101010101000111001001111101101010

0.152 0.824 0.986 0.767 0.619 0.43

563 11111100011100010000000000000000100000100000000110000000000000001010000010
01011101111000100100001000010000000000000000000010000000100010000100000000

0.198 0.344 0.785 0.784 0.742 0.766

565 00011111111000000011111111111000000000001111111000000000001111111100000011
11100000111111100000000000011111100000001111100000000000000001111111110000

0.15 0.126 0.98 0.727 0.611 0.584

569 00000000000000000000000000000000000000000000001111111111111111111111111111
11111111111111111111111111111111111111111111111111111111111111111111111111

0.06 0.072 0.869 0.603 0.369 0.29

575 00000000000000000001100001000000010000000000000000000000000000000000000111
00000000000000000000000000000000000000000000000000011111011011111111110111

0.134 0.104 0.482 0.443 0.402 0.896

583 01010100110010110010110100101001101011010010101011001001001010101010101001
01010101011001010101001101010101010011010101010010101011001101010010101011

0.186 0.786 1.0 0.776 0.686 0.5

597 00111111111111111111111111111111111111111111111111111111111111111111111111
11111111111000011111111111111111111111111111111111111111111111111101111111

0.17 0.138 0.718 0.646 0.543 0.198

623 00000000000000000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000001011111111111111

0.036 0.008 0.194 0.111 0.058 0.97

624 00000000000000000000000000000111111111111111000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000000000000000

0.076 0.03 0.488 0.324 0.233 0.894

629 10101010101010100101010100101001010101000101010110100101001010101010101010
11001010111011110101010101010101110101010101101001111101010101010101010101

0.168 0.856 0.999 0.796 0.662 0.514

636 11111101010101010111101011010101010101010101010001011111010101010010101010
10100011001011101101101101001010101101010101010101010101101010101010101010

0.168 0.84 0.997 0.82 0.684 0.47

637 11111111111111111111111111111111110000000000000000111111111111111000000000
00000000000000000000000000000000000000000000000000000000000000000000000000

0.126 0.13 0.98 0.775 0.547 0.584
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9.C Selection pattern and metric scores sample

of a sample of included participants

Table 9.8: Binary-encoded selection pattern data of the last 148 choices for a sample of included participants. The
green shading indicates a confidence rating for a selection being a genuine response, while red – aberrant. Due to

extreme outliers, the second-worst score was taken as the lowest boundary in coloring aberrant responses to
provide a better disambiguation. Similarly, for the ENT1R metric the second highest and second lowest were

taken.

id pattern DFL RLE ENT1 ENT2 ENT4 ENTR

264 00001000100110111100111101000001101111100111111011101100110111111001001100
01111111100100101111111111101101100111001111100110001110011011110011001010

0.234 0.39 0.946 0.933 0.915 0.364

265 11001001101110010011110001100111000111001100000011011100110010001110100110
00111001001100001011100110111010010111011001100001101101101101100101111111

0.226 0.45 0.999 0.996 0.937 0.48

266 00011111011000000111111111111000010101111110111111011101111011111100100111
11110000100000110011101110111100111010010011101101110111111011110111010011

0.242 0.468 0.996 0.99 0.975 0.462

267 00100011111110000111111110001011110111001111011000010000010010101101100000
00110010011001000000001010010101110010001111000100011001100110101110001110

0.232 0.442 0.996 0.995 0.96 0.538

268 00001011001011001111111000110011110101010000001011111100011001001001101001
10110010011110011000101100011000101101100110001001110100111010111011001110

0.242 0.494 1.0 0.998 0.977 0.498

269 10111001010101110100101100001110101011000101011111011101100111010110111010
00100010100010110110111001000101111000110100110010101111000100000000100100

0.24 0.498 0.997 0.997 0.97 0.468

270 01011111110010100111100011010000001010001101110001000101100100101010010101
11011100101010100100010111110010101101110100011001100011010101001010001010

0.236 0.574 1.0 0.98 0.964 0.51

271 11001100001001100111011110101101000001011101111000100110011011111010000111
00101110101011001110101111000001010110001101111101101011100100001011001011

0.246 0.52 1.0 0.999 0.99 0.498

272 11110000100111100011010100010101100000001101111111110100010001111100101101
00111001100001011100010001101101001101000011111000001101011101101010011001

0.252 0.514 0.999 0.995 0.987 0.48

273 10011110010110000000010001011111000100010011001011001111101001100110011110
11001011111111111100001001111111111011000111001101111011101110110101111111

0.242 0.434 0.992 0.987 0.959 0.448

274 10000101111100111101000100000000000011000000101010010000100010000010101110
11000111100011100111001011101110011110000011010101111110011111110000001101

0.232 0.468 0.993 0.986 0.97 0.45

275 11000010111011111010011000110101011011111011111100010110100101011101111101
10101111011000110111011111110100011010101101100111100011000011011111011001

0.244 0.538 0.979 0.971 0.956 0.414

276 00010110010110101001011100111100101111010110101111111001110011010011011001
00101001110101110010011001101001011001110100100111001110011111101111011011

0.238 0.538 0.995 0.985 0.959 0.46

277 11111011011111110000111110111111000011111110011101111101001110111100111100
11100001111111111101110111111100111101011110001100011111110110000111101111

0.21 0.278 0.951 0.88 0.841 0.37

278 10011110010101101111111111101001101011111100011111010010110100101111111011
01111000011010011111000011110111110110111100101101010101110110100010110111

0.232 0.512 0.98 0.977 0.961 0.416

279 10100000111000001010001001110000100101100011101010011000110011111010100010
10110001000000000101100000110000010001101100010011000000011111001001000101

0.24 0.51 0.993 0.993 0.962 0.548

280 01010000000011000011000011111010100100100010100101010110011001111111100000
01011101000111010010101111110011101010100110010011000001011110111000101100

0.242 0.484 0.994 0.994 0.974 0.546

281 01110011000001011100010000101101011111100001011111111111111100111111110101
00100100110001011110100100000010110100011001001011101000010000110000010110

0.224 0.39 0.971 0.949 0.918 0.4

282 10110101001100111001110110000011101110110101100110111011110001010010100011
10011111111101111100101101000101101101101100001111111010111110111101001110

0.244 0.512 1.0 0.998 0.984 0.512

283 00001111111011011110001100011100011001100101001100100001011011111001011111
00000011100111000000000111001001111110001111101110111010001111010001011111

0.242 0.388 0.998 0.969 0.961 0.472

284 00110001110101011010001101000001010001001010100100001110011000001001000000
10001001110110100000111100001101011000011000000110001100011100000111110110

0.238 0.49 0.98 0.978 0.955 0.584

285 11111001100110000001001010001010101110111011110111111000100001011000010011
11011010110011110101011011000100001000111100001011010110011010001100100110

0.236 0.516 1.0 0.988 0.971 0.492

286 00011100100111111111110000000111110000001011110011100101000001011100110001
11111110001011010101111011111110010001000000001011011001011100010010011011

0.238 0.416 0.996 0.988 0.967 0.462

287 01010111000010110110111101010101001101111101110111010110011110100101110101
01101000001110000000001101110110101010011110100010111001000000011011111100

0.242 0.502 1.0 0.999 0.983 0.51

288 10011100011111101000101110010110001011100000110001001101011010000000111001
01011111100111010110000101110000011101101001001101011010011011011110001011

0.252 0.522 1.0 0.998 0.984 0.496

289 01001000011110100010110110011101001000101100010111001101011011110001011101
10111110100100110010111011100010101111011011100011011110101110000101011111

0.24 0.504 0.999 0.994 0.972 0.478
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depression

9.D Symptoms of depression subtracted from the

base-image

(1) with little
interest or pleasure

in doing things

(2) who is down,
depressed or

hopeless

(3a) who has
trouble falling or

staying asleep

(3b) sleeping too
much

(4) who is tired or
having little energy

(5a) with a poor
appetite

(5b) who is
overeating

(6) who is feeling
bad about
themselves

(7) who has
trouble

concentrating on
things

(8a) moving or
acting slowly

(8b) being fidgety
or restless

(9) thinking of
hurting themselves

or thinking that
they are better off

dead

Figure 9.7: Symptoms of depression subtracted from the base-image. The labels
indicate which exact criterion the participants used for their selection: ”Which

face resembles more someone –”:
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9.E. Facial representations of symptoms of depression for participants that scored
7 or more on the PHQ-9 questionnaire

9.E Facial representations of symptoms of depres-

sion for participants that scored 7 or more

on the PHQ-9 questionnaire

(1) with little
interest or pleasure

in doing things

(2) who is down,
depressed or

hopeless

(3a) who has
trouble falling or

staying asleep

(3b) sleeping too
much

(4) who is tired or
having little energy

(5a) with a poor
appetite

(5b) who is
overeating

(6) who is feeling
bad about
themselves

(7) who has
trouble

concentrating on
things

(8a) moving or
acting slowly

(8b) being fidgety
or restless

(9) thinking of
hurting themselves

or thinking that
they are better off

dead

Figure 9.8: Facial representations of symptoms of depression for participants that
scored 7 or more on the PHQ-9 questionnaire. The labels indicate which exact
criterion the participants used for their selection: ”Which face resembles more

someone –”. The sample sizes for those visualisations are: (1):N(11), (2):N(18),
(3a):N(9), (3b):N(19), (4):N(14), (5a):N(14), (5b):N(8), (6):N(10), (7):N(8),

(8a):N(11), (8b):N(11), (9):N(13).
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Chapter 10

EmotionAlly – a system for
contextualized facial
expression-based mood
self-reports and mood visualisation

10.1 Introduction

This chapters describes EmotionAlly – a smartphone application for self-reporting
and visualising mood using facial expression-based technologies in a context-aware
manner. In Chapters 4, 6 and 8 three mood self-report systems were evaluated in
a variety of experimental contexts consisting of assessing complex emotions using
vignettes (Chapter 4), in the wild for self-tracking mood (Chapter 6) and in the lab
using photographic material to elicit emotions (Chapter 8). Therein, prototypes in
Chapters 4 and 6 investigated a bipolar happiness and sadness scale, while Chapter
8 investigated a multidimensional facial expression-based scale. Additionally, the
prototype in Chapter 4 used real photographs of persons, while those in Chapters
6 and 8 used computer-generated facial expressions.

In this chapter, details guiding the design and development of features for
EmotionAlly were elaborated. The design was, in-part, utilizing user-centered
design principles [228] and specifically – user stories. As in previous prototypes, the
aim was to create an application that can be used ubiquitously on mobile devices,
that is self-contained, and does not rely on online services or information.

First, user stories were identified from feedback provided on previous iterations
of the assessment tool, compiled as a list of actionable features, and incorporated
within the application. Although users were not involved throughout the iterative
process of co-creating and co-designing EmotionAlly, they were involved in its
conceptualization, i.e. by providing qualitative feedback as part of questionnaires
(Chapters 4 and 6) or interviews (Chapter 8) during the evaluation of previous
prototypes. Thereafter, the strengths and weakness of the prototype will be explored
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as well as alternative configurations of various elements in relation to their effect
on the use of the application and their informative value.

10.2 Feature identification

The design of EmotionAlly was informed by findings from qualitative user-provided
feedback conducted in studies conducted in Chapters 4, 6 and 8, provided as
comments to questionnaires in Chapters 4 and 6 or during the semi-structured
interview conducted in Chapter 8. Excerpts were extracted from the combined
user feedback, summarized into user stories and translated into actionable features.

Table 10.1: Identified user stories from qualitative feedback provided in
user-studies conducted in Chapters 4, 6 and 8 used to aid the design of

EmotionAlly. Each user story begins with I would like to... followed by a short
feature description assuming the perspective of what the user wants to accomplish.
Each feature description begins with Through... followed by a concrete description

of the user-requested feature and subsequently (following the arrow →) a
reformulation tying into the original user-provided feedback. The feedback was

slightly rephrased to fit into this representation.

№ Component User Story Feature

1 Self-report inter-
face

I would like to... ”be able to
assess my mood using dif-
ferent facial expressions”

through... using the
multidimensional facial
expression-based self-
report tool (Chapter 8) →
multiple expressions can
be provided to users to
select from.

2 Mood feedback in-
terfaces

I would like to... ”see a
visualisation of my mood”
I would like to... ”be able to
identify my mood through
facial expressions”

through... using the facial
expression-based method
for generating facial expres-
sions → a user can be
shown a historical aggre-
gate of their mood self-
reports.
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3 Self-report inter-
face

I would like to... ”in the
beginning see a description
of what expressions are
available in the interface”
I would like to... ”use the
interface as it is, but it can
be helpful to know initially
where the expressions are
(on the interface)”

through... including labels
for facial expressions on
the interface in the initial
assessments → a user will
be able to associate quicker
regions where distinct fa-
cial expressions are and fo-
cus on selecting the correct
intensity instead.
through... including labels
for facial expression →
it will be possible for a
user to arrange expressions
on the polar coordinate
system according to their
preference.

4 Self-report and
mood feedback
interfaces

I would like to... ”see the
history of my emotions....it
might be interesting to see
how my emotions towards
something change”
I would like to... ”see
my history throughout the
day and I might want to
have something that kind
of indicates a reason for an
emotion”
I would like to... ”know
which activity helps to im-
prove my mood”

through... providing the
ability to supplement con-
text information to self-
reports → those could
be associated and grouped
based on that context.

5 Application I would like to... ”have an
application which is more
colorful and catchier”
I would like to... ”see some
visual flare”

through... improving the
appearance of the applica-
tion → careful attention to
visual interface design.

Table 10.1 contains a list of the user stories as well as their mapping into
concrete and actionable features that were subsequently implemented as part of
EmotionAlly.
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10.3 EmotionAlly

EmotionAlly is an application developed for the Android Platform. It includes a
mood self-report interface as conceptualized and designed in the system design
for the multidimensional facial expression-based assessment tool in Chapter 7. An
improvement to its design is the ability for a user to provide contextual information
enhancing the informativeness of self-reports. Additionally, EmotionAlly also allows
a user to see a visualisation of their mood as a facial expression by aggregating
multiple self-reports. Furthermore, this visualisation also allows a user to filter
historical mood feedback by time or contextual information provided during
providing a self-report. The resulting average mood for that context or for that
time interval is then visualized utilizing facial expressions. The design and details
of those functionalities will be elaborated on below.

10.3.1 Mood self-report interface

The basics of the mood self-report interface The self-report interface in
EmotionAlly uses the multidimensional facial expression-based interface described
in Chapter 8 as it allows the tool to portray multiple facial expressions at once.
Figure 10.1a shows two screenshots of the mood assessment interface. There,
a user can navigate between different emotions or emotion-pairs arranged on a
polar coordinate system. It features two elements: a) an image containing the
facial expression feedback on top displaying an expression corresponding to the
currently selected coordinate and b) a polar coordinate system on the bottom
where a user may navigate between different coordinates corresponding to distinct
expressions. The coordinate system itself consists of five elements: 1) a point
indicating the currently selected coordinate, 2) pivot radii corresponding to the
number of distinct facial expressions available in the interface over which emotions
at increasing intensities are located 3) labels for distinct emotions, 4) the outline of
the coordinate system and 5) the numerical translation from the selected coordinate
to emotion intensities displayed in the top left corner.

The interface initially presents elements 1)-4) to the user for a first few initial
assessments. This is done in order to help users identify which emotions are
available in the interface and quickly familiarize themselves with the application.
Thereafter, elements gradually disappear after a number of self-reports are provided
with only the point indicative of the currently selected coordinate remaining. This
is done as participants indicated that they preferred a blank screen which featured
no indication of the underlying coordinate system which allowed them to explore
and discover the different facial expressions.

Adding context to self-reports Adhering to user provided feedback outlined
in Section 10.2, a user may add contextual information to augment a self-report.
This is accomplished by using a second interface portrayed in Figure 10.1b, which
is presented after a user provides a self-report using the interface in Figure 10.1a.
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10.3. EmotionAlly

(a) Mood assessment interface. It
features two elements – a) facial

expression feedback (top) displaying a
facial expression located for the

currently selected coordinate and b) the
coordinate system, where for b) the
following elements are visible: 1) the
currently selected coordinate (purple)
2) pivot radii where discrete emotions
are located and 3) their labels (green)
and 4) the translation of the selected
coordinate into an emotion intensity

quantification (teal).

(b) Screen containing contextual tags to
augment mood self-reports. Contextual

tags can be of 3 types: (in orange)
physical activity tags, (in teal) social

activity tags and (in green)
personalized tags created by the user
themselves. Each assessment may

accommodate an arbitrary number of
tags which allow to attach particular

activities to mood self-reports.

Figure 10.1: Mood self-report interface.

This context is provided by selecting between multiple predefined tags, where
those consist of 3 colour-coded categories: 1) physical activity (in orange), 2)
social activity (in teal) and 3) user-created tags (in green). Naturally, physical
activity tags describe active experiences such as working, eating, doing sports and
others, while social activity – the social environment that may have influenced
the assessment, such as interactions with family members, partner, friends and
colleagues. User-defined tags can be of arbitrary nature, pertinent to what the user
is interested in tracking. There is no limit to how many tags can be assigned to
each self-report.
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10.3.2 Mood visualisation interface

Figure 10.2: Historical
facial expression-based

mood feedback.

The basics of the mood visualisation interface
Figure 10.2 presents an image of a facial expression
descriptive of a number of self-reports provided with
the self-report interface. This component utilizes the
generative neural network model described in Chapter
5 and specifically, the ARM-compatible (e.g. suitable
for mobile device processor architectures) TensorFlow-
lite version, evaluated in Chapter 7. Using the model
in this interface allows to combine and visualize an
arbitrary number of assessments as a single image.
First, self-reports are polled from the applications’
database and subsequently aggregated and averaged as
a single combined assessment. In the aggregation step
assessments are summed and subsequently averaged
for each emotion dimension, such that the their results
consist of a single number representing their average
from all selected assessments. Thereafter, those values
are used as input to the neural network model, which
generates the facial expression feedback. Therein,
as established in Chapter 7 the generated image
requires approximately 600ms, which is an adequate
response time for this visualisation as in essence this
visualisation needs to only provide one inference per

selected filtering criteria (e.g. contextual tags, or time range). It is important to
note that since the mood self-report interface only allows a user to select between
a mixture of up to two emotions, the mood self-report visualisation may feature a
combination of arbitrary facial expressions and intensities.

Filtering historical mood by context or time interval Historical mood
self-reports can be filtered by time interval (e.g. day, week or month), by contextual
tags, or using both – a time interval and contextual tags. By default, mood
history for the most recent day is visualized along with all provided contextual
tags displayed below the image. If a user selects one or more contextual tags or
a different time interval, self-reports matching the new criteria are fetched and
aggregated and subsequently the steps outlined previously are executed, resulting
in the model computing a new facial expression visualisation according to the those
new criteria. Using those filters allows a user to visualize historical mood for a
particular period in the past or according to an activity and visualize its effects on
their mood.
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10.3.3 Customization options

Figure 10.3: EmotionAlly
settings page.

EmotionAlly allows a user to control and customize its
functionality by defining the number of prompts they
will receive during the day, delivered as notifications
on the user’s device. Additionally, a user can set
a time-interval for when notifications are allowed to
be delivered or even turn off notifications altogether.
For example a user may want to avoid receiving a
prompt during active during active hours of the day.
When enabled, EmotionAlly spreads the number of
notifications over the allowed time-range at semi-
fixed equidistant intervals, modulated by a small
randomization jitter. Figure 10.3 displays a screenshot
of the settings interface.

In addition, a user can export all data collected
by the application by clicking the export data button.
A user may also provide an emergency number which
can be dialed from the application itself. Finally,
the settings screen can be locked (i.e. all interactive
elements are visible, but cannot be interacted with)
using a alphanumeric key embedded in the source
code. This is particularly useful when is it not desired
for a user to be able to control the application settings

(e.g. if a user is participating in a study). It is important to note that although
this key could be retrieved and does not yield perfect security, this is not a trivial
task and requires some technical know-how.

10.4 Discussion

10.4.1 Mood self-report interface

Labels denoting the emotion dimensions on the self-report interface
Guided by participant feedback, the facial expression-based interface for providing
self-reports features labels denoting emotion categories as well as a visualisation of
the underlying coordinate system for a few initial assessments. The study conducted
in Chapter 8 utilized the same facial expression-based assessment interface, however,
it featured neither labels denoting the expressions available on the interface nor any
indication of the underlying polar coordinate system organizing those expressions
and their intensities within sectors. As identified in Chapter 8, a labelled visual
analogue scale (VAS) was better at capturing the prevalent emotion in the stimulus
material. This was an indication that the presence of labels could initially help users
to identify the full content in the interface. Additionally, prior work established
that categorical identification of an emotion in a face appears to co-occur with
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estimating its intensity [195]. This is relevant, since in the multidimensional facial
expression-based assessment interface, those processes occur simultaneously as well.
Taking this into account, an indication or knowledge of the underlying emotional
categories in a facial expression-based interface may allow users to quickly identify
the emotional content categorically and use the navigation to precisely select a
suitable intensity for their assessment. By large, most participants that used the
multidimensional facial expression-based interface evaluated in Chapter 8 preferred
the absence of labels, while some indicated that they would prefer their inclusion for
a few initial assessments. Therefore, the presence of the labels was implemented to
appear only during the first few assessments – when the user is getting acquainted
with the application – to accommodate the wishes of both types of users.

Alternative interface configurations At present the interface arranges facial
expressions in a fixed-order within the self-report interface. This is done due to
limited computing power available on mobile devices preventing the direct use
of the neural network model. To circumvent those limitations, output from the
model is pre-generated according to those fixed locations for emotion categories
on the polar coordinate system. Both of those arrangement were elaborated on in
greater detail in Chapter 7. However, some participants indicated a desire to make
a selection of a combination of emotions not available on the interface. A variation
of this interface could be designed, which instead of using a polar coordinate system
allows a user to first select two emotions and then uses a semi- or quarter-circle
to display a blend only between those two emotions. This would effectively make
the assessment interface customizable, such that any pairing between any two
expressions is possible. The implications of such a design choice would result in
higher storage costs for this application on the device.

10.4.2 Mood feedback interface

Qualitative feedback collected by participants in studies described in Chapters 6
and 8 indicated that the facial expression feedback appears to be more engaging
and evocative. Thus, the same computer-generated facial expressions were used
to visualize a collection of mood self-reports. However, visualising average mood
as single image based on the aggregation of multiple self-reports inherently has
certain implications.

Aggregating mood When aggregated, self-reports that feature a single prevalent
emotion will be reflected accordingly in their respective visualisation. However,
when self-reports feature assessments on multiple prevalent emotion dimensions,
where their respective facial expressions are morphologically inverse or dissimilar
(e.g. the shape of the mouth for the expressions of happiness and sadness), the
resulting visualisation those features may ’cancel out’ portraying a more neutral-
looking or averaged feature. While that may be exactly what a participant would
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expect, it is inherently prone to obscure information and its correctness is dependent
on whether a user views particular emotion dimensions as opposites of one another
or as independent dimensions. When visualising emotions through facial expressions,
which are morphologically similar (e.g. fear and surprise) facial features will be
represented as an accurate blend between both or alternatively, in the case when
two expressions affect a different set of facial features, those will also be reflected
as a blended combination of both.

This differential outcome in visualising a combination of expressions may lead
to an inconsistency in the expected output which is also not evident or made
obvious to a user. It is important to note that those particularities are as a result
of the employed approach relying on a generative neural network to generate those
expressions. Alternative underlying technologies applied to accomplish this task
may or may not necessarily behave in a similar way.

Alternative visualisations Alternative ways to visualize historical moods may
be accomplished through the use of animations. Therein, instead of aggregating
a selection of self-reports as a single image, the mood feedback may be realized
as an animation cycling between expressions aggregated on shorter time intervals.
This would allow each individual assessments to be accurately represented in the
feedback as, for example, a mood summary of the day. However, visualising longer
spans of time would still be impractical, where in that case interpolating between an
aggregation of assessments within a single day or month may be more suitable when,
for example, representing weekly or yearly summaries respectively. Technically,
using the method for generating faces from Chapter 5 is ideal as it allows to easily
interpolate between any two points in the encoded facial expression space and
allows to create smooth animations cycling from one expression or aggregation
of assessments to another. The animation will also be smooth as practically an
infinite number of points can be sampled from each respective subspace such that
a suitable transition speed between individual frames can be identified. A benefit
of this mood visualisation approach is that it provides more detail into the mood
of a user over a span of time and allows them to peek beneath a simple average
represented as a single-image. Subsequently, such a visualisation may also allow a
person to identify a periodicity or trend in their long-term mood which may be
indicative or attributable to, for example, an affective disorder or a period marked
by a significant life event.

10.4.3 Modular system design

EmotionAlly is designed to be modular, such that common functionality (e.g. input
methods or visualisations) can be inherited. This means that further modules can
be added in addition to ones already available in a way that can borrow from
the existing code-base. For example, applying this principle to contextual tags
augmenting mood self-reports, those can be easily extended to feature other types
of categories besides the physical and social activity ones. This allows to potentially
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include further instruments and subsequently allow a user to choose between their
preferred configurations. In a similar manner, enriching self-reports through passive
sensing can be accomplished as well. Prior art suggests that activity tracking is a
potent source of information for assessing a persons’ mental-health state [229, 230].
For example, physical activity has been successfully used to estimate depression
severity as it is part of depressions’ symptomatology [231]. In the context of
smartphones or other wearable devices such as smartwatches, activity tracking
can be used to unobtrusively detect periods of physical activity and its intensity
[67, 232, 233]. Alternatively, passive sensing monitoring application and overall
smartphone usage could also be used to supplement contextual information to
mood self-reports, i.e. suggest applications which have been used for non-trivial
amount of time prior to providing a self-report or a detected physical activity from
another connected device. Future work may incorporate such features, integrating
passive sensing from smartphone sensors or other devices.

10.4.4 Open vs closed-loop systems

Open and closed-loop systems are two system design paradigms, where a distinctive
feature of the latter is the ability of the system to self-correct based on incoming
data. Within the digital healthcare domain, data is typically input from the user
either through actively providing a self-report or passively obtained from various
connected sensors. Therein, the self-correction mechanism may be reflected in the
applications’ functionality (e.g. reducing the number of self-report prompts) or
towards the user in the form of an intervention (e.g. by notifying the user of a
detected trend, suggesting an activity or another recommendation). Hence, there
are two different types of self-correction mechanisms within closed-loop system
which can be used to alter the systems’ state: one targeted at the user, and the
other – an adjustment of the systems’ response towards the user.

EmotionAlly could be extended to include interventions as a closed-loop system.
For example, there are various emotion regulation techniques which could be
included within the application and served to the user based on provided self-
reports or their aggregation. Those techniques could be applied on self-reports on
negative or positive emotion dimensions. Echo is one such example of a smartphone
applications using emotion regulation techniques to reinforce positive mood [234].
It allows a user to upload photos associated with positive memories and write
short descriptions for them, where the applications stores those within a database
that can be played back to a user when needed in the future [234]. Alternatively,
interventions which aim to help a person manage negative emotions can be used
as well. Some well-known emotion regulation techniques are temporal and spatial
distancing [235, 236], distraction [237] and positive emotion [238]. Based on user
self-reports a suitable emotion regulation technique, or a combination of techniques
can be suggested empowering the user to gain more control over their affective
state.
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10.4.5 Privacy

Part of the core-functionality of EmotionAlly is the option to allow a user control
over the complete functionality of the application, for example by allowing whether,
when and how many notification prompts will be delivered to a user within a day.
Additionally, the user is empowered by giving them ownership of their data through
the option of exporting the local database in full. Thus, a user can review their own
data before sharing it with others or even analyse it themselves. In this manner,
data that could potentially be shared is not obscured through broad uninformative
descriptions, albeit this is admittedly a less user-friendly way [239]. In addition,
EmotionAlly collects and processes data on-device and does not require an internet
connection for any of its functionality.

10.5 Conclusion

EmotionAlly is a digital health application for smartphones designed for the Android
platform, aiming to assist persons in recording and monitoring their mood and
thus gaining awareness of circumstances or events which may have an impact on
it. It is a modular-application, which makes extending existing functionality easy
and is privacy-aware such that each component in the application can be turned
on or off by the user. It was developed as a proof of concept for digital health
applications featuring contextualized mood self-reports and historical visualisation
using facial expression feedback.

10.6 Chapter summary

In this Chapter EmotionAlly, a digital heath application aimed to help persons
self-report, track and subsequently gain awareness of their mood and factors which
may contribute to it, was described. The system and its functionality was described
in full and contextualized to prior research.
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Chapter 11

Thesis Discussion

11.1 Introduction

To start with, it is worth refreshing the reader’s memory with the key work
completed across Chapters 4 to 10.

In Chapter 4 the Dynamic Visual Analogue Mood Scale (D-VAMS) [27]
happiness-sadness facial expression scale, developed as a smartphone application,
was contrasted to an equivalent Visual Analogue Scale (VAS) [19] for its ability
to capture positive and negative emotions in an experiment with 11 participants
using vignettes featuring complex emotions such as awe, pride, disappointment,
among others. Subsequently, Chapter 5 presented a data augmentation method
for blending faces applied to the Radboud Faces Database (RafD) dataset [8] in
a generative and classification machine learning tasks, subsequently improving
the quality of generated facial expressions and recognition results. Thereafter,
the generative machine learning model was used to create facial expressions
portraying emotions at varying intensities, which were used as facial expression
feedback in two prototypes, subsequently evaluated in Chapters 6 and 7. Chapter
6 explored a happiness-sadness scale for providing self-reports within a mood-
monitoring experiment with 37 participants. Chapter 7 described the design and
development of a multidimensional facial expression-based scale (MFEAS) featuring
a heuristic to accommodate multiple distinct and blended facial expressions
within a 2D tactile surface as an android smartphone application. As before,
this prototype also utilized the generative model from Chapter 5 for creating
the facial expressions feedback. MFEAS featured the expressions for happiness,
sadness, anger, disgust, fear, and neutral and was compared to an equivalent VAS
scale in a mood elicitation experiment with 47 participants which rated emotion
eliciting images from the International Affective Picture System (IAPS) [10] in
Chapter 8. Thereafter, Chapter 9 explored whether and which symptoms of
depression possess distinguishable facial features as perceived by healthy adults
in an online-conducted experiment with 600 participants. Finally, Chapter 10
presented EmotionAlly, a prototype featuring contextualized facial expression-based
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mood self-report and historical mood visualisation functionality. Its development
was guided by participant feedback obtained from previous studies conducted in
Chapters 4, 6 and 8.

Hereafter, the main findings in the thesis will be discussed in the context of
the research questions posed at the beginning of this thesis in Chapter 1. This
chapter will highlight the importance, novelty, and limitations of those findings,
and provides recommendations for their practical application or recommend future
work.

11.2 Reflection on Thesis’ Research Questions

This thesis explored four research questions, which are individually addressed and
discussed within this section as follows:

Research Question A) How can facial expression-based
methods be evaluated as a valid way to self-report mood?
How would such tools compare to an established method,
such as traditional numerical-based scales?

The studies relevant for this research questions comprised of evaluating quantita-
tively a photograph-based bipolar happiness-sadness Dynamic Visual Analogue
Scale (D-VAMS) in Chapter 4, a bipolar facial expression-based scale (FEAS) for
mood self-reports in Chapter 6, and a multidimensional facial expression-based
scale (MFEAS) consisting of the expressions for happiness, sadness, fear, anger
and disgust in Chapter 8. The latter two relied on a machine learning model for
generating the facial expression feedback.

As elaborated in Chapter 2, Section 2.2.4, emotions and mood are two different
constructs intertwined, such that they constantly mutually influence one another.
Hence, due to the way they are understood, it is difficult to isolate an emotion
from the background mood of a person or vice-versa. Typically, for the purpose
of self-reporting mood, visual analogue scales (VAS) [19], Likert scales [18], or
low-fidelity schematic or drawn faces [21, 33], or photographs [27] have been used.
While, the approach employed within this thesis relied on a novel application
of computer-generated facial expressions. As facial expressions are an accurate
reflection of internal emotional states [25], the use of realistic facial expressions
could improve the state of the art and allow for better, customizable and closer to
mood aligned representations such as facial expressions to be used. Nevertheless,
due to the difficulties in being able to measure emotions or empirically and as
ground truth, in order to explore and evaluate whether a novel tool can successfully
capture those modalities, the empirical investigation was conducted by contrasting
assessments provided with a facial expression-based scale to an established VAS
one.
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The findings identified strong significant correlations between assessments
provided on both happiness-sadness facial expression-based scales and their VAS
counterparts apart from the multidimensional facial expression-based scale, for
which only the dimensions of sadness, fear, and disgust resulted in strong significant
correlations. Supporting those results were the variations in experimental contexts,
where the studies described in Chapters 4 and 8 relied on using emotion elicitation
material in the form of vignettes and images respectively, while the study described
in Chapter 6 required participants to monitor and report their own mood over the
course of 2 weeks. Additionally, the studies described in Chapters 4 and 6 employed
a between-subjects design where participants used both a facial expression-based
scale and VAS. On the other hand, the study described in Chapter 8 employed a
between-subject study design where participants used either MFEAS or its VAS
equivalent, thus precluding the possibility for carry-over effects influencing the
comparison of assessments. Both, the bipolar happiness-sadness facial expression-
based scales and MFEAS obscured any numerical feedback, which prevented
participants from replicating their assessments across scales. The consistent results
obtained in a variety of study designs, prototypes, and emotion elicitation material,
and variations in employed scales suggest that the facial expression-based approach
can be used for mood self-reports. It needs to be acknowledged that the prototypes
described in this study were not developed with the intent to become de-facto scales
for self-reporting mood, but rather explore the feasibility of such an approach and
generate knowledge on technologies which can be used within the facial expression-
based design space for mood self-report instruments.

The main findings pertain to the iterative development of three prototypes and
their quantitative evaluation for assessing mood. Over three separate studies, the
indication is that facial expressions are a useful and valid modality for self-reporting
mood.

Limitations Concerning the evaluation of the bipolar happiness-sadness scales
as well as the multidimensional facial expression-based scale, some limitations were
acknowledged with respect to the mood elicitation material.

In Chapter 4, positive and negative vignettes have been captured within the
emotion dimensions for happiness and sadness respectively. While the positive
vignettes have been validated and rated for their elicitation content [167], the
negative vignettes were not. Nevertheless, assessments provided through the facial
expression-based scale and its VAS equivalent were strongly correlated, where in
addition, the stimulus material was captured well within the expected emotion
dimensions (e.g. positive vignettes within the happiness dimension and negative
ones within the sadness dimension).

Furthermore, in Chapter 8 MFEAS was compared to a VAS equivalent, where
a limited number of images rated unambiguously on the categorical emotion
dimensions of happiness and anger were available. Coincidentally, the correlations
for those two emotion dimensions were also not significant. In contrast, the
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dimensions for fear, disgust, and sadness for which the elicitation material featured
more images unequivocally rated to elicit those emotions resulted in significant
strong correlations between assessments provided on MFEAS and VAS.

Future research directions Affective disorders have a unique fingerprint in
how they influence the interpretation of facial expressions. Depression specifically,
appears to affect the processing of facial expressions in distinct ways as elaborated in
Chapter 2, Section 2.5.2, where the extend of and manner in which those perceptual
perturbations are expressed appear to correspond to depression severity (Chapter
2, Section 2.5.3). Those biases are not observed in other representations conveying
emotional content, such as schematic or drawn faces, textual descriptions or others
[106, 107]. Additionally, since those perceptual biases are expressed as a subtle
offset in the ability of a person living with depression to detect a nuanced expression
or accurately estimate its intensity, technologies which can create facial expressions
with a wide range of intensities at high granularity could capture and quantify those
biases. The further development of facial expression-based methods positions those
technologies in a unique position to capture those perceptual biases and subsequently
those technologies can be used to quantify depression severity. A benefit of using
facial expression-based tools for this particular use-case is that depression severity
estimation could be computed on top of mere mood self-reports as those biases will
be reflected by deviations or drifts over time in the use of intensity ranges for specific
emotion dimensions associated with depression’s symptomatology course-trajectory
(e.g. as a patient goes through mild, moderate, or severe depression or remission).
This highlights the potential of facial expression-based tools for clinical applications
beyond the scope of them as being an alternative to traditional self-report tools [3].

Research Question B) Which aspects of facial expression-
based tools are valuable to users and which further capabili-
ties are desired?

The studies evaluating facial expression-based prototypes quantitatively also
explored those qualitatively. In Chapter 4, Dynamic Visual Analogue Scale (D-
VAMS) [27], a known facial expression scale was evaluated by collecting user
feedback by 11 participants on an administered user experience questionnaire
(Appendix 4.A). Subsequently, in Chapter 6 a facial expression-based scale (FEAS)
using computer-generated facial expressions was evaluated used a structured
questionnaire allowing 37 participants to rate the method of using facial expressions
for mood self-reports and the practical implementation of the prototype on a
number of characteristics such as performance, ease of use, preference, among
others. They could also provide additional commentary in free form to a few open
ended questions as well (Appendix 6.A). In Chapter 8, a multidimensional facial
expression-based scale (MFEAS) was evaluated using a semi-structured interview
conducted with 47 participants (Appendix 8.A). The results were transcribed,
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aggregated, and analysed aiding in the identification of features important for the
future development and improvement of facial expression-based mood self-report
tools.

At present, technologies used to generate human or human-like faces and
expressions are either of low-fidelity, or high-fidelity but offer little in terms of
customisation, or are not easy to use without specialized knowledge [121, 240]. In
the context of using facial expression-based tools for self-reporting mood, assessing
the users’ preference regarding the appearance of the model, its fidelity and other
qualitative characteristics is of important for such tools to be more easily accepted
and adopted.

Findings suggest that participants were able to successfully use the facial
expression feedback to provide assessments through each of the developed prototypes.
A key finding, is that most participants preferred the facial expression-based
feedback over the visual analogue scale for self-reporting mood. Generally,
participants were also more engaged in their feedback towards the facial expression-
based prototypes in contrast to VAS. This finding may partly be attributed to their
ability to emphasize with the emotions portrayed by a realistic-looking human face.
Additionally, this facial expression feedback was reported to be helpful in guiding
users to provide and fine-tune their responses by navigating through different
expressions and intensities presented on the interfaces. It is known from studies
investigating visual analogue scales that real-time feedback facilitates the most
accurate self-reports [22], where this same principle was applied within the facial
expression-based scale, naturally featuring expressions at different intensities as
feedback.

In the context of using expressions to indicate mood, most participants
mentioned that the depiction of a real person helped them map their own emotions
onto those presented in the prototypes, where a more commonly used strategy was
to browse expressions until one was found that matched their mood.

Although, the images of facial expressions were recognized to be computer-
generated, participants acknowledged that they were of high-enough fidelity to be
considered realistic and did not elicit the uncanny valley effect [122]. Additionally,
most participants recognized that the expressions on the interface were enacted,
which is in line with the Radboud Faces Database (RafD) dataset [8] used for
training the generative machine learning model. However, the fact that the
expressions were enacted did not appear to impact how the prototypes were
used. The indication for such tools was that a degree of realism is preferred such
that those images provide realistic portrayals of facial expressions, although they
do not necessarily need to conform to how expressions are enacted and used in
daily-life.

Additionally, participants were split on their preference for the model’s
appearance between an anonymous identity and one that resembles their own.
Therein, an anonymous person was seen as a person unknown to them which is
used as a canvas to provide assessments. Conversely, persons that preferred to
customize the model indicated that they would prefer a model that resembles
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them in appearance, where approximately half of those participants wished to see
a digital doppelgänger of themselves, while the others half – a lookalike which
only approximates their appearance. For both groups – those that preferred an
anonymous identity or one that resembles them – most participants indicated that
age and gender were the most important characteristics of the model that ideally
would match their own. Similar to prior works investigating user preference for 3D
avatars, a substantial portion of users preferred avatars to only resemble them in
appearance rather than be their mirror image [202]. Hence, summarizing on those
two points, technological tools relying on human faces should provide sufficient
customisation options to be able to create a lookalike of oneself and posses sufficient
fidelity, do not necessarily need to be photo-realistic and do not have to reflect
reality in by enacting realistic spontaneous expressions. This hints at potential
future developments of such tools, where those may not necessarily need to excel in
either of those categories except for being flexible enough to allow users to customize
their appearance to a degree where they could identify themselves. Within the
context of tools for providing mood self-reports an interesting exploration would
be to identify the optimal balance between realism, fidelity and detail in facial
expressiveness contrasted to user acceptance and self-report accuracy.

Interestingly, most participants preferred solely the facial expression feedback
as an indicator for experienced emotions and emotion intensity, in contrast to
complementary information such as text labels. This observation is intrinsically
related to the employed navigation strategies, where those may have been sufficiently
intuitive in the way facial expressions were organized within the explored prototypes
as to not require additional cues elaborating on their content. The use of familiar
gestures or interactions such as the vertical sliding gesture and the polar coordinate
system appeared to transfer rather well to a previously unseen context such as an
facial expression-based interface for mood self-reports. Moreover, those interactions
were considered by most participants to be quick to learn and subsequently the
prototypes – easy to use.

The main findings pertain to the iterative development of three prototypes and
their qualitative evaluation for assessing mood. Over three separate studies, the
indication is that facial expressions are a useful modality to represent mood. In
general, a facial expression-feedback elicited more through and thoughtful responses,
were considered to be more engaging, and elicited more elaborate responses with
respect to their future customisation and improvements. Just as importantly, they
were preferred to traditional graphical scales for providing self-reports.

Limitations A limitation of how the facial expression-based scales were perceived
was expressed as a lack of further emotion dimensions expressed as distinct
expressions. While blended expressions were available in MFEAS, those only
portrayed blended emotions rather than new emotion classes. Contemporary
understanding of facial expressiveness and facial expressions identifies six such ones
[25], which have been subsequently focused on in academic work. In this sense,
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facial expression-based interfaces may be limited to the range of emotion dimensions
they can portray and can be expressed in the face. While technologically, the
employed machine learning method could accommodate further expressions, at
present dataset containing expressions beyond the universal facial expressions of
emotion do not exist.

Future research directions Recent works have identified facial-bodily expres-
sions which apart from facial expressiveness are complemented by variations in head
pose and the inclusion of hand gestures [196]. Therein, the authors have identified
28 naturalistic displays of emotion including ones such as pride, compassion, or
others. Additionally, those are believed to be mapped onto an emotion space
not as distinct entities, but rather as a gradients that cross categorical emotion
boundaries, similar to how the distinct adjacent facial expressions in MFEAS
blended into one another in the prototype evaluated in Chapter 8. By combining
those representations with a method similar to the one used to generate facial
expressions at different intensities in Chapter 5, or a similar one, and the heuristic
developed to accommodate multiple facial expressions within a two-dimensional
polar coordinate system in Chapter 7, may allow to create an equivalent interface
containing each of those 28 representations. The identification of those novel
facial-bodily representations shows promise, as expanding the assessment space
to include expressions beyond the universal facial expressions of emotion would
inadvertently enhance the potential and applicability of facial expression-based
mood self-reports tools.

Research Question C) Which technologies can generate
expressions depicting a range of emotion intensities using
images of arbitrary expressions? Could those be used within
applications on commodity hardware, such as smartphones?

Historically the development of facial expression-based scales has been accomplished
using low-fidelity facial expression representations such as schematic or drawn
faces [21, 33]. As elaborated in Chapter 2, Section 2.3.3, those representations are
inherently limited in the range of emotion intensities they can portray. Additionally,
creating plausible and realistic high-fidelity faces has traditionally been a challenge
in the fields of computer-graphics, computer-vision, and machine learning. However,
recent advancements in those fields [118, 120, 241] has resulted in the development
of technologies which pushed the boundaries of realism in allowing the creation of
human-like computer-generated faces.

One of the most important aspects in designing a facial expression interface
is accuracy of the mapping to an underlying numerical value for the intensity of
emotion in a facial expression. Within this thesis, the relationship between facial
expressions, their intensity, and a numerical equivalent has been explored using a
generative neural network trained to create facial expressions at different intensities.
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Therein, the input parameters for the generative model, used to generate a desired
facial expression and its intensity were assumed as ground truth for what those
expressions were supposed to represent. The results from those studies indicate
that the mechanism through which the network learned to create facial expression
intensities from numerical input are reliable in creating a gradient of expression
intensities coherent with the true underlying intensity as perceived by participants.
This quantification has been explored in two quantitative studies (Chapters 6 and 8)
whose results indicate the validity of using computer-generated facial expressions at
varying intensities for mood self-assessments. Although similar scales have evaluated
the use of photographs of facial expressions [27], a novelty in this approach is the
exploration of computer-generated facial expressions and their potential for mood
self-report tools. While static photographs are indeed useful, machine learning
methods can be further improved in the number of different expressions that they
can create, their fidelity and granularity of facial expression intensities [242–244].

The enactment of a facial expression consists of a time-dependent activation
sequence of facial-musculature [190, 191, 245]. As this spatio-temporal sequence
unfolds, a map is created between the person enacting that expression and the
observer. Therein, the observers’ attribution of meaning towards the seen expression
and its intensity follows the enactment progression of an expression. This quality
also appeared to be well-captured within the applied method for generating faces
of varying expressions and sufficient in representing a range of their intensities.
Additionally, as some participants noticed, the expressions contained within the
investigated prototypes consisted of enacted expressions in contrast to spontaneous
ones. When facial expressions are computer-generated using an image dataset,
intermediary expressions (e.g. those between a neutral expression and one at its
peak intensity) consist of interpolated variants where they vary only over the spatial
domain. Posed expressions are characterized by higher amplitudes of emotion and
subsequently a broader range of intensities, while spontaneous ones – of lower
amplitudes and smaller range of intensities. For spontaneous expressions, even
more precise methods may be needed to accurately create and reflect them which
are sensitive to subtle changes in expressions and can adequately generate them.
To achieve this, machine learning methods are a suitable tool they can create a
gradient of facial expression intensities with sufficient granularity.

Granularity, within the context of facial expressions-based interfaces, describes
the amount of variability within an emotions’ intensity range. Therefore, optimal
granularity can be defined as the smallest perceptible variation in expressiveness,
while the lowest – when an emotion is either present or absent in a face. Specifically,
optimal granularity in the intensity variations of facial expressions lies at the border
of when a user can barely distinguish a difference between two facial expressions of
adjacent intensities. As findings in Chapter 8 indicate, using a generative machine
learning model for generating facial expressions does allow for such high granularity
in the created emotion intensities. Nevertheless, there are diminishing returns
to interfaces which exceed this practical perceptual limit. Within this thesis,
participant feedback indicated that the number of intermediary expressions in all
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investigated prototypes was sufficient to provide their assessments and allow them
to fine-tune their responses.

An important usability criteria of facial expression-based assessment tools for
smartphone applications was the ability to provide quick assessments. As this was
an anticipated requirement, the developed prototypes were designed using pre-
generated expressions from the generative machine learning model, as generating
those on the fly was found to be too costly (Chapter 7). Subsequently, as remarked
by multiple participants, this approach allowed for the facial expression feedback
to be immediate and facilitated a smoother interaction when navigating between
expressions or their intensities and this property of the prototypes received a
positive reception.

The usability of the evaluated prototypes was affected by how the interaction
between a user and the interface is accomplished and through the way facial
expressions are organized within an interface. Those entail the navigation scheme
employed to allow a user to alter between different expressions or intensities in an
easy and intuitive manner. Two different navigation strategies have been employed
within the developed prototypes. First, a vertical sliding gesture allowed users to
navigate a bipolar scale consisting of two emotion dimensions. Second, a polar
coordinate system organized facial expressions and their intensities within areas on
a polar coordinate system. Therein, the radius coded for emotion intensity, while
angle from the centre separated distinct expressions categorically. Regions between
distinct expressions contained blended expressions comprised of both adjacent
categorical emotions. Both navigation strategies were unanimously rated as easy to
learn and use as they promoted a cohesive arrangement of categorical expressions
and intensities.

One of the main challenges, when designing facial expression tools using
computer-generated facial expressions is the lack of dataset containing nuanced
spontaneous expressions. At present, most consist of categorical depictions of
enacted facial expressions [8, 14]. This is predominantly caused by difficulties in
correctly labelling expressions beyond the binary representation of an emotion in a
face. However, the task of assigning a numerical value to an expression is prone
to disagreements between human-raters as outlined in Chapter 2, Section 2.4.2.
Hence, the use of generative machine learning methods is restricted to expressions
available in the training dataset. Although they are flexible in their ability to
generate expressions portraying varying intensities of emotion, those methods
cannot yet create novel expressions. An potential application and improvement
to those challenges may be the use of augmented images which improve the
variability of nuanced expressions in categorical dataset such as the one proposed
in Chapter 5. Although in that particular use-case an augmentation was created
from a categorical dataset it did yield improvements in generating expressions
of intermediary intensities as well as performed on par as a training dataset for
models evaluated on recognizing categorical expressions. Therefore, a potential
application for the approach could also be in nuanced facial expression dataset.
Consequently, facial expression-based interfaces may be able to be build using
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spontaneous expressions resembling closer how facial expressions are encountered
and used in day-to-day life. It would be interesting to evaluate whether spontaneous
expressions, albeit known to contain less variations in expressiveness in their range
from mild to peak intensities would achieve similar results as in the evaluation of
prototypes herein relying on enacted ones.

The main findings pertaining to this research question relate to the iterative
development of four prototypes, a data augmentation method applied to a generative
machine learning model for creating highly-granular facial expressions, and a
heuristic that maps multiple facial expressions and their intensities numerically
onto a coordinate system which allowed users to navigate between them.

Figure 11.1: Renders at various angles of Digital humans created with
MetaHumans [246].

Limitations Devices such as smartphones are somewhat limited in computing
resources and subsequently also limited in being used to train or use more complex
models. As evaluated in Chapter 7, those factors still pose challenges in their
application on mobile devices apart from more trivial cases such as object detection
or recognition [247]. Although various techniques, such as quantization [189] and
pruning [248] exist, their application reduces the image quality and as explored in
Chapter 7, quantization yielded marginal improvements to inference latency. While
the development of a heuristic for arranging facial expressions within an interface
using a predefined schema which in turn also allowed to pre-compute the model’s
output those come at a the cost of increased storage requirements and rigidity in
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not allowing users to choose emotion dimensions relevant to them in their preferred
order (Chapter 8). While successful in making the prototypes responsive and easy
to use, future improvements in machine learning methods targeted at edge devices
would inadvertently also benefit facial expression generation approaches as well.

Future research directions Alternative technologies for creating high-fidelity
faces and facial expressions such as virtual 3D avatars could be used within facial
expression-based technologies. One such technology is MetaHumans, a modelling
tool designed to work with Unreal Engine [246], a framework allowing the creation
of real-time animations using full-body 3D avatars, among others. Figure 11.1
portrays a collection of such avatars, which display an impressive level of detail.
The practical realization of this technology relies on representing faces and bodies
through landmarks in a 3D space, which can be manipulated to create body
movements, or facial expressions. Curiously, those landmarks are identical between
models created with their framework, which implies that animations created for
one 3D avatar could be transferred to another. As a result, facial expression
animations created for one model of a particular appearance could be used within
another – of a different appearance – resulting in an identical re-enactment of
an expression. In contrast to machine learning methods, which are susceptible
to within-class differences, e.g. variations in the enactment of facial expressions
between different persons, a 3D model-based approach would allow users to create
or customize an avatar on their smartphone which, however, would use the same
facial expressions as the avatars of others. Therefore, an empirical evaluation of a
hypothetical prototype using this technology for self-reports would allow users to
alter the appearance of the model while still, in essence, using the same expressions,
which in turn could be validated as a facial expression-based scale. Or alternatively,
provided the technology is easy to use, users can create their own expressions for
different affective states and even share them with one another. Such an approach
can capitalize on identifying facial expression-based representations of emotions
beyond the universal facial expressions of emotion [25] and could be used in an
approach to identify and define novel ones. Therefore, an empirical evaluation of
a hypothetical prototype using this technology in a facial expression-based tool
self-reports would allow users to alter the appearance of the model while still, in
essence, using the same validated expressions. Furthermore, using the full-body
3D models can allow creating bodily representations for various affective states
using a combination of facial and bodily cues (e.g. posture, gait) thus enriching
the assessment space. For example, it is known that depression has an effect on
gait, and posture [249], among others. Those effects could be conveyed only using
a 3D model and a facial expression-based only representation is not sufficient.
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Research Question D) Are there specific facial expression-
based representations descriptive of affective states? If so,
could those be used within self-report tools?

It is known that depression appears to affect facial expressiveness and those
differences appear to allow differentiating between persons experiences low and
severe depression [205]. Additionally, prior work has explored the ability of
laypersons to detect specific symptoms, part of depressions’ symptomatology, such
as suicidal ideation [223] from the face. However, no extensive evaluation has been
done on individual symptoms of depression and their effects on facial appearance.
This research question aimed to explore whether and which symptoms did possess
distinct facial characteristics expressed in the face. To answer this research question
an online study was conducted on the Mechanical Turk (mTurk) platform described
in Chapter 9. Therein, 12 symptoms were derived from the Patient Health
Questionnaire (PHQ-9), a widely-used depression screener questionnaire, and for
each of those symptoms an aggregated perceptual model was created comprised of
the individual models of 50 people to visualize how each symptom appears in a face.
Each persons visualisation was created by using the reverse correlation classification
images (CI) method, used in prior works to mental constructs such as perception
of ethnicity, social traits, and others [32, 79]. The method works by augmenting an
image of a neutral face (e.g. androgynous and with the neutral expression) with
patterned noise. Within a Two Alternative Force Choice (2AFC) experiment a
user chose one of two noise-augmented from 500 image-pairs and subsequently, due
to their choice, features of relevance were reinforced, while inconsequential ones
were smoothed out. The results and visualisations obtained in this study are novel
as the method has never been applied within the domain of affective disorders to
visualize trait-like symptoms of depression.

The results indicated that most symptoms of depression did have discernible
features delineating them from the neutral face. In particular, those were the
symptoms of having little interest or pleasure in doing things (1), trouble falling
or staying asleep (3a), sleeping too much (3b), being tired or having little energy
(4), poor appetite (5a), overeating (5b), being fidgety or restless (8b), thinking of
hurting oneself or thinking that one is better off dead (9) were found to possess
distinct characteristics which delineated them from the neutral face.

The visual representations for little interest or pleasure in doing things (1)
(e.g. proxy for anhedonia) were consistent with what is known in the literature
where anhedonia is expressed as deriving less joy from positive experiences, and
dampened facial expressiveness [215, 216]. The symptoms of having trouble falling
or staying asleep (3a), sleeping too much (3b) both portrayed features affecting
primarily the the area around and of the eyes resembling skin discolouration, an
effect of dysregulation of sleep [217]. Surprisingly, the symptoms for being tired
or having little energy (4) and poor appetite (5a), both exhibited characteristics
akin to sadness. The expectation, for being tired or having little energy was that
of a droopy-looking expressions and that for poor appetite to reflect a more bare
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face. While different from the neutral face, those symptoms were not found to be
expressed through features normally associated with their effects on the face.

The symptom for being fidgety or restless (8b) is characterized by a combination
of features known to convey the feeling of being worried [221]. The symptom for
thinking of hurting oneself or thinking that one is better off dead (9) was perhaps
the most evocative of all representations. Prior work has established that suicidality
can be detected by lay persons from photographs with an accuracy greater than
chance [223]. The presence of distinct features for suicidal ideation served as further
evidence for the symptom being reflected in the face in addition to providing a
concrete visualisation of the appearance of a person experiencing this symptom.

However, not all symptoms yielded an expression with distinct facial features.
In this respect, a key outcome was that symptoms which feature a strong cognitive
component such as feeling bad about oneself (6), having trouble concentrating on
things (7) and moving or acting slowly (8a) [224] did not possess facial features,
delineating them from the neutral face. Prior work established that cognitive traits
do not appear to have an effect in the development of particular facial features
[225], which may also translate to how such symptoms affect facial expressiveness
or appearance later in life. Typically, symptoms with a cognitive component are
expressed through changes in behaviour, which is difficult to identify within a static
image.

With respect to facial expression symmetry, this study found that on average
the left side of the face contained on more evocative features, albeit not exclusively
so. Additionally, for most visualisations, both halves of the face would sometimes
possess stark differences in features and expressiveness from one another. In those
observations, our findings appeared to align with prior work which identified the
left side of the face to be more expressive and portray emotions more intensely
[227]. However, this may also be an artefact caused by the noise augmentation
since all participants made their selections using the same 500 image-pairs, where
the noise generation may have influenced the left portion of the images stronger
than others.

The main findings in this study pertained to identifying and visualising salient
features of individual symptoms of depression. The indication is that most
symptoms of depression possess characteristics which makes them identifiable
in the face. Those results are novel, since no exploratory work has attempted to
probe and visualize the perception of laypeople in how depression affects facial
appearance on the symptom level.

Limitations Interestingly, as the symptoms for being down, depressed or hopeless
(2) and overeating (5b) did not resemble the expected expression for sadness and a
broader face contours respectively. This may be an indication for limitations of
the reverse correlation method, where for the former, the symptom was described
by three affective states which each may have had its distinct representation.
Subsequently, the complexity introduced by including all three terms may have
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hindered participants from accurately associating the images presented during the
task to the symptom. For the latter, the indication is that the reverse correlation
method may not be suitable for altering spatially distributed features such as face
contours. While spatially compact features need less noise to result in conveying
a different impression, the randomness of how the noise is generated may be
unsuitable to consistently reinforce features spread over a broader area in an image.
Reinforcing this observation was also the symptom for poor appetite (5a) which
also did not significantly differ in its face contours from the neutral face.

Additionally, the symptoms for being tired or having little energy (4) and poor
appetite (5a) were represented by facial features resembling the expression for
sadness. While not completely unexpected, participants may have been influenced
in their choice by their social understanding of stereotypes of depression, where
this attribution of socially imbued characteristics may have altered or shifted an
underlying ’true’ representation.

Future research directions While creating visual representations for individual
symptoms of depression yielded distinct facial features for most symptoms, further
validation work may be required to establish whether inversely, those can be matched
to their symptom descriptions. This might reveal whether and to what extend
those visualisations are representative of the popular perception of depression’s
symptomatology and how reliable those are in identifying a symptom in a face. For
example, as previous investigation found the presence of suicidality to be discernible
in the face [223], this approach may further confirm those findings.

The primary objective within the context of this thesis is to use those
representations as visual cues for self-reporting on one’s symptoms of depression.
This can be accomplished using tools similar to those explored in Chapters 4, 6
and 8 in this thesis. Naturally, this poses some challenges, particularly so when
combined with a machine learning-based approach to potentially create a gradient
of intensities associated to a symptom severity. As the images created with the
reverse correlation are inherently noisy, this may severely hamper the ability of a
neural network to adequately learn the underlying facial features as those models
are known to incur significant penalties when dealing with noisy data.

Another related practical implication of these findings may lie within the facial
expression recognition domain, where those visualisations could be used as training
data for facial expression recognition machine learning models to recognize the
degree to which symptoms of depression are present in a face. Besides the difficulties
of such models to handle noisy data, such a use-case also poses significant risks to
the privacy of persons in a vulnerable position. While theoretically this use-case
may be useful in monitoring patient at risk of relapse, the impact of developing
such technologies need to be carefully considered.

Besides using those visualisations for creating depression symptom-specific self-
report scale, this research also carries wider implications concerning depression’s
effects on one’s appearance and our innate ability to detect depression’s symptoms
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in a person. Contrasting laypersons perception of symptoms of depression as
investigated in Chapter 9 to a clinical sample may yield some insights as to whether
there are particular differences in either group in their ability to recognize symptoms
of depression or even in their ability invoke a mental representation. In Chapter
9, Appendix 9.E visualisations were created only for participants that scored 7 or
higher on the PHQ-9 screener questionnaire [42]. Although the sample size is small,
there is noticeably less expressiveness in the models contained therein. However,
further work is needed with a sufficient and balanced sample sizes of patients living
with depression at varying severity to establish and contrast those representations.

Additionally, as elaborated in Chapter 2, Section 2.5.2, depression alters the way
facial expressions are perceived. Depression appears to affect the way emotional
faces are processed and alters the degree of impairment appears to be correlated
to its severity. Further work may reveal how depression impacts facial expression
processing and whether those impairments affects the recognition of more atomic
parts of facial features rather than distinct categorical expressions.

Finally, the method employed to investigate this research question could also be
extended to other affective disorders such as anxiety. In turn, this would allow to
identify further mental constructs associated with their symptomatology. Affective
disorders such as depression and anxiety are a known comorbidity [250], which
implies that a certain degree of overlap between their symptom representations
would be expected, however, those representations in an experiment contrasting
both groups could also highlight specific, consistently-expressed differences in
particular facial features.
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Chapter 12

Conclusion

This thesis attempted to investigate an application of computer-generated facial
expressions for self-reporting mood within mobile applications and explored alterna-
tive facial expression-based representations relevant to depression symptomatology.
This was accomplished in three experimental studies described in Chapters 4, 6,
and 8 and an exploratory study described in Chapter 9.

The thesis attempted to guide the reader through a gradual increase in
complexity of ideas and their evaluation, beginning with a simple happiness-
to-sadness scale to measure positive and negative affect, following up with using
multiple basic facial expressions of emotion and building up to identify facial
features characteristics for the symptomatology of depression. In this manner, the
leitmotif of representing constructs from short-lived emotion-states and longer-
lasting moods to trait-like symptoms lasting from months to years permeates the
thesis. As the duration of those affective states increases, inversely the information
content in the face decreases. The overall thesis conclusion is that facial expressions
are a valuable modality through which mood can be represented.

Concluding on research question A) ”How can facial expression-based methods
be evaluated as a valid way to self-report mood? How would such tools compare
to an established method, such as traditional numerical-based scales?”, using
facial expressions were found to be a feasible modality to represent mood and a
valid construct for self-reporting mood. Over three separate studies, variants of
facial expression-based scales were contrasted to a more traditional measurement
instrument such a visual analogue scale, where assessments were found to be
strongly correlated. While this comparison only indicated whether both a facial
expression-based scale and a VAS one assess similarly, while it is known that VAS
scales are susceptible to systematic errors in their measurements more extensive
evaluation is needed to establish whether one captures mood better than the other.

Concluding on research question B) ”Which aspects of facial expression-based
tools are valuable to users and which further capabilities are desired?”, is that
facial expressions were a preferred method to provide mood self-reports, were more
evocative and had a greater appeal to users. This was expressed through a wide
range of preferences and customisations in the collected user feedback specifically
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applicable to facial expression-based tools. In general, the facial expression-
feedback elicited more through and thoughtful responses, were considered to be
more engaging, and elicited more elaborate responses with respect to their future
customisation and improvements. Just as importantly, they were also preferred
when contrasted to traditional visual analogue scales for mood self-reports.

Concluding on research question C) ”Which technologies can generate ex-
pressions depicting a range of emotion intensities using images of arbitrary
expressions? Could those be used within applications on commodity hardware, such
as smartphones?”, is that computer-generated facial expressions using machine
learning models were very valuable in creating highly granular realistic faces
used within facial expression-based scales. The underlying numerical encoding of
facial expression classes and intensities did serve as a de-facto ground truth for
their numerical quantification within multiple mood self-assessment prototypes,
and within empirical analyses those were found to be a representative feedback.
Additionally, their use within a smartphone application was feasible, although, due
to resource constraints, those could not fully benefit from their direct use on an
end-user’s device.

Concluding on research question D) ”Are there specific facial expression-based
representations descriptive of affective states? If so, could those be used within
self-report tools?”, most symptoms of depression appeared to possess distinct facial
characteristics distinguishing them from a neutral face. In particular those were
symptoms which did not feature a strong cognitive component, where conversely,
those that did were not found to be distinguishable from a neutral face.

12.1 Limitations

A main point this thesis acknowledges is the limitations of what can be expressed
through facial expressions and within the provided content attempts to map out the
boundaries of that space. Although the research herein concentrated predominantly
on self-reporting mood, there are broader implications in the space of perceptual
research.

From the broader observations of this thesis, it is acknowledged that there
states in the scope of emotions, moods as well as affective states, which cannot be
represented through facial expressions. Prior work on facial expressions of emotion
identified six expressions, considered to be universal across cultures [25]. Those
alone do not provide sufficient variety to represent the plethora of distinct emotions
or moods which accompany the human experience. In line with the core-concept of
using facial expressions or features as feedback to self-assess mood, the conclusion
is that facial expressions have certain limitations which do not position them as a
substitute for traditional self-assessment methods.

There are also limitations to how facial expressions are perceived by different
demographics, which need to be taken into account when designing such scales.
Not only do some expressions have a distinct enactment across cultures, but the
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range of intensity while enacting different expressions may vary. Although, there
are many tangible benefits in using facial expressions for representing mood.

12.2 Future Work

Extending this work, there is evidence for the existence of more facial-bodily
expressions, which appear to have distinct characteristics to portray 28 naturalistic
expressions [196]. By reconciling the existing taxonomy imposed by existing models
of emotions and integrating novel experimental fieldwork within the field of social
face perception, further research could integrate those novel findings within a new
generation of facial expression interfaces that cover a broader spectrum of emotions.

Alternatively, future work could integrate research on bodily expressiveness [251,
252], where the body can be another informative modality in conveying emotional
information. By identifying bodily metaphors representing affective states that
cannot be expressed through the face (e.g. posture for pride), such approach could
further improve upon the method. Bodily cues are also relevant in conveying states
associated with depression symptomatology [253, 254]. Thus, by using those two
complementary modalities, robust methods can be created to portray a wider range
of affective states. As elaborated on in Chapter 11, novel techniques in 3D modeling
can already animate expressions and body movements at a great level of detail.
Furthermore, those are computationally viable to be used even on mobile devices,
albeit with a penalty to quality. The eased accessibility to such technologies could
in turn also allow users to create their own metaphors for their own subjective
states.

In Chapter 5, an augmented dataset was created using Delaunay triangulation
[158] which was applied to a facial expression generation and recognition tasks.
The augmentation yielded promising results in improving the quality expressions
created in the generative task. Within the recognition task, when evaluating the
performance of the augmented dataset, used for training on the original one it
achieved near-similar performance to simply using the original dataset. It would
be interesting to apply this technique to a dataset consisting of facial expressions
portraying subtle intensities of emotion and evaluate whether the augmentation
consisting of facial expressions at intermediary intensities improves classification
results for ambiguous faces and specifically morphologically similar ones (e.g.
surprise and fear).

As elaborated on in Chapter 2, Section 2.5.2, depression influences the perception
and processing of facial expressions expressed as biases. Among others, the most
reliably replicated bias is expressed as a dampening in sensitivity to identify subtle
facial expressions except for that of sadness, where inversely, a heightened sensitivity
is observed. Those, as proposed by other authors as well [116], appear to have a
diagnostic utility in assessing depression severity through a set of perceptual biases
observed in patients living with depression (Chapter 2, Section 2.5.2). Specifically,
those biases are manifested only when observing realistic facial expressions and are
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absent in other types of emotional content such as text or representations such as
emojis, or schematic or drawn faces [106–108]. This observation positions facial
expression-based technologies in a unique spot to capture and quantify them. Hence,
facial expression-based self-assessment instruments, similar to those explored and
used in this thesis that possess sufficient granularity to represent a wide range of
nuanced emotion intensities could be explored clinically for their diagnostic utility.
A benefit of this approach would be that the quantification of those biases can be
accomplished using regular self-reports at no additional cost to a user (Chapter 2,
Section 2.5.2).

In Chapter 9 an exploratory study visualized each symptom of depression
as defined by the Patient Health Questionnaire (PHQ-9) and found that some
symptoms had distinguishing features identifiable in a face. Therein, a future
research could validate the expressions that did, whether those can be correctly
attributed by unbiased observers to their respective textual formulations, thus
consolidating that those representations indeed represent a shared perception of
reality. Another potential research direction would be to explore how a depressed
population perceives symptoms of depression to be reflected in a face. Knowing that
depression has an effect on processing of emotional faces, it would be interesting
to know whether those representations match or differ from the ones obtained by
healthy laypersons in Chapter 9. This may be an indication whether those biases
affect the recognition or processing of distinct expressions or more atomic parts of
facial features contributing to facial expressiveness. Should such an effect be found,
identifying its direction and magnitude (e.g. increased or decreased sensitivity)
could shed some light into how depression affects the identification of information,
salient to detect depression symptomatology in oneself or others and whether this
effect possesses a distinct symptom-to-symptom relationship (e.g. whether the
presence of a symptom increases or decreases a persons’ sensitivity to detect it in
a face). Alternatively, since some symptoms of depression had distinct features
reflected in the face, this observation may be an indication of neurological changes
in facial musculature-activation accompanied by the onset of a depressive symptom.
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