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Abstract

The detailed prediction of the upcoming wind on wind farms can support optimization

of wind energy production and operation and maintenance. Numerical Weather Predic-

tion (NWP) tools allow to simulate the wind over long-term forecasting horizons (up

to several days) with a spatial resolution ranging between the continental level down

to a few hundred meters. We present a methodology, based upon Computational Fluid

Dynamics (CFD) and Reynolds Averaged Navier Stokes (RANS) modelling, that al-

lows to downscale the spatial resolution of the wind prediction supplied by a NWP

model down to the typical length-scale of wind energy applications. The proposed

approach combines a number of standard tools, including: Geographical Information

Systems (GIS), Advanced Research - Weather Research and Forecasting (WRF-ARW)

and OpenFOAM, and proposes methods to interface these tools and set-up the local-

scale simulation. Models and problem sizes are selected to keep the computational

cost of the system sustainable in view of its implementation in operational forecasting.

Finally, we present the application of the method on a given onshore site, and for three

different meteorological conditions, showing the potential of the approach, but also

giving an account of the limitations that it may encounter when dealing with complex

planetary boundary layers.
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1. Introduction

Weather forecast and aerodynamic simulations represent powerful tools for wind

energy prediction. The capability of accurately predicting the incoming wind flow,

can be of great help in optimizing the power extraction from a wind farm, the power

management in the distribution and, eventually, accumulation systems, but also in the

management of the parking time, which is necessary for the ordinary maintenance of

the wind farm.

In order to be able to accurately predict the wind over a specific wind power gener-

ation site, we need to encompass multiple phenomena, each being characterized by its

own temporal and spatial scales. Multiscale approaches help to segregate the solution

(simulation) process, starting from the larger scales and progressively refining toward

the smaller scales. In the case of wind prediction we need to separate the phenomenon

on three main levels: planetary scale, mesoscale and local scale. For each of these

scales we need to adopt a specific and dedicated modelling. It is possible to consider

feedback effects in order to obtain a fully coupled system (closed loop), or to make the

hypothesis that the influence of the smaller scales on the larger ones is negligible, when

compared with other embedded sources of error.

The weather forecast simulation tools represent a mature technology that is able

to predict, several hours in advance, the behaviour of the atmospheric wind at the

mesoscale level. The mesoscale models are numerical weather prediction (NWP) sys-

tems able to simulate the dynamics of the atmosphere, solving the nonlinear equa-

tions of motion and continuity equations for mass, heat and water vapour. The model

physics related to boundary layer, surface, clouds, radiation and convection is rep-

resented through sophisticated parameterizations. The Advanced Research Weather

Research and Forecasting (WRF-ARW), the NWP used in this study, it is very flexible

and suitable to a wide range of meteorological events across scales from hundreds of

meters to thousands of kilometers. WRF-ARW supports progressive nesting (one- or

two-way) to refine the solution and to allow a spatial resolution enhancement through

additional domains [1; 2].
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Wind farms, however, have a characteristic length scale of the order of meters, so

that the use of a mesoscale simulation tool to reach this level of spatial resolution would

require massive computational resources. Furthermore, the mathematical models avail-

able in the mesoscale simulation tools are not suitable for the accurate characterization

of the local, three-dimensional effects that affect the flow-field at the wind turbine level.

Computational Fluid Dynamics (CFD) methods for the simulation of three-dimensional

turbulent flows are largely adopted to study aerodynamic flows characterized by length

scales much closer to wind turbine applications. We can find CFD applications for

wind energy ranging from the airfoil scale [3], to the full blade [4], and wind farm

wake studies [5]. In the present study, the CFD simulations will be performed using

the Open-source Field Operation and Manipulation (OpenFOAM) [6] toolbox.

We present here a multiscale methodology that allows to easily integrate the WRF-

ARW and CFD simulation for complex turbulent flows in order to produce spatially

refined hourly predictions of the wind resource, available in selected areas of the order

of a few kilometres squared. The tool could be integrated as an add-on of the weather

forecast simulation platform to zoom and increase the spatial resolution of the predic-

tion within for specific areas of interest.

One of the novelties of the present study is the proposal of a method to couple

these two predictive tools, making the downscaling not an offline post-processing of

past data, but a method to increase the spatial resolution of the forecasting, that can be

used in operational mode. Furthermore, we test the capability of two different state-of-

the-art RANS models (accounting, or not, for buoyancy effects) to deal with complex

stratified atmospheric boundary layers. Finally, we emphasize the importance of using

opensource software and provide details of the interfaces that we developed to couple

the two simulation tools, so that the proposed forecasting framework can be easily

reproduced.

A large spectrum of applications involving the coupling between NWP and CFD

models can be found in the field of urban flow simulation and pollutant transport,

see e.g. [7; 8; 9]. Recent studies dealing with the accuracy of the coupling between

mesoscale simulation codes and CFD codes are available. Temel et al.[10] compare

the CFD solution of the Planetary Boundary Layer (PBL) on reference benchmarks
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obtained using the theoretical inflow wind profile (based on the Monin-Obukhov Simi-

larity) with that obtained by prescribing the inflow supplied by a mesoscale simulation,

showing the possibility to attain good predictions also on complex terrain. Tewari et

al. [11] studied the impact of coupling a CFD model with a mesoscale model on urban

contaminant transport, reporting on a quasi-steady coupling approach at the boundary.

Recently, Duran et al. presented in [12] a similar down-scaling framework for wind

resource assessment, which also makes use of NWP and RANS simulations. Their

work is focusses on the use of the meso-microscale coupling to estimate the annual

wind features in selected areas. The mesoscale prediction is averaged over a year, for

a set of angular intervals covering all possible wind directions and for each of these

wind directions, the microscale model is used to downscale the prediction. In [12],

the authors compare the results with anemometric data showing good agreement of

the prediction, with some limitations for stably stratified boundary layers. This latter

aspect is also arising in the present study. Other examples of mesoscale - microscale

simulation coupling can be found in [13; 14; 7; 8; 15].

Referring to the wind energy application, an important impact is given by the re-

search done in the framework of the Windbench European project [16]. Benchmark

research on the CFD modeling that is best suited to simulate planetary boundary layers

with Reynolds-averaged Navier Stokes (RANS) models has been driven by Richards

and Hoxey [17] and Parente et al. [18]. Blocken et al. [19] report the validation against

field measurement in Ria de Ferrol (Spain), showing that the computed averaged wind

falls within 10% - 20% percent of the measurements. Balogh et al. [20] compare differ-

ent implementations of the RANS models proposed in [18], verifying its accuracy over

not flat terrains. RANS simulations are also often adopted to simulate the interaction

between wind farms, PBL and complex terrains [21; 22].

Unsteady RANS (URANS), Detached Eddy Simulation (DES) and Large Eddy

Simulation (LES) turbulence modeling have all been tried (see e.g. [23]) in the at-

tempt to increase the spatial and temporal resolution of the mesoscale simulation. Even

though each of these turbulence modeling options has its own pros and cons, all of these

studies have confirmed that the integration between mesoscale and CFD simulations is

indeed possible and offers the possibility to focus and down-scale the wind prediction
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in selected areas of the size of a wind farm.

With the increase of the computing power available to the many players in the wind

energy sector, we propose a step forward. We will show that is feasible and reliable

to couple the time-marching weather prediction supplied by the WRF-ARW mesoscale

model, with the local-scale steady RANS simulation of the wind over a specific area.

In doing so, a time averaging strategy will be proposed to reduce the time-dependent

mesoscale data to a coarser set of time-averaged snapshots.

The method will then be applied to downscale the wind prediction for different

wind conditions during three days between 2019 and 2020. The tests demonstrate the

applicability and accuracy of the methodology, but also its critical aspects, which are

related to the choice of the averaging strategy and RANS modelling.

We point out that the proposed system makes the forecast available at a spatial res-

olution compatible with the prediction of the wind at the specific wind turbine location

within the wind farm. This information, which is supplied with a step of a few hours

(the length of each snapshot), can help the management of the system, paving the way

to more sophisticated solutions to control the wind farm in operation.

The paper is organized as follows: Section 2 describes the methodologies and math-

ematical models adopted for both the mesoscale and local scale simulations, and their

mutual interface. The application of the combined methodologies to set-up a reference

case study, using the open-source software for NWP (WRF-ARW) and CFD (Open-

FOAM), is detailed in Section 3. Section 4 shows the results obtained for the case

study in terms of downscaling of wind prediction in a given site (corresponding to a

weather measurement station) and for three days selected in three different seasons.

For one of these cases, a more detailed study is presented about the effect of adopting

two different RANS models. The steady k-ε RANS with and without the Boussinesq

approximation [24] and temperature equation, are applied to a case featuring a stratified

wind profile which exhibits a strong variations of velocity and direction along the alti-

tude. Two supporting Appendixes report i) the validation of the local scale PBL RANS

modelling on the Askervein’s Hill benchmark case, and ii) a more detailed description

of the algorithm used to apply the heterogeneous land coverage boundary condition in

OpenFOAM.
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2. Methodology

Many aspects, models and techniques are involved in the process. For each of these

we shall hereafter present a brief overview by defining the problem and the technical

solution adopted.

Once the target site has been defined, the local-scale wind field prediction will be

affected by:

• The orographic detail of the area under scrutiny;

• The land-use in terms of roughness length distribution, and presence of obstacles

(forests, buildings);

• The space-time prediction of the wind at the mesoscale level and the way the

data are transferred from mesoscale to local-scale;

• The turbulence modelling adopted for the local-scale simulation.

The local scale simulation aims at increasing the spatial resolution of the mesoscale

prediction. However, the wind is a stochastic phenomenon which not only varies in

space, but also in time. To properly account for the time variation, one should directly

couple the dynamic, i.e. time-accurate, solution of the mesoscale model, with a time-

accurate CFD simulation. Several examples of this strategy have been proposed in

the literature, see e.g. [23], but they are obviously characterized by a significant com-

putational cost. Rodrigues et al. [14] coupled the WRF mesoscale solver [1] with an

URANS CFD solver to estimate the local turbulence intensity and wind shear in differ-

ent periods of the day. An example of coupling between unsteady mesoscale simulation

and LES local-scale simulation can be found in [15], where an immersed boundary LES

approach is coupled with WRF to estimate the fine-scale urban dispersion.

Our choice consists in synchronizing mesoscale and localscale simulations so as

to obtain a spatially refined prediction of the wind in one or multiple selected areas.

Such a synchronization must be computationally affordable in order to preserve the

capability of the system to deliver wind forecasts at a computational cost of the order of

a few hours. Clearly, the dynamic (or time-accurate) coupling of the mesoscale model
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with either URANS or LES would not respect this constraint, requiring significant

computational resources. The idea here is to take the time history of the wind supplied

by the mesoscale model and perform an automatic average over specific time-intervals.

This averaging procedure produces a sequence of snapshots of the wind evolution for

the selected interval of forecast. For each snapshot we then perform a steady RANS

calculation that allows us to increase the spatial resolution of the wind prediction during

the selected time interval.

2.1. Mesoscale model

The NWP tool used to simulate the mesoscale wind is the WRF-ARW model,

a next-generation NWP system designed for flexible purposes ranging from opera-

tional forecasting applications to specific atmospheric studies. The WRF-ARW dy-

namical core system has been developed by the collaborations of several research

institutes guided by the National Center for Atmospheric Research (NCAR, http:

//www.wrf-model.org). The WRF-ARW supports horizontal nesting (one or

two-way) to allow a horizontal resolution focus over a region of interest by introducing

an additional domain into the simulation. The full physics parameterizations (cumulus

convection, microphysics, radiation, planetary boundary layer and land-surface) pro-

vided by WRF vary from simple and efficient to the most refined and computationally

costly [1; 2; 25]. These multi-physics package options allow flexibility in treating the

physical processes, so this NWP can be applied to a wide range of applications, rang-

ing from solar irradiance [26; 27; 28; 29; 30] to wind energy prediction [31; 32; 33].

Concerning the wind resource, WRF-ARW is mainly used with maximum horizontal

resolutions of the order of a few kilometers (3-5 km) which is not sufficient to accu-

rately reproduce this resource on a specific wind power generation site [31; 32; 33]. In

only few works [34; 35], WRF-ARW is used in LES mode, reaching horizontal resolu-

tions of the order of a hundred meters, but these simulations have a high computational

cost and therefore cannot be used for operational purposes.

2.2. RANS modelling for local scale simulation

The RANS modelling adopted for the present application is the k-ε model in its

adaptation for PBL reported in [36], and based on the formulation proposed by Richards

7

http://www.wrf-model.org)
http://www.wrf-model.org)


and Hoxey [17]. The model has been formulated to preserve the PBL profile on an

empty domain, with constant surface roughness, and it is recognized as one of the most

used turbulence models for simulating the PBL with CFD solvers.

Starting from the standard k-ε model [37], the PBL formulation is obtained by

imposing the consistency between the k-ε transport equations, written for an homoge-

neous 2D PBL, and the following profile law:

u = u∗ ln
(

z− z0

z0

)
(1a)

k =
u2
∗√
Cµ

(1b)

ε =
u3
∗

κ(z+ z0)
(1c)

The homogeneous 2D PBL formulation is obtained by assuming a zero vertical veloc-

ity, constant pressure and constant shear stress τ0 = ρu2
∗. With these assumptions the

transport equations reduce to:

∂

∂ z

(
µt

σk

∂k
∂ z

)
+Gk

ε

k
−ρε = 0 (2a)

∂

∂ z

(
µt

σε

∂ε

∂ z

)
+Cε1Gk

ε

k
−Cε2ρ

ε2

k
= 0 (2b)

where Gk = µt

(
∂u
∂ z

)2
and µt = ρCµ

k2

ε
. Following [36] and [17], the model constants

are set as follows: κ = 0.4, σk = 1, σε = 1.11, Cµ = 0.09, Cε1 = 1.44 and Cε2 = 1.92.

We notice that the model above works well for the given theoretical inflow velocity

profile (1), as shown in the validation test in Appendix 1 and, e.g. in [17; 10].

However, we expect, and verified, see Sect. 3, that the inflow boundary condition

supplied by the mesoscale simulation does not necessarily match the theoretical ve-

locity profile (1). In particular, whenever the ground and the geostrophic currents are

oriented differently, it is possible to encounter a wind profile characterized by differ-

ent layers and significant changes in wind direction along the height. The study of

this latter case is more difficult to find in the literature. Alinot et al. [38] propose to

introduce the buoyancy terms in the RANS modelling, by adopting the Boussinesq ap-

proximation [24] to account for the density variations among the various atmospheric

layers. Following this same approach, we will also conduct a second set of simulations
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in which the gravity source term is accounted for in the momentum equation and the

density of the fluid (which appears in the gravity term) varies linearly with tempera-

ture. When using the aforementioned approach, the temperature (energy) equation is

also added to the governing PDEs.

2.3. Time averaging strategy

Since the prediction reliability of the mesoscale model decreases progressively after

24 - 48 hours of forecast from the start time accordingly with the synoptic conditions

[39], an interval T , corresponding to the first 12 hours of simulation, has been selected.

A finite set of snapshots (or time-averages) has been extracted from the time history of

the wind speed obtained from the mesoscale simulation over the time frame T . Each

of these shapshots supplies the steady boundary conditions required by the RANS sim-

ulations. The number of snapshots should be limited, so as to keep the computational

cost within affordable limits, but also sufficient to adequately describe the time vari-

ation of the wind over T . Using the same logic adopted in Welch’s method [40], we

propose the following overlapping, evenly-spaced method to define the snapshots. The

time interval T is split into N data segments of length M, overlapping by D points. A

value of D = M/2 corresponds to a 50% overlap and a value of D = 0 to no-overlap.

The value of the velocity components obtained from the mesoscale simulation is then

averaged on each time segment.

2.4. Definition of RANS domain and boundary conditions from mesoscale results

2.4.1. Domain definition

We use the terrain and mesoscale grid to define the boundaries of the local-scale

computational domain, i.e. the domain where the RANS solution is computed. The

choice of the size of the CFD domain has to reconcile two competing requirements.

On the one hand, in order to describe the wind with an adequate level of accuracy, we

have to simulate an area that is large enough to guarantee that the border effects due

to the direct imposition of the mesoscale solution along the boundaries of the CFD

domain, affects the target site. On the other hand, the selection of a too large area

for the CFD domain would force us to increase the mesh spacing (so as to keep the
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computational costs under acceptable levels), thus reducing the spatial resolution of

the local scale simulation.

The ground face of the computational domain is defined by the digital model of the

terrain. Concerning the top boundary, we use an horizontal plane whose elevation is

given by the largest value of the PBL height (PBLH) predicted by the mesoscale model

in the selected area.

2.4.2. Wind boundary conditions

As reported by Hargreaves and Wright [36], the PBL is driven by the geostrophic

wind. In the CFD modelling, energy is removed because of the shear stress at the

ground and the geostrophic winds are ”felt” only close to the top boundary patch.

Therefore, the simple application of a wind profile along the inflow boundary patch

cannot guarantee the correct transport of the PBL throughout the entire fluid domain.

To mitigate this effect we impose the wind velocity profile obtained from the mesoscale

simulation on all the boundary patches, including the top surface. By doing so, we pre-

scribe inflow and outflow winds that are consistent with the mesoscale wind field, thus

enforcing convection also at the top boundary patch.

From a practical point-of-view, we need to transfer the wind velocity components

from the mesoscale solution to the boundaries of the local scale computational domain.

For operational forecasting, the output of the mesoscale solution is not saved for all

the time steps (typical writing frequency is one per hour), in order to save memory

and performance thus extending the forecast horizon. To apply the averaging method

described in Sect. 2.3, however, we have to save the mesoscale solution at each time

step. This is not a major issue in terms of storage, because the entire CFD domain

(see Fig. 8 of Section 3.4) spans only a few cells of the mesoscale, finer-level grid.

Therefore, the mesoscale solution needs to be stored at each timestep only within a

limited number of (mesoscale) grid-points, thus making the procedure feasible.

The list of the CFD grid-points where data-transfer from the mesoscale grid is

needed is the following:

• four points at the four corners of the local scale computational domain;
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• an additional number of points along each lateral face, which correspond to the

intersections between the grid-lines of the mesoscale grid and the lateral patches

of the CFD grid;

• one or more mesoscale grid points falling inside the local scale domain.

For each of these solution points, the mesoscale solver saves the time history of the

wind velocity components for all the elevation layers inside the PBL, and the PBLH.

Each of these fields is then averaged following the strategy outlined in Sect. 2.3. A

bilinear interpolation scheme is used to obtain the averaged values over the boundary

surfaces of the local scale domain. Zero velocity is imposed on the ground edges of the

boundary sides.

A slight unbalancing of the mass flow rate across the CFD domain boundaries is

generally observed, because of the higher resolution of the ground model in the local

scale simulation. Let us call ∆G the surface integral of the mass flow rate over all the

CFD domain boundaries. If ∆G 6= 0, we apply the following procedure to guarantee

mass conservation along the CFD domain boundaries: i) add ∆G/2 to all the inflow

boundary patches; ii) subtract ∆G/2 to all the outflow boundary patches; iii) iterate

if needed. The correction is given in the form of a uniformly distributed velocity in

proportion to the flow rate unbalance.

2.4.3. Ground boundary conditions (land use)

A wall function based on the boundary layer model described by Equation (1a) [17]

is adopted to evaluate the wind velocity profile and turbulence quantities at the ground.

In the implementation of the proper ground boundary condition we must account for the

land use, in terms of characteristic roughness length, consistently with the parameter

z0 of Equations (1).

The digital information about the land use in Europe can be found in the framework

of the European Commission program Corine Land Cover (CLC) [41]. In this case, the

digital model associates a numerical code, specific to the particular kind of terrain

covering present in the map points. As reported by Silva et al. in [42], it is possible to

associate different values of the characteristic roughness lenght to each code.
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(a) Site location (left) and surrounding land view (right). Source: https://www.google.com/maps/

(b) Measurement station.

Figure 1: Site location and measurement station (yellow mark).

3. Application

In this section we present an application of the method to a real site. The prediction

of the wind field will be done for a site located in the South of Italy, more precisely

in 40◦ 45’ 50” N and 15◦ 59’ 8” E. The location corresponds to a weather observation

station of the “Protezione Civile – Regione Basilicata” 1, the site elevation above sea

level is 761 m. The orography of the area, as well as its geographical position, make this

site particularly interesting for wind energy production; indeed, several wind farms can

be found in the neighbourhood. Fig. 1a shows the location of the measurement station

and the surrounding land.

The time periods of the tests correspond to the hours ranging between 8:00 and

20:00 CET of October 19th, 2019 (day ”1”), between 10:00 and 18:00 CET of De-

1Protezione Civile - Regione Basilicata, Dipartimento Infrastrutture e Mobilità – Corso Garibaldi, 139

– 85100 Potenza, http://www.protezionecivilebasilicata.it/protcivbas/home.jsp
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cember 11, 2019 (day ”2”), and between 10:00 and 18:00 CET of June 2, 2020 (day

”3”).

3.1. Measurements

Figure 1b shows a picture of the measurement station. The device2 used in the mea-

surement is composed of two elements: a weathercock gonio-anemometer to measure

the wind direction and a three-cup tacho-anemometer to measure the wind speed. All

measurements are elaborated by a central processing unit and averaged over a period

of 15 minutes.

3.2. Mesoscale simulation

This study employs the WRF ARW system version 4.0 which is operational since

2016 at the Institute of Methodologies for Environmental Analysis of the National

Research Council (IMAA-CNR).

The computational meso-scale grid is characterized by two domains nested in two-

way mode. The low-resolution domain (155 × 125 cells) covers the southern part of

Italy with a grid spacing of 3.6 km and it uses as initial and boundary conditions the

analysis at 0.125 degrees released by the European Centre for Medium-range Weather

Forecasts (ECMWF). The nested grid (403 × 322 cells) covers southern Italy and it

runs at a resolution of 1.2 km. Fig. 2a shows both the 3.6 km and 1.2 km domains.

Fig. 2b shows a closer view of the area surrounding the measurement station, reporting

also the ground elevation. The vertical grid is common to the two domains with 40

vertical levels, ranging from the surface to the upper boundary which is set to 100

hPa. The vertical levels feature an unequally spaced distribution with the first level at

approximately 10 m above the ground and a higher density (the first 15 levels) within

the PBL.

Concerning time integration, the time step is set to 20 s for the largest domain and

to 6.67 s for the finest one.

2Further information concerning the measurement station can be found at the following link: http:

//centrofunzionalebasilicata.it/it/sensoriTempoReale.php?st=VV
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The physics options used for the WRF run included the Thompson aerosol-aware

microphysics scheme [43], the longwave RRTM radiation scheme [44], the Dudhia

shortwave radiation parameterization [45], the Mellor-Yamada Nakanishi and Niino

Level 2.5 turbulence closure PBL scheme [46] and the Noah Land Surface Model for

the land surface option [47]. Since the grids used in both domains are higly resolved in

the horizontal directions, the convective motion is explicitly calculated by the model,

so the cumulus parametrization is not necessary.

Fig. 3 shows the weather conditions on October 19th, 2019. More precisely, Fig. 3a

(left) shows that a deep cyclonic circulation on the east of Great Britain and a ridge ex-

tending on the east Mediterranean basin characterize the synoptic structure of that day.

The surface low-pressure system is phased with the higher levels of the atmosphere

defining stable conditions for all day. The southern part of Italy is protected by the

high mean sea level pressure, guaranteeing clear sky all over the area. This barotropic

configuration produces a zonal flow over the Tyrrhenian Sea. Fig. 3a (right) reports the

surface wind simulated by the mesoscale model: the area is characterized by a weak

wind ranging from 2 to 6 m/s with a predominant south-easterly flow; the in-land wind

has a variable direction.

For the second case study (December 11, 2019) the geopotential height at 500 hPa

shows a double area of low pressure, a deeper one centered at the northern part of

Great Britain and the weaker one at the Ionian Sea (Fig. 3b, left). The strong Azores

anticyclone expands over the northern and central part of Italy. This marked baric

variability leads to intense winds especially in the southern Italian regions. In the area

of the measurement station the wind is moderate from North-West (Fig. 3b, right).

On the 2nd June 2020 the mean sea level pressure shows a maximum at the North

Atlantic Ocean and a trough near Turkey (Fig. 3c, left). The Italian peninsula is in the

mid of these two circulations producing a northern ventilation over the area of interest

(Fig. 3c, right).

3.3. Terrain modelling

To create the surface mesh that is necessary for the definition of the bottom sur-

face of the local scale computational domain, we start from the Digital Terrain Model
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(DTM) file of the Basilicata Region, generated and owned by Regione Basilicata - Cen-

tro cartografico dipartimentale della Direzione Generale del Dipartimento Ambiente

e Territorio. Detailed information about the DTM used in this application are given

in Table 1, while further information about the production of the DTM can be found

at [48].

The following procedure is then applied to pass from the DTM file to the Computer

Aided Design (CAD) model of the terrain surface:

• Transform the Coordinate Reference System (CRS) from ETRS89/UTM zone

33N to Lambert Conformal Conic (LCC) used in the WRF domain;

• Extract a surface of 20 × 20 km around the central point given by the measure-

ment station coordinates;

• Project the surface on a Cartesian frame of reference;

• Generate the contour lines of elevation;

• Generate a point-cloud using the contour lines generated in the previous step;

(a) Model domains for the mesoscale simulation:

d01 the mother domain with a grid spacing of 3.6

km, d02 the inner domain with 1.2 km horizontal

resolution.

(b) 50×50 km area of the WRF grid (white

vertices), surrounding the measurement station

(white circle); colour map of the ground eleva-

tion in the background.

Figure 2: Mesoscale grids and ground elevation around the measurement station.
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• Triangulate the surface using the Computational Geometry Algorithms Library

(CGAL) [49] advancing front surface reconstruction algorithm to generate a

(a) Weather conditions on day ”1”, October 19th, 2019.

(b) Weather conditions on day ”2”, December 11th, 2019.

(c) Weather conditions on day ”3”, June 2nd , 2020.

Figure 3: Left: European Centre for Medium-Range Weather Forecasts (ECMWF) 500 hPa geopotential

height (white lines) and ECMWF mean sea level pressure at 13 CET. Right: Wind speed and direction at 10

meters simulated by the mesoscale model at 17 CET; the black marker indicates the measurement station.
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Year of take-over 2013

DTM Resolution 5 m

CRS ETRS89/UTM zone 33N

Date of publication 2016-05-27

Licence IODL 2.0 - link: http://www.dati.gov.it/iodl/2.0

Full extension (WGS84) (39.885, 15.331) - (41.143, 16.887)

Conformity Regulation (UE) N. 1089/2010

Output format ASCII GRID

Table 1: DTM file details.

closed triangulation of the terrain surface;

• Export the triangulation in STL (Standard Triangulation Language).

Fig. 4 shows a sketch of the main steps of the aforementioned procedure.

Figure 4: Sketch of the procedure used for the terrain model generation. DTM cut in WGS84 (a), DTM

cut in LCC with iso-elevation lines (b), point-cloud in Cartesian reference space (c), zoom of the surface

triangulation and measurement station location (the yellow pointer) (d).
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3.4. CFD simulation

3.4.1. Computational domain

We select a squared area, see Fig. 5 and Fig. 6b, with a side length of about3 6 km,

centred around the measurement station coordinates. The height of the computational

domain is chosen as described in Sect. 2.4.1, i.e. the time-averaged, maximum height

of the PBLH predicted by the mesoscale simulation in this area (∼ 1500 m for day ”1”,

∼ 1250 m for day ”2” and ∼ 2350 m for day ”3”).

We are free to orient the computational domain arbitrarily, because on all the do-

main sides and on the top patch we apply the boundary conditions supplied by the

mesoscale simulation. As shown in Fig. 5, we choose to align the x axis of the domain

with the West to East direction, and the y axis with the South to North direction.

Fig. 6 shows the mesh used for the computations of day ”1” (October 19th, 2019):

it is a structured mesh with 4.4 million hexahedral cells, 60 points in the z (vertical)

direction and 271 along both the x and y directions, which amounts to an average

horizontal mesh spacing of about 20 m. The mesh has been further refined within a

box of 2 × 2 kilometers, centred around the measurement station coordinates. The

minimum height of the cells adjacent to the ground is 0.6 meters. Fig. 6a gives a

view of the spatial discretization at the ground, while Fig. 6c shows a section of the

mesh. The same discretizations in x and y, as well as the minimum height and vertical

distribution along z, have been used to build the computational grids used in the other 2

days of simulation. The reason for building three different grids covering the same area

is that the PBLH, which defines the location of the top boundary, is different among

the three days.

The difference in vertical discretization between the mesoscale and local scale sim-

ulation is shown in Fig. 7. From Figure 5, 6 and 7 we can notice how the downscaling

procedure allows to increase the spatial resolution, passing from a set of 4× 4× 11

grid-points to a set of around 4 millions of grid points covering the same area.

3Notice that the WRF output can only be extracted in the WRF grid points; therefore, the CFD domain

boundaries have to be adjusted in accordance with the location of the WRF grid points.
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3.4.2. Inflow and outflow boundary conditions

As explained in Sect. 2, we perform a steady incompressible RANS simulation to

increase the spatial resolution in the target area which surrounds the measurement sta-

tion. This requires to i) time-average the WRF solution over a pre-set time period, but

also to ii) interpolate it on the grid used in the CFD simulation, because the mesoscale

has a much coarser resolution (cell size) than the local-scale one: about 1.2 km vs.

20 m. These two operations are done by post-processing the time-dependent WRF

solution at the sampling points defined in Sect. 2.4.2 and shown in Fig. 8.

The dashed line in Fig. 8 marks the boundary of the local scale computational

domain, thus showing how it is nested inside the mesoscale grid: each later face of the

CFD domains covers five WRF cells.

As far as the sampling points are concerned, in addition to the four corners of the

local-scale computational domain (numbered 1, 4, 7 and 10 in Fig. 8), we select two

additional points for each lateral side of the domain and one point inside the domain.

This latter is the WRF grid point (labelled S in Fig. 8) that is closer to the measurement

station; more precisely, grid-point S is 650 meters North-West of the measurement

station and at a lower altitude above sea level: 650 vs. 761 m.

As far as the time-averaging is concerned, two different discretizations are selected

Figure 5: Local scale computational domain: measurement station location and edges of the box where mesh

refinement is applied.
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(a) Ground mesh (b) Overall view showing mesh-refinement

around the measurement station

(c) CFD Mesh in the y = 0 plane

Figure 6: Local scale computational grid (test case of October 19th, 2019).
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Figure 7: Vertical discretization used in the mesoscale and CFD grids (test case of October 19, 2019, South-

East vertex)
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to verify the sensitivity of the prediction with respect to the time-averaging interval M

defined in Sect. 2.3. A coarse choice of 4 snapshot and a finer one of 8 snapshots are

used to generate the time-averaged boundary conditions to be supplied to the local scale

model. It is important to notice that a fundamental requirement of the proposed down-

scaling methodology is its computational affordability, so that it can be used alongside

the NWP in operational forecasting. A too small period associated with the snapshots

would result in too many CFD simulations and a too large demand in terms of compu-

tational requirements.

By reference to the nomenclature introduced in Sect. 2.3, we use an overlap D =

50% and we split the time interval T ≈ 12 hours for day ”1”, and T ≈ 8 hours for days

”2” and ”3”) into either N = 4 (coarse discretization) or N = 8 (fine discretization)

snapshots. In the former case we obtain four segments of length M ≈ 4.8 hours for day

”1”, and M ≈ 3.2 hours for the other days. In the latter case, we obtain eight segments

of length M =≈ 2.7 hours for day ”1” and M ≈ 1.8 hours for days ”2” and ”3”.

For example, Fig. 9 shows the time evolution of the wind speed and direction, 10 m

Figure 8: WRF grid-points plot on top of the DTM and numbering of the sampling points (black circles); the

white marker at the center of the image corresponds to the measurement station.
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above the ground, obtained from the mesoscale simulation of day ”1” in the sampling

point S (Fig. 8). Fig. 9a and Fig. 9b show the averaging method using 4 and 8 snapshots,

respectively. Here, the markers represent the values of the averaged quantity, while the

bars represent the extent of the averaging period considered for the snapshot. We use

a reference angle θ to define the inflow direction that is 0◦ when the wind vector is

oriented from west to east, and its positive variation is counter-clockwise.

Time-averaging of the WRF output is automatically applied in all the sampling

points shown in Fig. 8. The WRF data is saved on the first 15 pressure levels, which

contain the diurnal development of the PBL above ground level.

The wind velocity profiles on the four lateral boundaries of the computational do-

main are obtained by interpolating the data from the sampling points to each lateral

patch, as well as the top patch corresponding to the maximum PBLH. Fig. 10 shows

the vertical profile of the time-averaged wind speed and direction, in the fifth snapshot

of the fine time-discretization for each selected day. The values are taken at the center

of the four boundary patches of the local scale domain. Close inspection of Fig. 10

reveals that, the wind has the usual shear profile within the surface layer, see Fig. 10

(left), but this suddenly changes in day ”1”. The change in wind direction suggests that

the flow above 1000 meters above sea level is stratified, featuring a gradual change of

direction and magnitude, and this particular feature could be difficult to simulate by

CFD using a standard RANS approach. For day ”1”, we investigate the effect of using

two different RANS models (with and without the buoyancy terms and temperature

equation) to downscale the prediction for the third snapshot of Fig. 9a, which ranges

between around 13:00 and 17:00. This snapshot will be referred to as the “reference

time period” and its specific analysis is reported in Section 4.2.

Once the WRF wind velocity has been interpolated on the CFD domain boundaries,

we found a relative mass flow rate unbalance of about 0.015% between inflow and

outflow. We fixed it by applying one iteration of the procedure described in Sect. 2.4.2.

3.4.3. Ground boundary conditions

The wall function described in Sect. 2.4.3 is applied to the ground surface. To

improve the fidelity of the simulation, we account for a heterogeneous distribution of
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roughness, based upon the actual land use in the area, which we retrieve from the GIS

file of the land coverage4.

Table 2 reports the type of land coverage found in the selected area, associating

each type to the corresponding CLC code [41] and equivalent sand roughness [42].

In order to convert the data from the GIS format to the OpenFOAM case direc-

tory we implemented a dedicated automatic procedure involving the Python Shapefile

Library5 (PSL) and the TopoSet and CreatePatch pre-processing routines available in

OpenFOAM. The details of the algorithm can be found in Appendix 2.

Fig. 11 shows the roughness distribution on the ground patch, following the appli-

cation of the procedure described in Appendix 2.

3.4.4. Solver and schemes

The solution algorithm used for the computation is the Semi-Implicit Method for

Pressure Linked Equations (SIMPLE) solver [50], as implemented in OpenFOAM

v1806 [6]. As already mentioned in Sect. 2.2, we perform two sets of simulations.

A first set is based upon the incompressible (constant density) RANS equations, cou-
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Figure 9: Time history, computed by WRF 10 m above the ground, of the wind speed (blue line) and direction

(red line); averaged values (blue and red marks) and averaging time periods (horizontal lines).

4Source: http://www.sinanet.isprambiente.it/it/sia-ispra/download-mais/

corine-land-cover; Version: Corine Land Cover 2012 IV
5https://pythonhosted.org/PythonShapefileLibrary/
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CLC12 z0 Description

112 0.5 Residential areas

121 0.5 Industrial areas

221 0.1 Grape groves

223 0.1 Olive groves

231 0.03 Grasses

242 0.3 Particle and complex cultivation systems

243 0.3 Agrarian crops

324 0.05 Shrubby vegetation

331 0.0003 Sand dunes

512 0.0001 Water surface

2111 0.05 Intensive crops

2112 0.05 Extensive crops

3112 0.75 Caduceus leaves forests

3116 0.75 Hygrophic trees forests

3121 0.75 Pine forests

3231 0.75 High thicket

Table 2: Land use categories in the selected area.
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Figure 10: Averaged wind profile interpolated at the four lateral boundary patches. Left: Wind-speed mag-

nitude vs. elevation above sea level. Right: Wind direction vs. elevation above sea level. Top row: day ”1”.

Middle row: day ”2”. Bottom row: day ”3”

Figure 11: Roughness length distribution corresponding to different land use.
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pled with the standard k-ε model. This model has been adopted to produce all the

results presented in Section 4.1. A second model has also been tested and applied

to the “reference time period” (defined in Sect. 3.4.2). This second approach allows

to deal with incompressible stratified flows by including the effects of buoyancy, and

also accounting for the energy balance equation in the form of a temperature transport

equation [51; 50]. In this case, a boundary condition for the temperature should be also

given in the set-up. Therefore, the temperature from the mesoscale grid points has been

averaged and interpolated on the local scale boundary surfaces.

In the former case we use the simpleFoam solver while in the latter we use the

buoyantBoussinesqSimpleFoam solver.

Concerning the spatial discretization, the linear-upwind scheme is used for the con-

tinuity equation, limited linear schemes are used for the convective terms of the turbu-

lence transport equations, and the un-limited linear reconstruction is used for all the

other terms in the governing equations (momentum and temperature).

Concerning the linear solvers, GAMG is used for the pressure-Poisson equation

and PBiCG for all other equations.

A typical simpleFoam run for a snapshot requires about 4000 pseudo-time steps

to converge to steady-state (residuals for all the equations ranging between 10−6 and

10−7); about 5000 pseudo-time steps are required when using buoyantBoussinesqSimpleFoam

solver. Iterative convergence is checked not only by looking at the residuals of the

various equations, but also by making sure that the relative changes in the computed

wind speed at the measurement point fall below a threshold pre-set by the user. 10

hours of wall clock time are required to run 10,000 simpleFoam pseudo-time steps

on a quad-core machine, around 20% more is needed on the same hardware for the

buoyantBoussinesqSimpleFoam solver.
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4. Results

4.1. Wind prediction downscaling using different averaging periods on all three days

The prediction of the wind in the three sample days has been downscaled using the

two sets of averaged snapshots defined in Section 3.4.2. Fig. 12 reports the local-scale

(CFD) prediction of the wind velocity and direction at the measurement point, com-

pared with the time history of the measurements. These plots show the accuracy of

the prediction, but also its sensitivity with respect to the time-averaging period, i.e. the

number of snapshots. As expected, a finer discretization results in a prediction closer

to the measurement. The boundary condition, obtained by averaging the mesoscale

solution, depart from the instantaneous condition when the averaging period is rela-

tively too large. We must say ”relatively” indeed, because when the time-variation of

the wind is small (day ”2” and ”3”) this difference reduces. In day ”1”, the direction

and magnitude of the wind shows stronger variations in time and the sensitivity to the

averaging period is more evident. This observation suggests that an adaptive method

to compute the averaging period of each snapshot might be a better choice, because a

non-uniform discretization of the period could better follow the time variation of the

wind field, thus improving accuracy while retaining a limited number of local scale

simulations.

We select the fifth snapshot for each simulated day to investigate the flow features

predicted by the local scale model. Fig. 13 shows the turbulent kinetic energy and wind

velocity on a horizontal slice of the domain, taken at 800 meters above sea level.

For day ”2” and ”3” we notice a similar situation, with a strong wind coming from

North-East. The turbulence develops in correspondence of the peaks of the mountains

and it is transported downstream by the flow.

The case of day ”1” appears different with respect to the other two. We notice a

large production of turbulence close to the North and West boundaries. The velocity

field is characterized by a much weaker wind, which is slowed down after crossing

the mountains at the center of the field. Taking a look to the wind profile of day ”1”

obtained from the mesoscale simulation (Fig. 10), we see that inside the PBL there

is a mixing between two main currents. The first, close to the ground and blowing
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Figure 12: Prediction of the wind velocity and direction at the measurement point for two sets of averaging

snapshots (cross markers: 4 snapshots set, circle marker: 8 snapshots set). The continuous line represents

the measurements. Top: day ”1”. Middle: day ”2”. Bottom: day ”3”

toward West, the other, blowing toward North-East at higher altitudes. We argue that,

in this case, the local scale solution requires a higher turbulent kinetic energy (and

viscosity), to guarantee the fulfilment of this complex boundary condition prescribed

to the velocity field at all altitudes.

4.2. Wind prediction downscaling using different RANS models on day ”1”

As explained in Sect 2.2 two different sets of simulations have been performed on

day ”1”, and will be described hereafter, which differ by the fact that buoyancy effects

are, or are not, accounted for.

In the former case, the addition of the temperature equation and the introduction of

the gravity terms in the governing PDEs is expected to improve the description of flow
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Figure 13: Turbulent kinetic energy (top row) and wind velocity (bottom row) at 800m above sea level. The

sample snapshot is relative to the 16 UTC. Left: day ”1”. Center: day ”2”. Right: day ”3”. The black lines

represent the ground elevation contour lines every 50 meters.

stratification.

We verify the differences in the results obtained for the third snapshot of day ”1”

(reference time period), defined in Sect. 3.4.2.

Fig. 14 shows a view of the wind velocity vectors over two mutually perpendicular

planes which slice the domain, passing through the measurement station, i.e. the point

flagged in Fig. 5. We notice that both modelling options are capable of preserving

throughout the inner domain the wind velocity profile prescribed by the mesoscale
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boundary conditions. However, when the buoyancy term are also accounted for in the

equations it is possible to predict a more pronounced variation of the wind direction

close to the ground, especially where the orographic profile is characterized by gorges

and valleys: see the green rectangles in Fig. 14.

It is worth underlining that a wind velocity profile featuring such a stratification and

variation of the direction along the height, which is not rare in atmospheric flows, may

be very difficult to simulate using 3D steady RANS modelling. Therefore, the present

computation also allows us to establish to which extent this standard CFD technique is

capable of coping with this particular flow pattern.

Fig. 15 shows the turbulent kinetic energy k within the first cell above the ground,

in the area surrounding the measurement station. Here, the differences between the

two different modelling options are even more pronounced. The simulation that ac-

counts for buoyancy reveals, in general, a higher production of turbulent kinetic energy

over the peaks of the mountains (Fig. 15c), and in the area located North-West of the

measurement station.

It is also possible to observe the influence of the local ground roughness on the tur-

bulent kinetic energy field. Referring to Fig. 15a, which shows the equivalent rough-

ness distribution, we expect a higher production of k due to the land coverage in the

South-East areas close to the measurement station, where some building and structures

are present, while less turbulence is expected in the North-West and far South areas.

Figure 14: Wind velocity vector field on two mutually perpendicular planes slicing the computational do-

main. The rectangle highlights the region where larger differences between the two modelling options can

be seen. Left: Not accounting for buoyancy. Right: Accounting for buoyancy.
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(a) Equivalent ground roughness.

(b) Not accounting for buoyancy. (c) Accounting for buoyancy.

Figure 15: Turbulent kinetic energy and equivalent roughness at the ground in a neighbourhood (1.5×1.5

km) of the measurement station. The black lines represent the ground elevation contour lines (every 10

meters).

We can notice this effect as a slight discontinuity between the regions with different

roughness, visible in the areas where k has a small value (Fig. 15b and Fig. 15c).

Fig. 16 shows the wind speed and direction profiles at the measurement station

and at two points located 100 m upwind and downwind along the East-West direction.

The profiles are plotted throughout the entire height of the computational domain. The

comparison among the profiles computed at the three different locations shows that

the local orography is felt within the first 200 meters of the profile, whereas almost
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identical profiles can be seen further away from the ground. Minor differences between

the profiles can also be seen depending on whether the buoyancy terms are accounted

for, or not.

The verification of the calculation is made by comparing the RANS result against

the wind speed and direction measured at the anemometer station and averaged over

the same time interval used to generate the snapshot. Table 3 compares the observed

data against the RANS simulations using the two different modelling options. The

agreement between the simulated results and the measured wind speed is fairly good.

The relative error with respect to the wind velocity is 1.59% for the simulation not

accounting for buoyancy, and 0.68% for the simulation accounting for buoyancy. The

average flow direction shows a larger discrepancy between measurements and simula-

tions. The relative error in this case is 2.53% for the first simulation and 2.86% for the

second one.

Grid point S of Fig. 8 (the WRF grid point closer to the measurement station)

has been used to examine the down-scaling in closer detail by comparing the wind

velocity profiles (magnitude and direction) obtained from the mesoscale and local scale

simulations. The three sets of simulations are compared in Fig. 17.

Differences can be seen both at low and high altitudes. Close to the ground, the

wind predicted by the two CFD simulations is characterized by a lower speed and it is

more North-bound than that predicted by WRF. The effect of the ground on the profile

appears to be stronger in the RANS computation that does not account for buoyancy.

At higher altitude we observe that in both CFD simulations the wind profile prescribed

at the boundary is not perfectly preserved, while we would expect that the mesoscale

and local scale prediction would give a very similar result in this region. In the absence

of measured data at these altitudes, we can only infer that this behaviour is related to

an overestimated mixing effect of the wind layers in the 3D field computed by RANS.

In the end, if we compare the value of k predicted by the mesoscale model at the

sampling point S (k(S)WRF = 0.29 m2/s2), with the one obtained from the RANS simu-

lations (k(S)RANS1
= 2.41 m2/s2, k(S)RANS2

= 4.49 m2/s2) we find that the local scale RANS

predicts a sensibly higher value of turbulent kinetic energy. A sudden increase of the

turbulent kinetic energy downstream of the inflow boundary was observed also in [10],
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where this effect was attributed to the inconsistency between the mesoscale and local

scale governing equations [52].

The results presented so far, along with the validation test-case reported in Ap-

pendix 1, suggest that the reliability of the CFD RANS predictions, especially at higher

altitude, deteriorates as the inflow profile departs from the theoretical one, given by

Eq. (1).
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Figure 16: Wind velocity and direction profiles at and close to the measurement station.
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Case Wind speed (m/s) Direction (◦) σV (m/s) σθ (◦)

Measurement 4.40 173.9 0.36 6.49

RANS w/o buoyancy 4.47 169.5 - -

RANS with buoyancy 4.37 168.9 - -

Table 3: Validation study: RANS calculations against measured data at the measurement station. Standard

deviation of the wind velocity σV and direction σθ is provided for the averaged data.
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Figure 17: Comparison between the wind velocity profiles (magnitude and direction) computed using the

meso-scale and the two local-scale simulations (1: w/o buoyancy; 2: accounting for buoyancy) at grid point

S.
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5. Concluding remarks

In this paper we have presented a multiscale methodology that allows to couple the

mesoscale prediction of the wind with a CFD model for turbulent flow simulations.

The combined use of these two different methodologies allows to increase the spatial

resolution of the wind forecast, averaged over a time interval of the order of a few

hours.

To make the methodology easily replicable, we rely on two different opensource

platforms for simulating the wind at the mesoscale (WRF-ARW) and local-scale (Open-

FOAM) level. Moreover, to preserve the usability of the procedure through future soft-

ware updates and releases, the approaches developed to interface the two simulation

tools rely on pre- and post-processing data structures and routines already available for

these two software suites. In particular, we propose methods for: i) time-averaging the

NWP simulation data to be used as boundary conditions for the local-scale simulation;

ii) coupling the two solvers at the boundary faces of the CFD domain; iii) accounting

for variable land use in terms of local roughness, starting from the GIS vector repre-

sentation of the land usage.

The method has been tested on a site located in southern Italy and the results of

the simulations have been verified against the anemometric data available three case

studies between 2019 and 2020. Each day is representative of a windy day in a different

season. The forecast have been averaged using two different time resolutions, verifying

how the selection of the optimal averaging period is related to the time variability of

the wind in the day. The discretizations adopted in the study have been found suitable

for most of the analyses, except for the first and last parts of day ”1”, which exhibited

strong wind variations in few hours.

The same day is also characterized by a complex shape of the planetary bound-

ary layer. This situation has been taken as reference to test two different physical-

modelling options for the local-scale simulation. These include: the standard k-ε

RANS model for incompressible flows and a variation which includes the effects of

buoyancy by accounting temperature variations. The comparison between measure-

ments and the local-scale (CFD) simulations suggests that accounting for buoyancy
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effects slightly improves the simulation fidelity, but the experimental data are only

available at 10 m above the ground, so that further validation against experimental data

is certainly required.

We conclude that the downscaling approach increases the detail of the wind pre-

diction supplied by the mesoscale model in the target area, and in particular close to

the ground, because the local-scale simulation relies of a finer spatial resolution and a

significantly higher detail in the model of the terrain geometry. However, far above the

ground RANS modelling seems to run into troubles when trying to cope with the com-

plex PBL shape supplemented as boundary condition by the mesoscale simulation.
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Appendix 1: Validation using the Askervein hill case

We tested the accuracy of the local-scale methodology by reference to a well-

established benchmark case: the so-called Askervein hill case study, which has been

used by many researchers (e.g. [10; 16]) as a validation/verification case for PBL nu-

merical simulations.

Table 4 gives the location of the site and of the measurement line. Detailed mea-

surements obtained by Taylor et al. in the framework of the Askervein hill project can

be found in [53; 54].

We used the same numerical setting, including boundary conditions and terrain

model, also used in [10]; further details are given in Tab. 5. Observe that the inlet inflow

profile has been analytically prescribed using Eq. (1) and has not been obtained from

a meso scale simulation. Table 6 provides information concerning the two different,

un-nested, computational grids that have been used for this validation exercise.

Figure 18 shows the comparison between the measured data and the RANS solu-

tions (without accounting for buoyancy effects) computed using the two different grids.

The agreement is fair and in line with similar studies reported in the literature. Apart

from the simulated turbulent kinetic energy downhill, which departs from the measure-

ments, the wind velocity components computed on the two different grids follow the

experimental trends and fall within the error uncertainty of the experiments.

Appendix 2: Land coverage application algorithm for OpenFoam

In this Appendix we give details concerning the algorithm that has been coded to

account for a variable land use, as described in Sect. 2.4.3.

We start by reading the GIS file containing the land coverage information. For each

zone the algorithm proceeds as follows: i) extract the polyline of the zone boundary on

the ground; ii) project the points on the coordinate system of the CFD domain, and on

a plane with Z < Zmin (where Zmin is the minimum ground elevation); iii) create a con-

strained Delaunay triangulation of the polyline internal area; iv) extrude the area along

the Z direction until a plane Z > Zmax (where Zmax is the maximum ground elevation

in the area); v) export the bounding surface as an STL file; vi) use topoSet to create
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Site description

Country Scotland

Latitude 57◦ 11’ N

Longitude 7◦ 22’ W

Altitude 126 m

Measurement line A

Height from ground 10 m

Orientation 43◦ (from WE line)

Origin Hill highest point

Table 4: Askervein hill project data.

Reference wind inflow

Measurement period 03/10/1983, h 14:00 – 17:00

Uref 9.11 m/s, Regular

Zref 10 m

Angle 210◦

CFD Domain and BC

Domain orientation Inflow aligned

Sizes 6 × 6 × 1 km3

Inflow Patch BC PBL model

Sides and Top Patches BC Not-permeability (slip)

Outflow Patch BC Neumann zero-gradient

Terrain Rough PBL wall function, z0 = 0.035

Table 5: Domain and boundary conditions.

an OpenFoam face zone by intersecting the ground boundary patch with the surface

of the STL file; vii) use createPatch to generate a named wall patch; viii) update

the boundary condition files with the new patch, associating to it the roughness value

z0, given by mapping the land use code saved in the GIS file with the corresponding
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Mesh 1 Mesh 2

Type Snappy hex mesh Structured mesh

N cells 9.5MLN 3.2 MLN

Min/Max DX, DY 10 m / 85 m 20 m / 80 m

Min/Max DZ, DY 0.6 m /72 m 1 m /50 m

Cells in the first 100 m 25 25

Table 6: Askervein hill simulation. Mesh 1 and Mesh 2 details.

(a) Wind-velocity component in the x direction.

(b) Wind-velocity component in the vertical direction. (c) Turbulent kinetic energy of the wind.

Figure 18: Askervein hill simulation results.

equivalent sand roughness [42].

The aforementioned procedure is automatically iterated for all the zones describing

the land use in the area.
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