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Abstract

This work analyses novel schemes for realizing topological light–matter in ultra-

cold atom and polaritonic systems. The observed phenomena can be formulated

in the language of space fibrations, homotopy, homology–cohomology duality, and

the geometry of gauge fields. The main aspects of this research work consist of:

1. Polaritonic lattice geometries in dimension D = 2 can simulate topological

insulators based on symmetry class A Hamiltonians by breaking time–reversal sym-

metry. The competing transverse electric–transverse magnetic (TE-TM) (δt) and

Zeeman splitting term (B) yield gapped phases - these are described by Grassmann

manifolds G2,6(C) and G3,6(C) with respect to the spectral–flattened Hamiltonian

on the proposed lattice geometry. Valence Bloch bundles over the Brillouin zone

are illustrated, and corresponding Chern numbers computed. We discover an in-

dex formula which relates the sum of valence band Chern numbers to the index

of the projector onto the valence band states. This finding sheds new light on the

bulk–boundary correspondence in polaritonic lattices, and allows to extrapolate

some properties of single sheet 2D Chern insulators. The formulation is supported

by careful numerical analysis of the gapped phases in the (δt,B)–space. Numerical

evidence allows us to predict C = 2–Chern insulators, which must be accompanied

by topologically protected polaritonic edge mode states.

2. Laser–assisted coupling of hyperfine levels in cold Rubidium atoms pro-

vides a platform to simulate spherical spaces which host monopoles and carry

a fibre bundle structure. Within the pseudo–spin 1 realization one finds non–
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Landau phase transitions between ground states of Chern numbers C = 2, 1, 0 -

we compute the corresponding spin texture configurations. An explanation is of-

fered based on a topology change of the total space of the bundle, since no typical

symmetry breaking occurs. Via careful combination of numerical and topological

analysis we find transitions between spaces RP 3, S3 and S2 × U(1). Furthermore,

I respond to the recent experiment of Sugawa et al. on a pseudo–spin 3/2 sys-

tem: An alternative analytical derivation of the ground state 2nd Chern number is

provided by exploiting the full symmetry of the artificial non–abelian gauge field

geometry. In fact, detailed bundle structure analysis reveals a symplectic geometry

with a connection to an instanton type bundle (S7, S4,S3).
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Chapter 1
Concepts for Simulations in ultra cold

atom systems and lattices

1.1 Basics for Topological Phase Engineering

Optical Lattices and Laser–assisted tunnelling. Optical lattices are at the core

of quantum simulations and exploring exotic condensed matter models [34] or

even gauge field theory. They consist of a large amount of (micro) dipole traps

created by interfering laser fields. The atoms are prepared by laser cooling, mag-

netic trapping and evaporative cooling techniques in order to get into the appro-

priate quantum regime. Subsequently, they can be loaded into an optical lattice

of a particular geometry. The basic principle behind the optical lattice is the fol-

lowing: a laser field E induces an atomic dipole moment p = α(ωL)E, where ωL

is the laser frequency and α the atom polarization. In this way the atom acquires

a dipole potential −p · E. Superimposed counter propagating laser beams create

a standing wave pattern with a spatially varying E–field. Averaging over time we

obtain an effective potential of the form V = −1
2
α(ωL)|E(r)|2 which can be used as

a periodic trapping potential for atoms [9]. Remarkable features of these artificial

light crystals include being free of disorder, defects and unwanted thermal effects.

By activating a resonant laser field we can induce tunnellings between neigh-

1



1.1. BASICS FOR TOPOLOGICAL PHASE ENGINEERING 2

bouring sites of the optical lattice. Consider an atom at a specific lattice site with

an internal state |A〉 and a nearest neighbour atom in a state |B〉. The (effective)

hopping amplitude |A〉 ↔ |B〉 between both sites can be shown to be of the math-

ematical form κAB = |κAB| exp(iqx), where q represents the wave vector of the

resonantly coupled laser field [46]. This is an analogue of the Peierls phase or

Peierls substitution [43]. Instead of static lattices, it is also possible to generate

dynamical ones. The scheme is known as Floquet engineering, and it is based on a

time–periodic modulation of the underlying static optical lattice [10].

Exciton–Polaritons in micro-cavities. Polaritons (exciton-polaritons) are bosonic

quasi–particles which emerge from photons and quantum well excitons entering

the strong coupling regime in semiconductor micro-cavities. As bosons they can

undergo a phase transition into a Bose-Einstein condensate (BEC). Furthermore,

they exhibit various other collective phenomena, such as lasing and superfluidity

[52, 3]. There exist some common aspects to atomic BECs - however, atomic BECs

are strongly related to thermodynamic equilibrium whereas polaritons lead to a

non-equilibrium setting due to their decay into photons and thus, short lifetime.

For the population configuration to be stable, the system must be frequently re-

stocked from a pump source. Our actual interest, however, is in nano-fabricated

polaritonic metamaterials which mimic topological insulators; those are materi-

als which behave as insulators inside the bulk, but develop edge states on their

surface as a result of the bulk-boundary correspondence. These topologically pro-

tected edge modes are insensitive to local perturbations or defects because of the

bulk topology. Long range spatial coherence [15] makes polariton condensates at-

tractive candidates for engineering landscapes of topologically non–trivial phases

compared to purely electronic systems. Several techniques for creating trapping

potentials for polariton condensates (similar to optical lattices for atoms) have

been proposed. This paves the way to novel applications in quantum simulations,

optimization and quantum devices [8, 49, 17].

In Chapter 3 we demonstrate the following
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Claim 1 The formation of topologically insulating phases in polaritonic simulators

stems mainly from the photonic component of these light–matter quasi particles. The

contributions are revealed as cross–polarized terms in the effective Hamiltonian due

to TE-TM splitting. Another competing term comes from Zeeman–splitting in the

exciton component.

1.2 Lattice systems - Elementary concepts

This section introduces some of the ubiquitous lattice configurations in the broad

area of condensed matter science. Firstly, we describe a one–dimensional poly-

acetylene lattice type. Secondly, we present 2D lattices, some of which play a

major role in the engineering of polaritonic or electronic topological insulators.

1.2.1 Structure of Lattice–Hamiltonian

The general Hamiltonian structure of a lattice system we are studying is given by

Notation 2

Ĥ =
∑
〈i,j〉

κij â
†
i âj +

∑
〈〈i,j〉〉

κij â
†
i âj + · · · , (1.1)

a†i |0〉 = |particle at site i〉 , (1.2)

in the second quantization formalism. The sum is assumed to run over nearest–

neighbour (nn) and next–nearest–neighbour pairs (nnn), denoted by 〈i, j〉 and 〈〈i, j〉〉,

respectively. â†i and âj represent the creation and annihilation operators of parti-

cles1 at sites i and j, respectively. |0〉 is a generic vacuum state. Note that in this

general notation we suppress other properties of the particles (polarization, spin

etc.) which might be present in principle. We refer to the matrix elements κij2

1The formalism applies to various contexts: quasi-particles, atoms, polaritons etc.
2It can be written as a space integral of overlapping orbitals for two neighbouring sites i, j.

κij = 〈i| V̂ |j〉 =
∫ ∫

φ∗i (x)V (x, y)φj(y) dx dy.
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as hopping amplitudes and specify them later on. A plethora of lattice Hamilto-

nians has been designed for both Bose and Fermi gases in various contexts [34],

some even reveal the phenomenon of fermion fractionalization [46]. The above

Hamiltonian can be naturally generalized, including on–site terms Uiâ
†
i âi etc.

1.2.2 Su Schrieffer Heeger (SSH) Lattice realizations

We first review the SSH model and describe some modifications thereof. At the

same time we present relevant concepts that form the theoretical basis of topolog-

ical insulators.

Standard SSH model

Example 3 (Su-Schrieffer-Heeger (SSH)-Hamiltonian) An example of a one – di-

mensional lattice system with N unit cells is the SSH model which has the following

Hamiltonian

ĤSSH =
N∑
i=1

υâ†i,Aâi,B +
N−1∑
i=1

wâ†i+1,Aâi,B + h.c., υ, w ∈ R, (1.3)

where the index i refers to the lattice unit cell and A,B to the sublattices. The model

has been proposed to describe the hopping of non-interacting spin-polarized electrons

on a one-dimensional lattice, e.g. polyacetylene.

Figure 1.1: SSH lattice with alternating hopping amplitudes υ, w (thick, undotted;

thin, dotted) and N=6 unit cells (the 2nd unit cell is shown circled). The lattice

sites belonging to sublattice A(B) are coloured with blue(red), respectively.
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Making use of the (second) quantization formalism we can rewrite the Hamilto-

nian of the open SSH chain

ĤSSH,chain = υ
N∑
i=1

|i, A〉 〈i, B|+ w

N−1∑
i=1

|i+ 1, A〉 〈i, B|+ h.c., (1.4)

|i, A〉 = |i〉 ⊗ |A〉 ∈ Hext ⊗ Hint, (1.5)

such that the states are elements of the tensor product of two Hilbert spaces (one

called external and the other internal). Regarding the dimensions, we see that

dimHext = N , dimHint = 2 and therefore, dim(Hext ⊗ Hint) = 2N .

|i, A〉 〈i, B|+ |i, B〉 〈i, A| = |i〉 ⊗ |A〉 〈i| ⊗ 〈B|+ |i〉 ⊗ |B〉 〈i| ⊗ 〈A| (1.6)

= |i〉 〈i| ⊗
(
|A〉 〈B|+ |B〉 〈A|

)
(1.7)

= |i〉 〈i| ⊗ σ̂x (1.8)

For the last step we use the algebraic relation

|A〉 〈B|+ |B〉 〈A| =

0 1

1 0

 = σ̂x. (1.9)

|i+ 1, B〉 〈i, A|+ |i, A〉 〈i+ 1, B| = |i+ 1〉 ⊗ |B〉 〈i| ⊗ 〈A| (1.10)

+ |i〉 ⊗ |A〉 〈i+ 1| ⊗ 〈B| (1.11)

= |i+ 1〉 〈i| ⊗ |B〉 〈A|+ h.c. (1.12)

= |i+ 1〉 〈i| ⊗
(
σ̂x − iσ̂y

2

)
+ h.c. (1.13)

Last line follows because we have the representation

|B〉 〈A| =

0 0

1 0

 =
1

2
(σ̂x − iσ̂y). (1.14)

Rewriting the Hamiltonian in this form enables us to read off some relevant prop-

erties and proceed with diagonalisation.

ĤSSH,chain = υ
N∑
i=1

|i〉 〈i| ⊗ σ̂x + w
N−1∑
i=1

|i+ 1〉 〈i| ⊗
(
σ̂x − iσ̂y

2

)
+ h.c. (1.15)
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There exists an operator Γ̂ which reflects the sublattice symmetry (SL) or chi-

ral symmetry of the SSH model. It follows from the anticommutation – relation

{σ̂i, σ̂z} = 0 that

Γ̂ = 1̂N ⊗ σ̂z, {ĤSSH,chain, Γ̂} = 0. (1.16)

Since Γ̂2 = 1̂2N this group can be identified with Z2 - the operator Γ̂ is a unitary

representation of Z2.

Modification - SSH ring model

The above system has two open ends since no boundary conditions have been im-

posed so far. Usually one introduces periodic boundary conditions on theoretical

grounds, i.e. one considers the construction in the thermodynamic limit N → ∞.

It is mathematically correct to say that in the thermodynamic limit the system will

be independent of the definition of the edges, and one is then allowed to impose

periodic boundary conditions which are equivalent to a system in a ring form.

Claim 4 The bulk physics of the open SSH chain in the thermodynamic limit N →∞

and that of the finite closed SSH ring are equivalent.

The construction amounts to the following Hamiltonian

ĤSSH,ring = υ

N∑
i=1

|i, A〉 〈i, B|+ w

N−1∑
i=1

|i+ 1, A〉 〈i, B|+ w |1, A〉 〈N,B|+ h.c. (1.17)

This new Hamiltonian 1.17 has a further symmetry:

Proposition 5 The symmetry group of the realized SSH ring is a direct product of

the form

Z/NZ× Z2. (1.18)

The first factor refers to the external cyclic symmetry and the second factor describes

the internal chiral symmetry. The full group is realized through a unitary represen-

tation

T̂ ⊗ γ̂ : Z/NZ× Z2 → U(Hext ⊗ Hint), (1.19)

(T̂ ⊗ γ̂)(s, i) = T̂ (s)⊗ σ̂i−1
z � (1.20)
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More information can be found in appendix A of this work.

Momentum Space Hamiltonian

The underlying external symmetry group Z/NZ allows the Hamiltonian to be

Fourier transformed into momentum space. The resulting Hamiltonian Ĥ(k) for

the constructed ring is (see appendix A)

Ĥ(k) =

 0 υ + we−ik

υ + weik 0

 . (1.21)

The eigenvalues and hence the dispersion relations are given by

E1/2(k) = ±|υ + we−ik| = ±
√
υ2 + w2 + 2υw cos(k), k ∈ [−π, π]. (1.22)

For a staggered hopping amplitude configuration (υ 6= w) the energy gap is ∆ =

|υ − w| 6= 0, and we have the condition for an insulator. Non-staggered hopping

(υ = w) leads to ∆ = 0 which describes a metal-like phase. Also note, that on the

level of the momentum Hamiltonian we can simply read off several symmetries,

next to SLS: for instance, time–reversal symmetry of the SSH model is reflected

through Ĥ∗(k) = Ĥ(−k).

Main topological properties

The momentum space Hamiltonian of the two–band SSH model is given by

Ĥ(k) = d0(k)1̂2 + d(k)σ (1.23)

where σ = (σ1, σ2, σ3) consists of Pauli-matrices. For our case we have from Eq.

(1.21)

d0(k) = 0, d(k) = (υ + w cos(k), w sin(k), 0). (1.24)

The condition for an insulator (υ 6= w) restricts the map to d : BZ → R2 − {0}

with the Brillouin zone homeomorphism BZ ≈ [−π, π]/R ≈ S1. The maps can be

classified through homotopy classes

{S1,R2 − {0}} = π1(R2 − {0}) = π1(S1) = Z. (1.25)
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Thus, insulating topological phases will be characterized by integers. In fact,

we shall see that just two possible numbers occur - so, we have two topologi-

cally distinct phases. The property can be understood in terms of the homology–

cohomology duality (see Chapter 2 for details).

Coupled double ring system. Advancing the idea of ring–like SSH models may

lead to the following constructions:

(a) Two coupled alternating SSH legs (b) Coupled concentric ring (above)

and alternating leg geometry (below)

Figure 1.2: Proposals of lattice profiles consisting of two SSH legs. The systems

may be realized via utilizing some ultracold atom scheme. Atoms are arranged on

lattice sites with alternating tunneling amplitudes t1, t2 and inter–leg coupling c.

1.2.3 Prominent Lattices and Brillouin Zone–Topology

Before embarking on the detailed study of topological band structures in Chapter

3, we offer some examples of lattice graphs which go slightly beyond the stan-

dard square, triangular or hexagonal configurations in two dimensions. Hamil-

tonians which are constructed on periodic 2D lattices, as in Figure 1.3, share a

crystallographic feature: There exists a 2D Bravais type lattice Λ = {R(m,n) :=

ma1 + na2|(m,n) ∈ Z2} such that unit cells can be translated by elements of Λ

while leaving the lattice geometry invariant. In practice (m,n) denotes the unit
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cells and a1/a2 are the primitive lattice vectors generating Λ. These crystallo-

graphic concepts can be extended to higher dimensions.

(a) Lieb Lattice

(b) Ruby Lattice (c) Kagome Lattice

Figure 1.3: Snapshots of prominent lattice structures hosting topological features.

Lattice sites are depicted by blue dots and the links between them indicate non–

vanishing hopping amplitudes. In all three cases, one can define a non–trivial

unit cell which consists of multiple levels. Consequently, this property creates a

multiple band structure over the momentum space.

Methods - Fourier Spectroscopy. Let Ĥ be a Hamiltonian (1.1) which is based

on a periodic 2D lattice, e.g. as in Figure 1.3. It acts on the Hilbert space

Hext ⊗ Hint, where Hext refers to the external space of the underlying lattice struc-

ture and Hint is the space of internal degrees of freedom (spin, polarization),

respectively. Translational invariance allows for a Fourier transformation |k〉 =

1√
N

∑
(m,n)∈Z2 eik·R(m,n) |(m,n)〉 with |(m,n)〉 ∈ Hext. By this procedure we obtain a

map k → Ĥ(k) = 〈k| Ĥ |k〉 from the momentum space into the parameter space

MH of the Hamiltonian. In the single–particle picture, the parameter spaceMH

is determined by the behaviour of the system under time–reversal (TR), particle–
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hole (PH) and sublattice (SL) symmetry. All possibilities forMH have been classi-

fied by Altland and Zirnbauer, as in table C.1. Moreover, periodicity implies the ex-

istence of a 2D reciprocal lattice Λ∗ on the (quasi–)momentum space such that in-

variance under mappings k→ k+Q with Q ∈ Λ∗ is guaranteed; Ĥ(k+Q) = Ĥ(k).

We identify a fundamental region of the momentum space, called the Brillouin

zone (BZ), from which the whole plane can be reconstructed by action of the lat-

tice Λ∗. On a formal level one defines the action Λ∗ × R2 → R2, (Q, k) 7→ k + Q,

where Λ∗ operates as the finitely generated abelian group Z2 on the momentum

space. One can demonstrate that physically relevant topology is encoded in the

maps we have just generically described, i.e.

BZ →MH , k 7→ Ĥ(k), (1.26)

whereMH is one of the coset spaces in C.1.

The Lieb, Kagome and Ruby Lattice. We point out the most remarkable fea-

tures of the 2-D lattices in Figure 1.3 with respect to itinerant electrons. Con-

sidering a tight–binding model of the lattices, which is basically a Hamiltonian

(1.1) including only (nn)–terms, we get the following pictures: 1) The electronic

Lieb lattice resembles a band structure with 2 conic bands touching the third flat

band situated in the middle of the spectrum [57]. 2) The picture of the electronic

Kagome lattice bands is similar to Figure 3.4 b), however with striking differ-

ences to a polaritonic system [19]. 3) The ruby lattice shows a more complex

picture of 6 bands in total [24], where various hopping parameter implementa-

tions have been studied. All three examples share a common property of the gap

opening mechanism: Introducing spin-orbit (SO) induced (nnn)–coupling of the

form it
∑
〈〈i,j〉〉αβ(e1

ij × e2
ij)â

†
iασαβâjβ allows for a gap opening in the spectrum and

drives the system into an insulating phase. Since these spin–orbit couplings pre-

serve time–reversal symmetry T̂ , we must have T̂ 2 = −1 for fermions. This limits

available options for coset spaces of the Hamiltonians according to the Altland–

Zirnbauer table. Hence, one expects to find Z2–valued insulating phases in D = 2,
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as has been indeed confirmed in the above cases. In contrast, specific arrange-

ments of polaritonic systems provide a platform for breaking time reversal sym-

metry (TRS) in two dimensions, and thereby engineering Chern insulators.

Topological Analysis

Brillouin zone BZ. The action Λ∗ × R2 → R2 on the momentum space yields

BZ = R2/Λ∗ ∼= T2 for the Brillouin zone via identification. All 2D periodic (trans-

lational invariant) lattices Λ yield the same result and, BZ will have torus topol-

ogy, Figure 1.5 b). The maps of investigation are therefore f : T2 → M. The

induced maps on the level of homology and cohomology are given by

f∗ : Hk(T2;R)→ Hk(M;R), (1.27)

f ∗ : Hk(M;R)→ Hk(T2;R). (1.28)

Hk, Hk denote the homology and cohomology groups of the spaces, respectively.

f∗, f ∗ are the corresponding (dual) homomorphisms between the groups. f ∗ is of

the pullback map type. The isomorphism Hk(M;R) ∼= Hk(M;R) is guaranteed

if the coset space M is compact. Computation of homology groups is facilitated

provided that the space admits a cell decomposition (CW–complex). In particular,

we calculate first over Z: H2(T2;Z) = Z, H1(T2;Z) = Z ⊕ Z. One can then just

replace Z by R.

Implications. The map k→ Ĥ(k) implies another relevant point: if the space

M has a fibre bundle, then one can construct a fibre bundle over T2 with the same

fibres; this is known as a Bloch bundle. This follows from a general result: Let

f : N → M be a map between manifolds and assume M admits a fibre bundle

structure (E, π,M, F ), π : E →M, then there exists a pull back bundle f •E over

N , which has the same fibre F (Steenrod [51, 25]).



1.2. LATTICE SYSTEMS - ELEMENTARY CONCEPTS 12

f •E
pr2 - E

N

pr1

?
f -M

π

?

Figure 1.4: Induction of a pullback bundle f •E over N from f : N → M. The

diagram is commutative, π ◦ pr2 = f ◦ pr1.

If we have two homotopic maps f ∼ g : N → M, then the induced bundles

f •E and g•E will be equivalent [51]. We can combine this statement with a result

about cell complexes [59]: IfM,N are manifolds which admit a cell decomposi-

tion and f : M→ N is a map, then there exists a homotopic cellular map g such

that

f ∼ g : M→N , g(Xn) ⊆ Y n, (1.29)

where Xn, Y n are n-skeletons - these are unions of cells3 up to dimension n, e.g.

Xn =
⋃

{e| dim e≤n}
e. (1.30)

Note that X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xn. This facilitates the understanding of

Bloch bundles to some extent since f needs to be described up to homotopy. An

illustration is given by the following

Example 6 (T2 → S2 = CP 1) The torus T2 = S1 × S1 has the cell decomposition:

one 0-cell e0, two 1-cells
{
e1

1 = e0 × e1, e1
2 = e1 × e0

}
and one 2-cell e2 = e1 × e1. S2

has an even simpler decomposition: one 0-cell c0 and one 2-cell c2. By the previous

discussion f : T2 → S2 is homotopic to a cellular map, and we must have

f(e0) = c0, f(e1
1) = f(e1

2) = c0.

3A cell en is homeomorphic to Rn and to an open n–ball; en ≈ Rn ≈ D◦n.
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The decision whether f is topologically trivial or not depends on f(e2). If f(e2) = c0,

then it is definitely a trivial map. However, non–trivial mappings arise if not all

points of the 2-cell of the torus are mapped onto the 0-cell of the sphere.

Assume we have an (abelian) Berry curvature F ∈ u(1)⊗Ω2(M) assigned to some

eigenstate over M and derived from a (synthetic) gauge field A (see Chapter 2

and appendix B for details). The equation of motion for the gauge field A is

dF = 0, since F = dA (locally) and then dF = d2A ≡ 0 follows. So, F is a closed

2-form, i.e. [F ] ∈ H2(M). Note that F = dA has to be read as a local equation

and does not generally apply as a global condition onM. Thus, the cohomology

class [F ] is non–zero and this has various topologically non–trivial effects, such as

non–vanishing Chern numbers which are strong indicators of topological phases

of light–matter. The pullback map in (1.28) gives a Berry curvature f ∗F which is

associated with the Bloch bundle over T2 (Brillouin zone), and f ∗[F ] ∈ H2(T2).

Since H2(T2;R) = R this curvature is generally non–trivial, but can turn out to be

trivial, if f is null–homotopic.

Other topologies. Can a 2D Brillouin zone have another topology than T2? First

of all, one should refer to such topologies as non–standard or atypical. Recall that

T2 has been obtained by a map R2 → R2/Λ∗ ∼= T2, where Λ∗ is a discrete (trans-

lational) subgroup of the full euclidean group E(2), Λ∗ < E(2). The extension of

the idea is to take other non–trivial discrete subgroups G of E(2) which provide

us with an action G × R2 → R2. This construction yields a specific tessellation of

the plane. The search condition for G is that the orbit space R2/G should be com-

pact, and G is called a plane–crystallographic group [14]. Hence, together with

the projection π : R2 → R2/G, the space R2/G becomes a compact, connected

2D–manifold.

Now, combinatorial topology provides the following classification: A compact,

connected and closed 2–dimensional manifold S with genus g ≥ 1 is the connected
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sum of either tori T2 or projective planes P2 (see [38] for a proof),

S ∼=


T2# · · ·#T2 if orientable,

P2# · · ·#P2 if non–orientable.
(1.31)

(a) T2#T2 (b) T2

Figure 1.5: Two examples of oriented, compact, connected 2-manifolds. The Bril-

louin zone BZ of a translational invariant two–dimensional crystal lattice is T2 in

Fig. (b). Fig. a) shows an oriented genus 2 surface.

Gedankenexperiment : Let Hamiltonian Ĥ be invariant under a plane crystallo-

graphic group G such that R2/G is non–orientable, for instance a projective plane

P2 or Klein bottle P2#P2. The underlying lattice can be thought to be generated

by glide reflections, or similar group elements which are not discrete translations.

Consider the abelian Berry curvature [F ] ∈ H2(M), where M describes a coset

space of the Hamiltonian, as in C.1. Due to G–symmetry the Hamiltonian must

be already uniquely determined on the fundamental region R2/G (atypical BZ).

As an example assume R2/G ∼= P2. Then, the corresponding map f : P2 → M,

f : k 7→ Ĥ(k) provides on the cohomological part f ∗ : H2(M) → H2(P2). Here,

we note that H2(P2;R) = 0, as a consequence of being a non–orientable surface.

Hence, f ∗F must be globally trivial, i.e. f ∗F = dA on all P2, and consequently

all (first) Chern numbers C vanish: C = 1
2π

∫
P2 f

∗F = 1
2π

∫
P2 dA = 0. The topology

of the band structure appears to be trivial, since a global potential exists. This

extends to all non–orientable surfaces, in particular to the Klein bottle P2#P2.



Chapter 2
Berry Structures

For the analysis of topological effects we shall encounter, it is crucial to understand

concepts like Berry phases, connections and curvatures.

2.1 Numerical Approach

First of all, we take a numerical approach for the derivation as it will make it feasi-

ble to apply the methods in more complex contexts and implement them as codes,

if necessary. For complex systems, it is almost inevitable to have a corresponding

approximation on a grid.

2.1.1 Abelian Berry Phase

The discovery of the Berry phase [6, 7] showed that the standard, i.e. initially for-

mulated, adiabatic theorem of quantum theory was incomplete in a sense: During

an adiabatic cyclic evolution a quantum state can acquire a geometrical phase,

along with its usual dynamical phase factor. It turns out that this geometrical

phase, today known as Berry phase, is non–integrable and depends on the path

traced out in the parameter space.

Let |Ψ1〉, |Ψ2〉 be some non–orthogonal states, then

〈Ψ1|Ψ2〉 = | 〈Ψ1|Ψ2〉 |e−iγ12 (2.1)

15
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where γ12 = − arg 〈Ψ1|Ψ2〉 is the relative phase of the states. A gauge transforma-

tion

|Ψk〉 −→ eiαk |Ψk〉 (2.2)

yields a shift of the relative phase

− γ12 −→ −γ12 + α2 − α1. (2.3)

Therefore, the relative phase of two states is not a potential candidate for an

observable - simply because it is not a gauge invariant. Consider now N states

|Ψi〉 ∈ Hi (dimHi = 1∀i) arranged on a grid configuration and take a loop C which

connects them. This is possible whenever we can assign copies of the same Hilbert

space to each node of the lattice.

Ψ1

Ψ2 Ψ3

Ψ4 Ψ5

Ψ6 Ψ7 Ψ8

Ψ9

Ψ10Ψ11Ψ12

Ψ13Ψ14

Figure 2.1: Construction of a Berry phase. A sample loop C which connects states

on a grid configuration.

Definition 7 The discrete version of a Berry phase corresponding to the loop C may

be given by

γC = − arg
(
〈Ψ1|Ψ2〉 〈Ψ2|Ψ3〉 · · · 〈ΨN |Ψ1〉

)
, N ≥ 3. (2.4)

This can be also written as γC = γ12 + γ23 + · · ·+ γN1 mod 2π (see Figure 2.1).
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Proposition 8 γC is gauge invariant and hence an observable. An equivalent repre-

sentation is

γC = − arg Tr

 N∏
i=1

(|Ψi〉 〈Ψi|

 . (2.5)

Proof. Consider H as a separable Hilbert space with an orthonormal basis {|m〉}.

Define the operator Ô =
∏N

i=1(|Ψi〉 〈Ψi|) with corresponding states |Ψi〉 over the

grid, then

Tr(Ô) =
∑
m

〈m| Ô |m〉 =
∑
m

〈m|Ψ1〉 〈Ψ1|Ψ2〉 · · · 〈ΨN |m〉

= 〈Ψ1|Ψ2〉 〈Ψ2|Ψ3〉 · · · 〈ΨN |Ψ1〉

= |A| exp

−i∑
k=1

γk,k+1

,
where

∑
m |m〉 〈m| = 1̂ has been used, and |A| is the product modulus. This entity

is represented as the trace of an operator, hence it must be gauge invariant.

Note that we have assigned one–dimensional projectors P̂i = |Ψi〉 〈Ψi| to each

lattice site i, making use of an eigenstate of the Hamiltonian. We will see that

in this case we are led to an abelian Berry phase. However, these ideas can be

developed further, yielding the construction of a non–abelian Berry connection

and related concepts.

This enables us to introduce plaquettes which form a grid over some orientable

surface S. Since each plaquette can be thought as a sufficiently small rectangle

with coordinates (n,m), (n+1,m), (n+1,m+1), (n,m+1), we can define a phase

sum around the boundary of each plaquette by

Γnm := γ(n,m),(n+1,m) + γ(n+1,m),(n+1,m+1) + γ(n+1,m+1),(n,m+1) + γ(n,m+1),(n,m), (2.6)

where γij represent the usual relative phases. From this, we may compute the

previously defined Berry phase or, equivalently, the flux through the rectangle,

denoted by Ωnm, by observing that

Ωnm = − arg
(
e−iΓnm

)
(2.7)
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holds. Let us now take the product over pairs (n,m) of grid point coordinates:∏
n,m

e−iΩnm = e−i
∑
n,m Ωnm = ei

∑
n,m arg(e−iΓnm) (2.8)

= ei
∑
n,m(−Γnm). (2.9)

With the relation γ∂S =
∑

n,m Γnm we obtain

e−i
∑
n

∑
m Ωnm = e−iγ∂S . (2.10)

Here, γ∂S is the phase acquired by moving around the boundary ∂S of the surface

S. The reason for that is of topological origin: Phase contributions γij from interior

edges of neighbouring rectangles cancel each other due to opposite orientations.

Thus, only the boundary contribution remains. This proves

Corollary 9 (∑
n

∑
m

Ωnm − γ∂S

)
∈ 2πZ. (2.11)

The (first) Chern number

It is possible to define the Chern number by a formal introduction of characteristic

forms and classes from differential topology [37]. Although this program might

be beneficial from the point of view of mathematical elegance, we take here an

alternative numerical approach. Assume we have a closed surface S, in particular

∂S = ∅. Then γ∂S = 0 and the previous corollary yields
∑

n,m Ωnm ∈ 2πZ. This

allows us to define a topological number

Definition 10 (Chern number) The Chern number is given by

C :=
1

2π

∑
n,m

Ωnm, (2.12)

where the flux Ωnm is defined via Eq. (2.7) and the sum runs over the whole grid

covering the closed surface.

Crucial properties, which immediately follow from the definition, are:
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• C is gauge–invariant (observable).

• C is a topological invariant (insensitive to homeomorphisms and even homo-

topic deformations).

• C ∈ Z.

The theoretical description leads to an efficient algorithm for the computation of

the Chern number.

Algorithm 11 (CHN-AL)

1. Define a grid (i, j) on the surface S; i, j = 1, · · · , N .

2. For each node, solve the eigenvalue equation Ĥ(i, j) |Ψn(i, j)〉 = En(i, j) |Ψn(i, j)〉

with non–degenerate En(i, j), and store eigenstates |Ψn(i, j)〉 in an array.

3. For each square extract the 4 phases between the nearest neighbour eigenstates,

e.g. γ(i,j),(i+1,j) = − arg(〈Ψn(i, j)|Ψn(i+ 1, j)〉). Subsequently, build the sum

Γij as in (2.6) and compute Ω
(n)
ij = − arg(exp(−iΓij)).

4. Sum all fluxes Ω
(n)
ij through the (N − 1)2 squares to obtain the Chern number

C(n) = 1
2π

∑
ij Ω

(n)
ij which corresponds to the nth level.

This can be efficiently coded in Python with its numerical library for operating with

high–dimensional arrays1. The results of Fukui et al. confirm the fast convergence

of this method, even for a coarse discretization of the underlying space [18].

2.1.2 Berry connection and curvature

Analysis of Berry’s connection

Assume the underlying parameter space, e.g. through generation of synthetic

dimensions, is a manifoldM of dimension n. The parametrization onM shall be

given by R = (R1, . . . , Rn) ∈ Rn, and Hilbert states are denoted by Ψ(R). In a more

1Codes have been written by the author.
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rigorous fashion the parametrization is constructed through an atlas {(Ui, ϕi)} of

the differentiable manifold2 [33]; then U 3 p 7→ ϕ(p) ∈ Rn. A deviation by

∆R ∈ ϕ(U) leads to a phase change given by the relation

e−i∆γ =
〈Ψ(R)|Ψ(R + ∆R)〉
| 〈Ψ(R)|Ψ(R + ∆R)〉 |

. (2.13)

We expand the above expression in terms of Taylor’s formula and compute up to

second order

− i∆γ = 〈Ψ(R)|∇RΨ(R)〉 |R+ς∆R∆R +O((∆R)2). (2.14)

Under the assumption of non–degeneracy of the states we define an entity in the

limit ∆R→ 0 which precisely describes the phase change acquired (Berry connec-

tion).

Definition 12 (Gauge field/Berry connection) The so called gauge or Berry connec-

tion is given by

A(R) = i 〈Ψ(R)|∇RΨ(R)〉 . (2.15)

We test the results by probing them with (local) U(1) gauge transformations

|Ψ(R)〉 −→ eiα(R) |Ψ(R)〉 =: |Ψ′(R)〉 (2.16)

∇R |Ψ(R)〉 −→ ∇R

(
eiα(R) |Ψ(R)〉

)
=ieiα(R)(∇Rα(R)) |Ψ(R)〉+ eiα(R)∇R |Ψ(R)〉

(2.17)

Hence, for the gauge transformed connection we compute

A′(R) =i 〈Ψ′(R)|∇RΨ′(R)〉 (2.18)

= i
(
i∇Rα(R) 〈Ψ(R)|Ψ(R)〉+ 〈Ψ(R)|∇RΨ(R)〉

)
(2.19)

= −∇Rα(R) +A(R) (2.20)

2Most of the physical examples carry a differentiable structure and can be considered as differ-

entiable manifolds. The atlas consists of charts Ui coveringM and homeomorphisms ϕi : Ui → Rn.

For overlapping charts Ui ∩ Uj 6= ∅ the diffeomorphic maps ϕj ◦ ϕ−1
i : ϕi(Ui ∩ Uj) → ϕj(Ui ∩ Uj)

belong to the C∞–class. However, for some cases a Cm–class would be sufficient [33].
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Altogether, we get formulas similar to transformations in quantum electrodynam-

ics (QED), which is known to be a U(1)–gauge theory:

|Ψ(R)〉 −→ eiα(R) |Ψ(R)〉 (2.21)

A(R) −→ A(R)−∇Rα(R) (2.22)

Proceeding with the construction and by parametrization of a smooth loop C in

the manifold, we can write for the Berry phase according to our previous results

γC = − arg
(
e−i

∑N
k=1 γk,k+1

)
+R, (2.23)

where the first sum on the RHS represents a term corresponding to a polygonal

approximation of the curve C, the second term R is the truncation or approxima-

tion error. By considering finer subdivisions and taking the limit N → ∞ at the

end of the calculation, we observe that R → 0 and

γC = − arg
(
e−i

∮
C A(R) dR

)
. (2.24)

The gauge invariance is obviously preserved in this limit.

Remark 13 There exist specific cases where the Berry phase vanishes identically; i.e.

for dimension one or zero. In any case, we will be considering systems with n ≥ 2.

So, the Berry phases will have a potential effect as we shall see in due course.

Berry curvature as a two-form

We can regard A(R)dR as an one–form A = Aµ(R)dRµ.3 The generalized theorem

of Stokes implies for a 2–chain σ ∫
∂σ

A =

∫
σ

dA, (2.25)

where dA denotes the exterior differential of A.

dA = ∂νAµ(R)dRν ∧ dRµ =
1

2
(∂νAµ(R)dRν ∧ dRµ + ∂µAν(R)dRµ ∧ dRν) (2.26)

3This is the Einstein summation convention.
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Taking advantage of the antisymmetry dRµ ∧ dRν = −dRν ∧ dRµ of the wedge

algebra we obtain

dA =
1

2

(
∂νAµ(R)− ∂µAν(R)

)︸ ︷︷ ︸
Fνµ

dRν ∧ dRµ = F . (2.27)

dA is interpreted as the (Berry) curvature 2–form F with components Fνµ. In

analogy to the numerical treatment of the preceding section we are in the position

to transfer the ideas on Chern numbers: Consider a two–dimensional submanifold

S (closed surface) ofM, then we have

C =
1

2π

∫
S
F ∈ Z. (2.28)

By varying the parameters accordingly in the parameter space, we trace out a

cycle, which is the boundary ∂σ of a 2–chain σ (surface). Then, the accumulated

Berry phase is predicted to be

γ∂σ =

∮
∂σ

A(R) dR = i

∮
∂σ

〈Ψ(R)|∇RΨ(R)〉 dR =

∫
σ

F . (2.29)

The Chern number can be regarded as a measure for the global obstruction of a

fibres bundle from a trivial one.

Time Evolution of states

Eigenstates are computed from Ĥ(R(t)) |n; R(t)〉 = En(R(t)) |n; R(t)〉, where we

have |n; R(t)〉 ∈ HEn (adiabatic condition) and eigenvalues are non–degenerate.

The solution of the time–dependent Schrödinger equation i ∂
∂t
|Ψ(t)〉 = Ĥ(R(t)) |Ψ(t)〉

can be formally written as

|Ψ(t)〉 = e−i
∫ t
0 En(R(s)) dseiγn(t) |n; R(t)〉 . (2.30)

The initial condition is |Ψ(0)〉 = |n; R(0)〉. A path Γ: [0, t] → M from R(0) to

R(t) implies the evolution |n; R(0)〉 → |n; R(t)〉, but the state now acquires next

to the usual dynamical phase (first factor on the RHS (2.30)) also a geometri-

cal phase (2nd factor on the RHS). A self–consistent solution requires γn(t) =

i
∫ t

0
〈n; R(s)| ∂

∂s
|n; R(s)〉 ds (Berry phase). Non–adiabatic evolutions lead to the

generalized Aharonov–Anandan phase [1].
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2.1.3 Non–abelian Berry phase and U(n)–fibres

Wilczek and Zee were the first to notice the appearance of gauge structures in

simple (quantum) dynamical systems [60]. We focus on adiabatic evolutions, as in

Figure 2.1, however, now for a degenerate spectrum of the Hamiltonian. This will

explain the emergence of non–abelian, e.g. U(n)–fibres, and provide the backbone

for engineering and simulating non–trivial bundles in cold atomic and condensed

matter systems.

Spectral decomposition and action of U(n)

Let Ĥ(R) be a finite–dimensional Hamiltonian, {E(R)} the set of its eigenvalues

and HE the corresponding eigen–spaces, such that the full Hilbert space can be

written as

H =
⊕
E

HE
∼= HE1 ⊕ · · · ⊕ HEs , (2.31)

according to the spectral decomposition of the Hamiltonian.

For the following analysis, we focus on one of the subspaces with some energy

E and assume that dimHE = n, which, in other words, is an n-fold degeneracy (n

finite and n > 1). Then, we prepare the system in a state belonging to HE. During

an adiabatic evolution on the manifold the dimension of this subspace remains

constant, i.e. dimHE(Ri) = dimHE(Rj) for any two connected points Ri,Rj. A

convenient basis BHE is given by the eigenvectors |Ψa(i)〉 , a = 1, . . . , n, where i

refers to the lattice site or, equivalently, Ri. However, we notice immediately that

there exists some arbitrariness in this selection, since any unitary rotated basis will

do the same job. These local gauge transformations are given by

|Ψa(i)〉 −→ |Ψ′a(i)〉 := U(i) |Ψa(i)〉 =
n∑
b=1

Uba(i) |Ψb(i)〉 , (2.32)

the n× n–matrix U(i) := (Uab(i)) describes a local U(n)–transformation.

In this way, we see how the action of the Lie Group U(n) comes into play, giv-

ing rise to U(n)–fibres of the bundle. The crucial point is how the total space P



2.1. NUMERICAL APPROACH 24

of the bundle can be reconstructed from this information. The base space B can

be seen as a connected component M of the full parameter space of the Hamil-

tonian and the fibres are given by U(n) at each of the points of the manifoldM.

One possibility for P would be the trivial bundle M× U(n) with data structure

(M× U(n), pr1,M, U(n)), pr1 : M× U(n) → M. But, in principle there might

exist non–trivial fibre bundles (P, π,M, U(n)), π : P → M, with the same base

space M and fibre U(n), but inequivalent total space, i.e. P 6= M× U(n). To

some extent this information is encoded in the Chern number. More generally, it

can be demonstrated that so called characteristic classes can distinguish between

the different twisting of the bundles. Famous candidates are given by the Chern

classes; see [37, 39] for details.

Wilson line, Wilson loop and gauge connection

We develop a construction of Wilson structures for tunable Hamilton operators

with a degenerate spectrum. The projector onto the eigenspace HEn and the site i

is constructed via

P̂i =
n∑
a=1

|Ψa(i)〉 〈Ψa(i)| , (2.33)

and the gauge transformation of the projector is written as

P̂′i = U(i)P̂iU(i)†, U(i) ∈ U(n). (2.34)

Useful properties are P̂†i P̂i = P̂iP̂†i = P̂i and P̂†i = P̂i. Now, consider some path Γ in

M which connects the points i = 1, . . . ,M of the lattice 2.1 in the corresponding

order under the adiabatic condition, and define the concatenated operator

P̂(Γ) := P̂M ◦ P̂M−1 ◦ · · · ◦ P̂2 ◦ P̂1 = P̂M P̂M−1 · · · P̂2P̂1

=
n∑

aM=1

n∑
aM−1=1

· · ·
n∑

a1=1

〈ΨaM (M)|ΨaM−1
(M − 1)〉 · · · 〈Ψa2(2)|Ψa1(1)〉

× |ΨaM (M)〉 〈Ψa1(1)| .

(2.35)
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This operator does not share properties of the projectors (2.33), and, it is not

unitary. The derived discrete version of a gauge transformation rule for P̂(Γ) is

P̂(Γ) −→ P̂(Γ)′ = (U(M)P̂MU(M)†)(U(M − 1)P̂M−1U(M − 1)†) · · ·

× (U(2)P̂2U(2)†)(U(1)P̂1U(1)†).
(2.36)

Definition 14 Let Ŵ(Γ) be the n× n-matrix with entries given by

Wab(Γ) := 〈Ψa(M)| P̂(Γ) |Ψb(1)〉 , (2.37)

Γ describes the path connecting the sites 1, . . . ,M in the assigned order.

The overlaps 〈Ψak(k)|Ψal(l)〉 of states between neighbouring lattice sites k and

l, as in (2.35), give rise to a gauge connection. From now on, we will focus

on manifolds rather than discrete lattices (lattice sites constructed so far shall be

regarded as auxiliary constructions on the grid). Re-writing the expression for a

differentiable manifold, the overlaps are computed with Taylor’s formula

〈Ψa(R + ∆R)|Ψb(R)〉 = δab + 〈∇RΨa(R)|Ψb(R)〉 |R+ς∆R∆R +O((∆R)2). (2.38)

Definition 15 (Non–abelian gauge field) The vector–valued matrix A = (A(n)
ab ) with

matrix elements

A(n)
ab (R) = i 〈Ψa(R)|∇RΨb(R)〉 (2.39)

is called non–abelian gauge field. The index n is assigned to the energy level En.

As can be seen, the gauge field (2.39) has a similar form as the previously defined

abelian field. In fact, we can show that
(
iA(n)

ab

)
∈ u(n): Relation 〈Ψa(R)|Ψb(R)〉 =

δab implies 〈Ψa(R)|∇RΨb(R)〉 = −〈Ψb(R)|∇RΨa(R)〉∗, hence, Aab = A∗ba, which

describes a hermitian matrix. Then, the exponential map yields exp(i(Aab)) ∈

U(n), which confirms the statement. The gauge transformation rule for A is

A′µ = UAµU−1 + U∂µU−1, (2.40)

utilizing the mathematical convention (B.13). We are now prepared to show that

Γ 7→ Ŵ(Γ) provides an assignment rule for a connection on the bundle which

is determined by the gauge field. For convenience, we may omit index n of the

energy level En.
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Lemma 16 The map Γ 7→ Ŵ(Γ) has the following properties

Ŵ(Γ′ ◦ Γ) = Ŵ(Γ′)Ŵ(Γ) (2.41)

Ŵ(Γ : R→ R + ∆R) = 1̂ +A∆R +O((∆R)2) (2.42)

Proof. For the first part of the statement, we have

Wab(Γ
′ ◦ Γ) = 〈Ψa(M

′)| P̂M ′ ◦ P̂M ′−1 ◦ · · · ◦ P̂N+1 ◦ P̂N ◦ P̂N−1 ◦ · · · ◦ P̂1 |Ψb(1)〉

= 〈Ψa(M
′)| P̂M ′ ◦ · · · ◦ P̂N︸ ︷︷ ︸

P̂(Γ′)

◦ P̂N︸︷︷︸∑
m|Ψm(N)〉〈Ψm(N)|

◦ P̂N ◦ · · · ◦ P̂1︸ ︷︷ ︸
P̂(Γ)

|Ψb(1)〉

=
n∑

m=1

Wam(Γ′)Wmb(Γ),

where we have used P̂3
N = P̂N to decompose the above operator product in three

parts. With regards to the second part of the statement,

Wab(Γ : R→ R + ∆R) = 〈Ψa(R + ∆R)| P̂R+∆RP̂R |Ψb(R)〉 = 〈Ψa(R + ∆R)|Ψb(R)〉

= δab + iAab∆R +O((∆R)2),

where use has been made of definition (2.39) and equation (2.38).

We parametrize the path Γ: [0, t]→M by s 7→ R(s) and observe that following

expression must hold according to the previous lemma

Ŵ(R(s+ ∆s)) = Ŵ(R(s)→ R(s) + ∆R(s))Ŵ(R(s)) (2.43)

= (1̂ + iA∆R)Ŵ(R(s)). (2.44)

Then, taking the limit we compute

lim
∆s→0

1

∆s
[Ŵ(R(s+ ∆s))− Ŵ(R(s))] = lim

∆s→0
iA∆R

∆s
Ŵ(R(s)) (2.45)

= iAµ(R(s))Ṙ
µ
(s)Ŵ(R(s)). (2.46)

Since the LHS of the above equation is simply a derivative with respect to s, we

arrive at the fundamental differential equation for the Wilson line of a smooth

path
d

ds
Ŵ(R(s)) = iAµ(R(s))Ṙ

µ
(s)Ŵ(R(s)). (2.47)
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An obvious approach for obtaining a solution can be provided if we state it as an

integral equation - this means

Ŵ(R(t)) = Ŵ(R(0)) + i

∫ t

0

Aµ(R(s))Ṙ
µ
(s)Ŵ(R(s)) ds. (2.48)

Theorem 17 A solution of the integral equation (2.48) is given by

Ŵ(R(t)) = T exp

(
i

∫ t

0

AµṘµ ds

)
Ŵ(R(0)) (2.49)

where the initial value condition is Ŵ(R(0)) = 1̂ and T is the time–ordering opera-

tor4.

Proof. Equation (2.48) provides us with the possibility of solving (2.47) by

the well known Picard-Lindelöf iteration for differential equations. The iteration

sequence (Ŵn)n∈N starts with Ŵ0 = Ŵ(R(0)) and the elements of the sequence

are defined as

Ŵn(R(t)) = Ŵ(R(0)) + i

∫ t

0

Aµ(R(s))Ṙ
µ
(s)Ŵn−1(R(s)) ds. (2.50)

The first few terms are

Ŵ1(R(t)) = Ŵ(R(0)) + i

∫ t

0

Aµ(R(s1))Ṙ
µ
(s1)Ŵ(R(0)) ds1,

Ŵ2(R(t)) = Ŵ(R(0)) + i

∫ t

0

ds1Aµ(R(s1))Ṙ
µ
(s1)Ŵ(R(0))+

i2
∫ t

0

ds1Aµ(R(s1))Ṙ
µ
(s1)

∫ s1

0

ds2Aν(R(s2))Ṙ
ν
(s2)Ŵ(R(0)).

By using the abbreviation Aµ(R(si))Ṙ
µ
(si) = Ξ̂(si) and the time ordering 0 ≤ sn ≤

sn−1 · · · ≤ s1 ≤ t we can assign to the n-th term

in
∫ t

0

ds1

∫ s1

0

ds2 · · ·
∫ sn−1

0

dsnΞ̂(s1)Ξ̂(s2) · · · Ξ̂(sn)Ŵ(R(0))

=
in

n!

∫ t

0

ds1

∫ t

0

ds2 · · ·
∫ t

0

dsnT (Ξ̂(s1)Ξ̂(s2) · · · Ξ̂(sn))Ŵ(R(0))

4More details on time–ordered products can be found in [58].
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So,

Ŵn(R(t)) =
n∑
k=0

ik

k!

∫ t

0

ds1

∫ t

0

ds2 · · ·
∫ t

0

dskT (Ξ̂(s1)Ξ̂(s2) · · · Ξ̂(sk))Ŵ(R(0))

(2.51)

With an appropriate operator norm ‖·‖, we see that the RHS of (2.47) has the

global Lipschitz-condition∥∥∥Ξ(s)Ŵ(R(s))− Ξ(s)X̂ (R(s))
∥∥∥ ≤ max

∥∥Ξ(s)
∥∥
s∈[0,t]

∥∥∥Ŵ(R(s))− X̂ (R(s))
∥∥∥ .

According to Picard-Lindelöf, Ŵ := limn→∞ Ŵn exists and is unique over the whole

time interval. Taking the limit n→∞ on both sides of (2.51) yields

Ŵ(R(t)) =
∞∑
k=0

ik

k!

∫ t

0

ds1

∫ t

0

ds2 · · ·
∫ t

0

dskT (Ξ̂(s1)Ξ̂(s2) · · · Ξ̂(sk))Ŵ(R(0))

= T exp

(
i

∫ t

0

Ξ̂(s) ds

)
Ŵ(R(0)),

and Ŵ(R(0)) = 1̂, since it is the Wilson line to a constant path.

The path ordering method of operators can be considered as a consequence of

the time–ordering process [58], as is suggested by the above proof. Notice that

AµṘ
µ
ds represents a u(n)–valued one–form A = AµdRµ. Thus, the theorem above

leads to

Corollary 18 The Wilson line (operator) corresponding to a path Γ connecting two

points inM can be formally written as

Ŵ(Γ) = P exp

(
i

∫
Γ

AµdRµ
)
, (2.52)

with AµdRµ ∈ u(n)⊗ Ω1(M) and P as the path–ordering operator.

The Wilson loop operator Ŵ(C) is obtained from (2.52) by setting Γ = C for a loop.

The behaviour of the Wilson operators under gauge transformations is relevant

for the computation of observables. For this goal, one can consider Ŵ(∆Γ) for

sufficiently small paths ∆Γ, as all Wilson lines can be built by such pieces according

to (2.41) and (2.42).
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Proposition 19 Let Ŵ(Γ) be the Wilson line (operator) for a path Γ which connects

the start point R1 and end point R2. Then the gauge transformed Wilson line is

Ŵ(Γ)′ = U(R2)Ŵ(Γ)U(R1)−1, U−1 = U †. (2.53)

Unlike the abelian Berry phase exp(iγC), the Wilson loop operator is not gauge–

invariant and therefore, it is not directly observable. However, gauge invariant

observables can be derived from the Wilson loop operator.

Time Evolution

We focus on cyclic adiabatic evolutions: Let |Ψ(0)〉 = |Ψa〉 ∈ HEn(R(0)) be the initial

condition and consider the evolution of the state along a loop C in the manifold,

such that R(0) = R(T ) holds for the period T of the cycle; Ĥ(R(t)) |Ψa(t)〉 =

En(R(t)) |Ψa(t)〉. The formal solution to i ∂
∂t
|Ψ(t)〉 = Ĥ(R(t)) |Ψ(t)〉 is

|Ψ(T )〉 = e−i
∫ T
0 En(R(s)) dsŴ(C) |Ψa〉 . (2.54)

Again, a dynamic and geometric factor occur for the evolved state. The geometric

factor is the Wilson loop operator.

Wilson loop and non–abelian Berry Curvature

We derive now a significant relation between the Wilson loop operator Ŵ(C) and

the curvature of the fibre bundle. Let C� be a small square on the manifold whose

edges are aligned with the ν, µ–coordinates. One can compose the Wilson loop of

four Wilson lines according to our lemma, each corresponding to an edge

Ŵ(C�) = Ŵ(Γ4)Ŵ(Γ3)Ŵ(Γ2)Ŵ(Γ1) = exp(W †) exp(Z†) exp(Y ) exp(X), (2.55)

with operators defined by gauge fields along the rectangle

X = iaAµ(x+ ςµ̂) (2.56)

Y = iaAν(x+ µ̂+ ςν̂) (2.57)

Z = iaAµ(x+ ν̂ + ςµ̂) (2.58)

W = iaAν(x+ ςν̂) (2.59)



2.1. NUMERICAL APPROACH 30

Proposition 20 Up to leading order O(a3) (a side length of the square) the Wilson

loop operator for C� is

Ŵ(C�) = exp(ia2Fµν +O(a3)), (2.60)

Fµν = ∂µAν − ∂νAµ − i[Aµ,Aν ], (2.61)

where Fµν is known to be the local form of the curvature.

The complete computation is carried out in subsection B.1.1. We recognize Fµν
as the field strength components of a non–abelian Yang–Mills field. The Yang–

Mills field strength is known from high energy physics, quantum chromodynamics

(QCD) etc.

Wilson action. From the above discussion it is actually straightforward to con-

struct a gauge invariant action, by taking sums over traces of the Wilson operators.

The Wilson action for a SU(n) gauge theory on a lattice can be defined via, see

e.g. [61, 11],

SW (U) =
1

2g2

∑
�

<Tr Ŵ(C�), (2.62)

which with the help of (2.60) can be written as

SW (U) =
1

2g2

∑
�

<Tr

(
1 + ia2Fµν −

1

2
a4FµνFµν +O(a5)

)
(2.63)

=
1

2g2

∑
�

(n− 1

2
a4 Tr

(
FµνFµν

)
+O(a5)), (2.64)

where g is a coupling constant and the sum runs over all plaquettes in the mani-

fold. The first term is an irrelevant constant when considering the path integral

Z =

∫
DUeSW (U), (2.65)

and main contributions come from Tr(FµνFµν).

Although Wilson introduced his action in seminal papers in the context of QCD

[61], one can argue that it must also play a crucial role in condensed matter

systems. One of the promising platforms on which this can be achieved are highly
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tunable ultracold atom systems where internal atomic levels are coupled to light

(e.g. Chap. 4 section 2). The original idea was based on a formulation of the

QCD action on a discrete space-time lattice using path integrals. From that point

it is a short path to the interpretation and evaluation of observables in terms of

stochastic tools, Monte-Carlo or microcanonical ensembles [11, 12]. It is worth to

make a remark about a crucial topological point - since the Minkowski space-time

is contractible, the resulting fibre bundle of the system will be trivial [51, 59].

This is the case for all gauge theories defined over Minkowski space-time. Also,

one cannot control the space-time variables itself in this context. However, in

tunable condensed matter platforms, such as cold atom systems, one can utilize

the parameter space as the base space manifold of a fibre bundle. It turns out

that these parameter spaces are topologically non-trivial, e.g. spherical, and can

therefore naturally host monopole-like structures. The principle of unprecedented

control of the coupled laser fields to atomic states allows to navigate through the

parameter space and measure, for instance, 〈Ŵ(C)〉 etc.

Generating synthetic non–abelian gauge fields. As discussed, we have shown

that a necessary condition for simulating non–abelian gauge fields is to create a

tunable, degenerate subspace of states. One general set up scheme consists of

resonant coupling of N ground states {|i〉g |i = 1, · · · , N} to an excited state |Ψ〉e
via laser fields (see [47] for more details).

2.2 Advanced Methods and Tools

In this section we investigate mathematical tools which shall prove to be essential

for the understanding of topological phases of matter.

2.2.1 Topological Quantities I

Take a closed R–valued differential 1–form ω living on a (connected and compact)

finite–dimensional manifold M. Denote by π1(M) the first homotopy group of
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the manifold. Then regard the following map γ 7→
∫
γ
ω, where γ : [0, 1] →M is a

closed path, i.e. γ(0) = γ(1). Consider another loop β starting at the same base

point and which is homotopic to γ (short: γ ∼ β), then we have the following

invariance by the monodromy lemma
∫
γ
ω =

∫
β
ω. This gives us the possibility to

induce a map which assigns to every homotopy class [γ] ∈ π1(M) a unique real

number

[γ] 7→ hω([γ]) :=

∫
γ

ω. (2.66)

Thus, we have constructed a well-defined map hω : π1(M) → R which is also a

group homomorphism hω([α · β]) = hω([α]) + hω([β]). As can be seen, the value

of the integral depends solely on the 1-form ω and the loop homotopy class [γ].

Moreover, every loop can be seen as one–cycle in the homology class which pro-

vides us with a map π1(M) → H1(M,R) (homomorphism), as a special case of

Hurewicz’s theorem. De Rham’s theorem asserts a non–degenerate and bilinear

pairing (·, ·) : Hk(M)×Hk(M)→ R which reduces to∫
γ

ω = ([ω], [γ]), [ω] ∈ H1(M), [γ] ∈ H1(M). (2.67)

The value of the integral depends only on the classes: If one replaces ω by ω + df

or γ by γ + ∂c, where df is the derivative of some function and ∂c is the boundary

of some 2-cycle, then the result turns out to be invariant due to Stokes theorem.

In particular, the winding number can be constructed as a one–form:

Condition 21 (winding form ωW ) Referring to R2−{0} (one can also take R2 minus

any other point and modify the formulas):

• ωW = f1dx1 + f2dx2 (local coordinate representation)

• ∂2f1 = ∂1f2; ∂i := ∂
∂xi

(integrability condition & local exactness)

•
∫
∂D(0;R)

ωW = 2πn, n ∈ Z, where D(0;R) is a disk with radius R and centre 0

and ∂D is its boundary (circle).

One can show that these conditions are necessary and sufficient for a winding

form.
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Proposition 22 A suitable winding 1-form in R2 − {0} can be given by

ωW =
1

r2
(−ydx+ xdy), r =

√
x2 + y2. (2.68)

It is easy to check that it is closed, dωW = 0. The manifold R2−{0} is homotopic to

S1, hence the first homology group is H1(S1;R) = R. De Rham’s theorem implies

for the cohomology group H1(S1;R) = R due to the general duality isomorphism

Hk(M) ∼= Hk(M) for compact manifolds M. So, H1(S1) is generated by the

cohomology class [ωW ]. This means that any other closed 1–form ω must be given

by ω = aωW + df with a ∈ R. Since df is the derivative of some function, it will

have no effect when we integrate over some cycle.

Application to SSH model. Calculating the winding numbers for the SSH phases

using d(k) we get

1

2π

∫
∂D(υ;w)

ωW = 1, w > υ (2.69)

1

2π

∫
∂D(υ;w)

ωW = 0, w < υ (2.70)

This demonstrates the existence of precisely two phases of the system. The chiral

symmetry of the SSH model implies a vanishing z–component5 in the Hamiltonian

which leads in fact to a reduction of the parameter space, i.e. R3−{0} → R2−{0}

or S2 → S1. Hence, by virtue of homology–cohomology duality of S1 there is only

one non–trivial closed 1-form (unique up to cohomology).

2.2.2 Topological Quantities II

In order to extend the theory to non–abelian gauge fields and describe higher

Chern numbers one needs to deal with covariant differential calculus. Two main

points for the motivation are:

• For non–abelian gauge fields A the curvature F cannot be simply written as

dA (not even locally). Instead, it is Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ], as has

been shown in (B.13) and stated in (2.61).
5Diagonal entries in Ĥ(k) vanish.
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• Manifolds with H2(M) = 0 have vanishing first Chern numbers. Thus, we

need to define a generalized tensor–wedge operation ⊗̂ for the construction

of higher degree forms consisting of non–abelian curvature F .

Definition 23 (Covariant differential dA of forms) Let ω be a vector-valued r–form,

i.e. ω ∈ V ⊗ Ωr(M), and let A be a gauge field on the manifoldM, which acts on

vector space V via a representation R : g→ End(V ). One defines

dAω := dω +A ∧ ω (2.71)

as the exterior covariant differential of ω with respect to gauge field A. d is the

standard exterior derivative and ∧ denotes the wedge product for forms.

Applying this definition to A we obtain the correct formula for the curvature,

dAA = dA+A ∧A =
1

2
(∂µAν − ∂νAµ)dxµ ∧ dxν +Aµ · Aνdxµ ∧ dxν (2.72)

=
1

2
(∂µAν − ∂νAµ + [Aµ,Aν ])dxµ ∧ dxν = F . (2.73)

In this formalism the Bianchi identity is written as dAF = d2
AA = 0 (equation of

motion for gauge field A).

Definition 24 (Exterior tensor–wedge product ⊗̂) Let η be a V –valued r-form and ω

a W–valued s-form. The resulting (V ⊗W )–valued (r+s)-form η⊗̂ω is written as

η⊗̂ω = (ηa ∧ ωb)va ⊗ wb, (2.74)

where va and wb are the basis elements of vector spaces V and W , respectively. For

the components we have

ηa =
1

r!
ηaµ1···µrdx

µ1 ∧ · · · ∧ dxµr , (2.75)

ωb =
1

s!
ωbν1···νsdx

ν1 ∧ · · · ∧ dxνs . (2.76)

Using the component representation we may write in total

η⊗̂ω =
1

r!s!
ηaµ1···µrω

b
ν1···νs(va ⊗ wb)dx

µ1 ∧ · · · ∧ dxµr ∧ dxν1 ∧ · · · ∧ dxνs . (2.77)



2.2. ADVANCED METHODS AND TOOLS 35

The action of the operator dA on η⊗̂ω yields the useful formula

dA(η⊗̂ω) = (dAη)⊗̂ω + (−1)rη⊗̂(dAω). (2.78)

We take the nth tensor-wedge product of the non–abelian Berry curvature F to

obtain the g⊗n–valued (2n)–form

F⊗̂F⊗̂ · · · ⊗̂F︸ ︷︷ ︸
n

∈ g⊗n ⊗ Ω2n(M). (2.79)

This entity is the key for the construction of characteristic forms and and corre-

sponding classes (Hirzebruch, Milnor [21, 39]). However, it is necessary to extract

a gauge–invariant real–valued differential form out of (2.79). I shall briefly de-

scribe this mathematical procedure.

Characteristic cohomological form. Let P : g × · · · × g → R be a G–invariant

symmetric polynomial P of degree n (linear in each argument). Then consider

P → RP such that F⊗̂F⊗̂ · · · ⊗̂F → RP (F⊗̂F⊗̂ · · · ⊗̂F) ∈ R ⊗ Ω2n(M), which is

a mapping

RP : g⊗n ⊗ Ω2n(M)→ R⊗ Ω2n(M), (2.80)

with the full structure

RP (F⊗̂F⊗̂ · · · ⊗̂F) =
1

2n
Fa1
µ1ν1
· · · FanµnνnP (Ta1 , . . . , Tan)dxµ1∧dxν1∧· · ·∧dxµn∧dxνn ,

(2.81)

where {Ta} constitutes a basis of the Lie algebra g of the group. It is straightfor-

ward to show that form (2.81) is gauge–invariant and closed (characteristic): 1)

Local gauge transformation F(x)→ Fg(x) = g(x)F(x)g−1(x) yields

RP (Fg⊗̂ · · · ⊗̂Fg) = RP (F⊗̂ · · · ⊗̂F) (2.82)

since the polynomial part is G–invariant P (T ga1
, . . . , T gan) = P (Ta1 , . . . , Tan) by con-

struction (invariant under the adjoint transformation). 2) To show that (2.81) is

closed we observe the commuting relation d ◦RP = RP ◦ dA and apply the Bianchi

identity dAF = 0 to each of the factors in F⊗̂ · · · ⊗̂F via rule (2.78) on the RHS.
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For a closed manifold with dimM = 2n, we may define a topological number

N(A) for gauge field A

N(A) =

∫
M
RP (F⊗̂F⊗̂ · · · ⊗̂F) =

(
[RP (F ⊗̂n)], [M]

)
. (2.83)

Since N(A) remains constant for variations A → A + δA, it is a homotopy in-

variant for gauge–field configurations. In equation (2.83) we have included the

expression in terms of the pairing H2n(M) × H2n(M) → R. A powerful and de-

tailed demonstration of these methods is given in Chap. 4 sec. 2, where a synthetic

high–dimensional space is generated via hyperfine level coupling in cold Rubidium

atoms.

2.3 Two–Level System: Monopole and ’hidden’ struc-

tures

In order to understand the emergence of non–trivial fibre bundles and monopoles

in synthetic dimensions, we begin our study with a generic two–level system which

supports a topologically stable monopole configuration. It can be considered as a

basic unit for engineering topologically stable defects.

2.3.1 Hamiltonian

Consider the generic Hamiltonian6 for spin–1/2 fermions

Ĥ(R) = R · ~σ =

 Rz Rx − iRy

Rx + iRy −Rz

 , (2.84)

where R = R(sin θ cosϕ, sin θ sinϕ, cos θ), R := ||R||. To have a particular system

in mind, we can think of spin–1/2 particles coupled to a rotating magnetic field.

It also turns out that various models, such as the Haldane model, are described by

the same type of Hamiltonian Ĥ(k) on the momentum–space level.

6In general, one can set Ĥ(R) = ε1̂ + R · ~σ. This additional term only causes an energy shift of

the gap. So, we can neglect the ε term in the following discussion.
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Berry connection, curvature, Chern numbers

Since Ĥ2 = R21̂ the energy eigenvalues are given by E = ±R. We compute the

eigenstates by rewriting (Ĥ − E)ψ = 0 as cos θ ± 1 sin θe−iϕ

sin θeiϕ − cos θ ± 1


ψ1

ψ2

 =

 0

0

 . (2.85)

A standard computation leads to

|+,R〉 =

 cos θ
2

sin θ
2
eiϕ

 , |−,R〉 =

 sin θ
2
e−iϕ

− cos θ
2

 . (2.86)

The ground state corresponding to E = −R is denoted by |−,R〉 and the excited

states is |+,R〉. The system is obviously gapped and no degeneracies occur for

R 6= 0. This signals a potential topological singularity in the origin R = 0. For con-

venience, we calculate the ground state gauge connection in the chosen coordinate

system

A(−)
R = i 〈−,R| ∂R |−,R〉 = 0, (2.87)

A(−)
θ = i 〈−,R| ∂θ |−,R〉 = i

 sin θ
2
e−iϕ

− cos θ
2


†

1

2

 cos θ
2
e−iϕ

sin θ
2

 = 0, (2.88)

A(−)
ϕ = i 〈−,R| ∂ϕ |−,R〉 = i

 sin θ
2
e−iϕ

− cos θ
2


†−i sin θ

2
e−iϕ

0

 = sin2

(
θ

2

)
. (2.89)

The curvature components are F (−)
θϕ = ∂θA(−)

ϕ −∂ϕA(−)
θ = 1

2
sin θ, and the curvature

two-form is F = F (−)
θϕ dθ ∧ dϕ. Thus, it is straightforward to see that the Chern

number is given by

C(−) =
1

2π

∫
S2

F = 1. (2.90)

This indicates a topologically non–trivial fibre bundle structure corresponding to

the ground level of the system. Moreover, the Chern number of the excited state

is C(+) = −1.
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2.3.2 A topological model and fibre bundle structure

The natural emergence of a gauge field and curvature, as described in the previous

section, requires us to propose a model for the fibre bundle structure. A suitable

mathematical strategy which can be modified to other situations is the following:

Consider the space

XH :=

Ĥ =
3∑
i=1

Riσ̂i| ||R|| 6= 0

 . (2.91)

This space is R3 − {0} which has a deformation retract onto S2, i.e. we have a

homotopy R3 − {0} ∼ S2. A coset/homogeneous space representation is given by

SO(3)/SO(2) = S2. We introduce a group action on the above space

SU(2)×XH → XH , (U , Ĥ) 7→ UĤU †, (2.92)
3∑
i=1

RiUσiU † =
3∑
i=1

Riφ(U)kiσk. (2.93)

The mapping U 7→ φ(U) is obviously a surjective homomorphism φ : SU(2) →

SO(3). This can be seen by introducing the bilinear form Tr(Ĥ(R1)Ĥ(R2)), and

observing that Tr(Ĥ(R1)Ĥ(R2)) = 〈R1|R2〉 holds, where 〈.|.〉 denotes the standard

scalar product in euclidean R3. Combining the map φwith the canonical projection

π : SO(3)→ SO(3)/SO(2) onto the coset space gives

S3 ≈−→ SU(2)
φ−→ SO(3)

π−→ SO(3)/SO(2)
≈−→ S2. (2.94)

The geometrical construction and the Chern number C = 1 suggest that projection

π̃ := π ◦ φ : S3 → S2 is non–trivial and equivalent to a Hopf map. The diffeomor-

phisms are indicated by ≈ in the above diagram. This corresponds to a principal

bundle (S3, π,S2, U(1)). The fibre U(1) of the bundle is inherited from SO(2) via

isomorphism U(1) ∼= SO(2).

Proposition 25 Let X ⊂ Rn be compact and convex and let X◦ 6= ∅ be its (non–

empty) interior. Then, there exists a homeomorphism X ≈ Dn.
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Based on this proposition we derive Dn × Dm ≈ Dn+m for arbitrary balls Dn, Dm.

Applying this result to D4, we compute D4 = D2 × D2 and

S3 = ∂D4 = (∂D2 × D2) ∪ (D2 × ∂D2) = S1 × D2 ∪ D2 × S1, (2.95)

which provides the topological information that S3 is the union of two solid tori

(D2 × S1) intersecting each other along their common boundary – i.e. the two–

dimensional torus T2 = S1 × S1. As can be seen, we have derived this without

referring to any particular parametrization of S3. Due to the fibre bundle structure

we have another interesting feature - using S1–fibres we can cover and partition

S3 by copies of non-intersecting circles

S3 =
⋃
p∈S2

π−1(p) =
⋃
p

S1
p, π : S3 → S2. (2.96)

S3

π−1(p)

π−1(q)

S2

p

q

π

π

Figure 2.2: ’Visualization’ of the Hopf map π : S3 → S2. The linked red and black

circles correspond to the fibres π−1(p) and π−1(q), respectively. They are mapped

onto p and q in S2. Note that not all loops are linked in this non-trivial way.

To sum up, we have a obtained a Hopf fibration (S3, π,S2, S1) exploiting the

ground level configuration of the system (2.84). The non–trivial topology is con-

firmed by the Chern number C = 1. It is remarkable to notice that a known
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two–level quantum system admits a non–trivial fibre bundle structure of the Hopf

type. These topologically intricate relations go beyond the level of computing

eigenvalues and eigenstates of the system.

2.3.3 Constructions: Linking and Hopf invariant

The fibre bundle structure in the two–level system is related to a map f : S3 → S2.

We give a construction in terms of a rational function.

Example 26 A Hopf map can be represented as a rational function in complex vari-

ables (z1, z2)

π : S3 → C∗, π(z1, z2) :=
z1

z2

, (2.97)

where S3 = {(z1, z2) ∈ C2||z1|2 + |z2|2 = 1} and we allow z2 to be zero with the

restriction made by the compactification process of the plane, i.e. C∗ := C ∪ {∞} ∼=

S2.

In other words, π(z1, z2) := z1
z2

provides a mapping from S3 to C∗ = C∪{∞} which

is homeomorphic to S2, in symbols C∗ ∼= S2. The mapping π : S3 → S2 has precisely

the features of a principal U(1)–bundle (S3, π,S2, U(1)), and it was first considered

by H. Hopf [22] in pure topology.

Remarks on Linking

Equation (2.96) and Figure 2.2 suggest that one can define a linking number be-

tween two loops: Take a, b ∈ S2 (a 6= b), then π−1(a) and π−1(b) describe two

non–intersecting circles which may be linked in a particular way in the space S3

or, equivalently in R3 ∪ {∞}. The algebraic number of intersections of one circle

with the surface bounded by the other circle may be regarded as a linking number

l(π−1(a), π−1(b)). However, this number can be studied through a more general

topological approach. There exist also topologically non–trivial solutions of the

free Maxwell equations that resemble linking and knot structures [26, 44].
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Hopf invariant

Let f : S3 → S2 be a differentiable map. The construction is based on the homology–

cohomology duality of compact manifolds. For that, let ω be a normalized volume

form on S2, i.e. ω ∈ Ω2(S2) and ∫
S2

ω = 1. (2.98)

The map f naturally induces homomorphisms of homology and cohomology groups,

respectively

f∗ : Hk(S3)→ Hk(S2), (2.99)

f ∗ : Hk(S2)→ Hk(S3), (2.100)

where f ∗ denotes the dual (adjoint) map to f∗. The pullback mapping f ∗ω ∈

Ω2(S3) produces a closed two-form on the sphere S3, f ∗[ω] ∈ H2(S3). De Rham’s

theorem yields the isomorphism H2(S3) ∼= H2(S3) = 0, which implies that any

closed two-form on S3 must be exact. In particular,

f ∗ω = dσf (2.101)

where σf is a one-form on S3 which can be calculated by solving the set of differ-

ential equations given by (2.101). Now, using the wedge product ∧, we construct

the 3-form

f ∗ω ∧ σf . (2.102)

This form on S3 must be proportional to the volume form on the three–sphere.

Definition 27 The Hopf invariant of a differentiable map f : S3 → S2 is given by

H(f) :=

∫
S3

f ∗ω ∧ σf . (2.103)

H(f) is indeed an invariant since homotopic maps f ∼ g : M → N of manifolds

M,N give rise to identical homomorphisms f∗ = g∗ : Hk(M) → Hk(N ) [38].

Thus f ∗ = g∗ : Hk(M)→ Hk(N ), from which we see that H(f) = H(g) for f ∼ g.
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2.3.4 Qubit state geometry and Qubit maps

Until now, we have been dealing with the Hopf map of the two–level quantum

system in a somewhat abstract sense. In fact, we have constructed the fibre bundle

from the base space (bottom–up approach). A reverse approach can be given for

the S3 Hopf fibration, if we make use of basic results from quantum optics and

quantum information theory. This will shed light on the relevant physics part.

We recall what a single qubit state is: The term qubit was first introduced in the

remarkable work of B. Schumacher [50] stating its importance as a basic storage

unit for quantum information and computation.

Definition 28 (Single qubit state) Let H2 be the Hilbert space of a two–level quantum

system with a basis {|0〉 , |1〉}. A (single) qubit state |Ψ〉 ∈ H2 is given by

|Ψ〉 = z1 |0〉+ z2 |1〉 , z1, z2 ∈ C, |z1|2 + |z2|2 = 1. (2.104)

We denote the set of all such qubit states by Q(H2).

Q(H2) inherits its topology from H2. It is then straightforward to observe the one-

to-one correspondence between a point (z1, z2) ∈ S3 and a qubit state |Ψ〉 as in

(2.104). In fact, we have more, i.e. a diffeomorphism Q(H2) ≈ S3:

Q(H2)
φ←→ S3 (2.105)

This qubit geometry allows for a qubit (state) map

Q : Q(H2)→ X , (2.106)

|Ψ〉 −→ ρ̂Ψ = |Ψ〉 〈Ψ| , (2.107)

which is a mapping onto the set X of pure state 2× 2–density matrices.

Proposition 29 The fibres of the map are Q−1(|Ψ〉 〈Ψ|) = {eiα |Ψ〉 |α ∈ R} ≈ S1.

Thus, the fibre is simply the phase degree of freedom of a state. Since |Ψ〉 is non–

vanishing, the mapping yields the desired Hopf map by observing that (2.107)

is

S3 ≈ Q(H2) −→ X ∼ S2, (2.108)
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or, equivalently, in a rigorous description

S3 φ−→ Q(H2)
Q−→ X r−→ S2, (2.109)

where φ denotes a diffeomorphism, Q is the qubit map and r is a deformation re-

tract onto the Bloch sphere S2. From the parametrization we represent the density

matrix as

ρ̂Ψ = |z1|2 |0〉 〈0|+ z1z
∗
2 |0〉 〈1|+ z∗1z2 |1〉 〈0|+ |z2|2 |1〉 〈1| =

3∑
i=1

Riσ̂i +
1

2
1̂, (2.110)

such that

R1 = <(z1z
∗
2), (2.111)

R2 = =(z1z
∗
2), (2.112)

R3 = |z1|2 −
1

2
. (2.113)

The equations (2.110)-(2.113) imply that the spectrum Spec(ρ̂Ψ) is equivalent to

that of matrices in XH , defined in (2.91), up to some constant shift. Indeed, the

composition r ◦ Q ◦ φ yields the map π : S3 → S2 of the S3–Hopf fibration, with

the correct fibre S1, as indicated in proposition (29). An alternative method to

reproduce the simple rational representation of the Hopf map is provided by using

the density matrix ρ̂Ψ and make a projection:

z1 |0〉+ z2 |1〉 = |Ψ〉 −→ 〈0| ρ̂Ψ |Ψ〉
〈1| ρ̂Ψ |Ψ〉

=
〈0|Ψ〉
〈1|Ψ〉

=
z1

z2

. (2.114)



Chapter 3
Polariton Graphs, Topological

Insulators, Fibrations

3.1 Technical Achievements and Prerequisites

The hybrid light-matter structure of (exciton)–polaritons enables us to design and

engineer synthetic Chern insulators. Two remarkable properties are: (1) The pos-

sibility of having a Zeeman splitting by the application of external magnetic fields

[31], (2) a spin–orbit type of coupling (SOC) due to TE–TM (transverse electric,

transverse magnetic) splitting [42, 48]. A quite recent design of a polaritonic

honeycomb lattice, related to Haldane’s model, has been achieved in the work

of Klembt [31]. Such a realization of Chern numbers C = ±2 has been pre-

dicted in the context of polaritonic topological insulators, utilizing graphene or

honeycomb–like geometries [41]. By the bulk–boundary principle the non–trivial

bulk topology corresponds to topologically protected edge states. A similar goal

has been reached in the ultracold atom field: by loading atoms in an optical lat-

tice of the honeycomb form, consisting of two triangular sub-lattices A/B with

(nnn)-couplings, and then inducing laser-assisted (nn)–tunnelling between the

sub-lattices A and B [29].

44
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Note on Symmetry Classes

The three classes of time–reversal (TR), particle–hole (PH) and chiral/sublattice

(SL) symmetry have been used to classify the coset spaces of single particle Hamil-

tonians [2] (table C.1). The topological structure of the coset space determines the

existence of topological phases in a particular real dimension D via the homotopy

group πD. One can show by direct comparison of πD of all coset spaces for D = 2

that symmetry class A Hamiltonians are of potential interest for engineering two–

dimensional Chern insulators (characterized by a Z–invariant). In these systems

all three symmetries are absent. The existence of single positive flat bands with no

negative counterparts in the band spectrum is a perfect indicator for PHS and SLS

breaking. This follows directly from the discussion in appendix C. Although this

is a strong condition, it is not the only possibility to determine absence of these

symmetries within the band structure. The Kagome lattice with only nn–terms has

such a flat band (see Figure 3.4 b) and thus, is a suitable candidate. It remains to

break TRS in this specific lattice.

3.1.1 Derivation - The polaritonic lattice Hamiltonian

We arrange polariton microcavity pillars in a lattice configuration which allows

for a hopping between nearest neighbour sites via junctions (for technical details

see [31, 41]). The polaritons can have internal longitudinal (L) or transverse (T)

polarization modes. Moreover, we may apply an external magnetic field B to the

system. Hence, we conclude that the tight–binding polaritonic Hamiltonian is

Ĥ =
∑
i,p

Upâ
†
p,iâp,i +

∑
〈ij〉,p,p′

〈p, i| J |p′, j〉 â†p,iâp′,j + h.c., (3.1)

subscripts i, j run over lattice sites and p ∈ {L, T} denotes the linear polarization

mode of micro-cavity polaritons. The on–site potentials can be written as Up =

Bσδσσ′, with σ = ± describing circular polarization. The longitudinal–transverse

basis can be transformed into the circular basis via 1√
2
(|L〉±i |T 〉) = |±〉, as inferred
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from QED practice:

âL,j =
1√
2

(â+,j + â−,j) (3.2)

âT,j =
i√
2

(â+,j − â−,j) (3.3)

For (nn)–sites 〈ij〉we find only diagonal terms in the {L, T}–basis, i.e. 〈L, i| J |L, j〉 =

−t−δt and 〈T, i| J |T, j〉 = −t+δt (t, δt > 0). These results are strongly supported

by a careful numerical analysis of the spinor component polariton wavefunction

(methods [41]). The parameter δt is due to the presence of TE–TM splitting in

a junction connecting two sites. From this observation and (3.2), (3.3), we only

need the following expressions

â†L,iâL,j =
1

2
(â†+,iâ+,j + â†−,iâ−,j + â†−,iâ+,j + â†+,iâ−,j), (3.4)

â†T,iâT,j =
1

2
(â†+,iâ+,j + â†−,iâ−,j − â

†
−,iâ+,j − â†+,iâ−,j). (3.5)

Peierls–phase free Hamiltonian. We insert the above equations into Eq. (3.1)

Ĥ = B
∑
i,σ

σâ†σ,iâσ,i − t
∑
〈ij〉

(â†L,iâL,j + â†T,iâT,j + h.c.)− δt
∑
〈ij〉

(â†L,iâL,j − â
†
T,iâT,j + h.c.)

= B
∑
i,σ

σâ†σ,iâσ,i − t
∑
〈ij〉,σ

(â†σ,iâσ,j + h.c.)− δt
∑
〈ij〉

(â†+,iâ−,j + â†−,iâ+,j + h.c.).

(3.6)

The first part results from Zeeman–splitting, the second term comes from (nn)–

hopping and the last sum consists of cross–polarized terms from TE-TM splitting.

Geometrical origin of Peierls type phases and full Hamiltonian. So far, we

have neglected Peierls–type phases exp(iθij). We now show that these type of

phases exist in principle between cross–polarized polaritons of neighbouring sites.

Let Û(θ) = exp(−iθσ̂y) be the rotation operator acting on circular polarization

states |σ〉, σ = ±. Then,

σ̂y |σ〉 = σ |σ〉 , (3.7)

Û(θ) |σ〉 = e−iθσ |σ〉 . (3.8)
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Let θij ≡ θ be the angle specifying the direction of the vector which connects the

sites i, j along the junction. Consider the adjoint operation of the operator Û on

elements forming Ĥ ∈ End(H), i.e. on the space End(H) ∼= H⊗ H∗:

|σ, i〉 〈σ′, j| −→ Û(θ) |σ, i〉 〈σ′, j| Û †(θ) = e−iθσeiθσ
′ |σ, i〉 〈σ′, j| (3.9)

=


|σ, i〉 〈σ, j| if σ = σ′,

e±2iθ |σ, i〉 〈σ′, j| if σ 6= σ′.

(3.10)

We see that non–trivial phases arise between cross–polarized polaritons in a 2D

lattice configuration, i.e. we have transformations

â†σ,iâσ′,j −→ e−iθ(σ−σ
′)â†σ,iâσ′,j. (3.11)

To account for this, we derive for the full Hamiltonian

Ĥ = B
∑
i,σ

σâ†σ,iâσ,i−t
∑
〈ij〉,σ

(â†σ,iâσ,j+h.c.)−δt
∑
〈ij〉

(e2iθij â†+,iâ−,j+e
−2iθij â†−,iâ+,j+h.c.).

(3.12)

Within our scheme, non–trivial phases can only occur in at least dimension D =

2. In strictly one–dimensional systems the Hamiltonian will have the reduced

form 3.6. In other words, the phases are determined by the geometry of the 2-

dimensional polaritonic lattice. The analysis reveals a purely geometrical origin

of the phases, with a distinct reason than in systems considered by Peierls in his

seminal work [43]. Recent advances even suggest the realization of Peierls-type

phases (substitutions) in one–dimensional lattices of ultracold neutral atoms [28].

3.2 Polaritonic Lattices and Topological Band Struc-

tures

Our next step consists of proposing lattice structures which are subject to Hamil-

tonian (3.12). The resulting excition–polariton insulators are examined by a thor-

ough analysis of the bulk topology.
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3.2.1 Square Lattice Crystal

R(m,n) = a(mex + ney), m,n ∈ Z describes the Bravais lattice vectors Figure 3.1,

a is the characteristic lattice spacing. First, we perform a Fourier transformation

|k〉 =
1√
N

∑
(m,n)∈Z2

eik·R(m,n) |(m,n)〉 , (3.13)

and matrix computation

〈k| â†σ,iâσ′,j |k〉 = 〈k|(m,n)〉 〈(m′, n′)|k〉 |σ〉 〈σ′| = 1

N
e−ik·R(m−m′,n−n′) |σ〉 〈σ′| .

(3.14)

σ i

Figure 3.1: 2D polaritonic square lattice structure (connected microcavity pillars).

σ = ± refers to the circular polarization of a polariton at site i = (m,n) (unit cell).

In detail, the calculation yields with respect to joint pairs (m,n) and (m′, n′) ∈

{(m+ 1, n); (m,n+ 1)}

B
∑
i,σ

σâ†σ,iâσ,i −→ B
∑
i,σ

σ
1

N
|σ〉 〈σ| = Bσ̂z, (3.15)

t
∑
〈ij〉,σ

(â†σ,iâσ,j + h.c.) −→t 1

N

∑
i

(eiakx + e−iakx + eiaky + e−iaky)⊗ 1̂2

= 2t(cos(akx) + cos(aky))⊗ 1̂2

(3.16)
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δt
∑
〈ij〉

(ei2θij â†+,iâ−,j + e−i2θij â†−,iâ+,j + h.c.)

−→ δt
1

N

∑
i

∑
m∈{x,y}

(
eiakmei2θm |+〉 〈−|+ eiakme−i2θm |−〉 〈+|+ h.c.

)

= 2δt

 0 cos(akx)e
i2θx + cos(aky)e

i2θy

cos(akx)e
−i2θx + cos(aky)e

−i2θy 0


(3.17)

We have used
∑

i = N for the summation over the unit cells. Thus, with θx = 0

and θy = π
2
:

Ĥ(k) =Bσ̂z − 2t(cos(akx) + cos(aky))1̂2

− 2δt

 0 cos(akx)− cos(aky)

cos(akx)− cos(aky) 0

 (3.18)

The Chern number of the lowest band can be calculated by

C =
1

4π

∫
T2

n(k) · (∂kxn(k)× ∂kyn(k))d2k. (3.19)

Since n(k) = (nx(k), 0, nz(k)), we obtain the trivial result C = 0. This is discussed

in the next section from a slightly different point of view.

Homological - Cohomological View

We consider the effect on the first Chern number C by a map h : T2 → S2. First

note that we can write

C =
1

2π

∫
S2

F =
1

2π

(
[F ], [S2]

)
, (3.20)

where (, ) describes the pairing between cohomology–homology classes. The in-

duced dual homomorphisms on the level of homology and cohomology are (again)

h∗ : Hk(T2;R)→ Hk(S2;R) (3.21)

h∗ : Hk(S2;R)→ Hk(T2;R) (3.22)
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For k = 2 we know that H2(S2;Z) = H2(T2;Z) = Z, so h∗|Z : Z → Z. The genera-

tors of the homology groups are given by the classes [T2], [S2] of the corresponding

two–cycles (surfaces). Therefore,

h∗([T2]) = q · [S2], q ∈ Z. (3.23)

The integer q is called degree of the map h, q = deg h. It is a homotopy invari-

ant since homotopic maps between topological spaces induce identical homomor-

phisms between the homology groups. Multiplying the degree with the original

Chern number yields

q · C =
1

2π

(
[F ], h∗[T2]

)
=

1

2π

(
h∗[F ], [T2]

)
=

1

2π

∫
T2

h∗F . (3.24)

The new Chern number obtained over the Brillouin zone is now q · C (multiplied

with the degree of h). Map h turns out to be topologically trivial for the polariton

square lattice, i.e. deg h = 0 and thus, the (lowest) band has zero Chern number.

3.2.2 Kagome Lattice – Fresh Perspectives of the bulk

The standard form of a Kagome lattice is given by (nn)–hopping processes and

the unit cell consists of three sites or levels denoted by A,B,C (Figure 3.2). We

conclude from the periodic arrangement of this unit cell forming the lattice that

the Fourier transformed Hamiltonian describes 3 bands over BZ. However, one

can advance this idea since each site of a polaritonic lattice must have two polar-

ization modes (σ = ±) assigned to it. This would generally double the number of

bands and we get a total number of 6 bands which makes the system relevant for

topological material study, e.g. topological insulators.
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A B

C

Figure 3.2: 2D polaritonic Kagome lattice structure (snapshot). Primitive unit cell

vectors are d1 = a(1, 0) (A-B), d2 = a(1/2,
√

3/2) (A-C). A unit cell is represented

by the triangle 4ABC.

The translation vectors for shifting of unit cells are: ai = 2di (see fig. 3.2).

Therefore, Kagome Bravais lattice unit cells are found at points R(m,n) = ma1 +

na2,m, n ∈ Z, with vectors a1, a2 being the generators of the lattice.

Polariton Kagome Hamiltonian and its Fourier transform

We now analyse and reduce the three terms of Eq. (3.12) with respect to the

Kagome geometry. The Hamiltonian acts on the 6N -dim. Hilbert space HN ⊗H3⊗

H2: The Zeeman–energy term is simply Ĥkagome, (Zeem.) = 1̂N ⊗ 1̂3 ⊗ Bσ̂z. Hence,

applying a magnetic field allows to break TRS.

Nomenclature Meaning

(m,n) unit cell in the Kagome lattice

σ = ± polarization mode

Â/Â†, B̂/B̂†, Ĉ/Ĉ† annihilation/creation operators for the levels in a unit cell

Table 3.1: Labels for operators in the Kagome lattice Hamiltonian.
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nn–sum Ĥkagome,(nn) of the Hamiltonian. The nn–hopping term of the Hamilto-

nian is (B = 0, δt = 0)

Ĥkagome, (nn) =
∑

(m,n),σ

Â†σ,(m,n)B̂σ,(m,n) + Â†σ,(m,n)Ĉσ,(m,n) + h.c.

+
∑

(m,n),σ

B̂†σ,(m,n)Ĉσ,(m,n) + B̂†σ,(m,n)Âσ,(m+1,n) + h.c.

+
∑

(m,n),σ

Ĉ†σ,(m,n)B̂σ,(m−1,n+1) + Ĉ†σ,(m,n)Âσ,(m,n+1) + h.c.

= 1N ⊗


0 1 1

1 0 1

1 1 0

⊗ 12 +
∑
m,n

|m,n〉 〈m+ 1, n| ⊗ |B〉 〈A| ⊗ 12 + h.c.

+
∑
m,n

|m,n〉 〈m− 1, n+ 1| ⊗ |C〉 〈B| ⊗ 12 + h.c.

+
∑
m,n

|m,n〉 〈m,n+ 1| ⊗ |C〉 〈A| ⊗ 12 + h.c.

(3.25)

The Fourier transformed Hamiltonian is obtained from

Ĥ(k)kagome, (nn) = 〈k| Ĥkagome, (nn) |k〉 by inserting (3.13), in this case using Kagome

lattice vectors R(m,n).

Ĥ(k)kagome, (nn) = −t


0 1 + e−ik·R(1,0) 1 + e−ik·R(0,1)

1 + eik·R(1,0) 0 1 + e−ik·R(−1,1)

1 + eik·R(0,1) 1 + eik·R(−1,1) 0

⊗ 12 (3.26)

Cross–polarized part Ĥkagome, (cp) of the Hamiltonian. We proceed with the

cross–polarized terms on the Kagome lattice. For this purpose, we calculate e.g.∑
m,n

Â†+,(m,n)B̂−,(m,n)e
i2θAB + Â†−,(m,n)B̂+,(m,n)e

−i2θAB + h.c.

= 1N ⊗ |A〉 〈B| ⊗ |+〉 〈−| ei2θAB + 1N ⊗ |A〉 〈B| ⊗ |−〉 〈+| e−i2θAB + h.c.

= 1N ⊗ (|A〉 〈B|+ |B〉 〈A|)⊗

 0 ei2θAB

e−i2θAB 0


︸ ︷︷ ︸

XAB=X†AB

(3.27)
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With respect to the pairs (A,C) and (B,C), the computation yields similar results.

The sum of these terms is

1N ⊗


02 XAB XAC

XAB 02 XBC

XAC XBC 02

 . (3.28)

We also need to evaluate the following sums∑
m,n

|m,n〉 〈m+ 1, n| ⊗
(
|B〉 〈A| ⊗ |+〉 〈−| e2iθAB + |B〉 〈A| ⊗ |−〉 〈+| e−2iθAB

)
+ h.c.

(3.29)∑
m,n

|m,n〉 〈m− 1, n+ 1| ⊗
(
|C〉 〈B| ⊗ |+〉 〈−| e2iθBC + |C〉 〈B| ⊗ |−〉 〈+| e−2iθBC

)
+ h.c.

(3.30)∑
m,n

|m,n〉 〈m,n+ 1| ⊗
(
|C〉 〈A| ⊗ |+〉 〈−| e2iθAC + |C〉 〈A| ⊗ |−〉 〈+| e−2iθBC

)
+ h.c.

(3.31)

The above expressions are now evaluated by squeezing them between Bloch states

|k〉: {
|B〉 〈A| eik·R(1,0) + e−ik·R(1,0) |A〉 〈B|

}
⊗XAB (3.32){

|C〉 〈B| eik·R(−1,1) + e−ik·R(−1,1) |B〉 〈C|
}
⊗XBC (3.33){

|C〉 〈A| eik·R(0,1) + e−ik·R(0,1) |A〉 〈C|
}
⊗XAC (3.34)

In total, performing the appropriate Fourier transformation on eq. (3.28), and

adding the above cross–polarized terms yields a 6× 6–matrix

Ĥ(k)kagome, (cp) = −δt


02 (1 + e−ik·R(1,0))XAB (1 + e−ik·R(0,1))XAC

(1 + eik·R(1,0))XAB 02 (1 + e−ik·R(−1,1))XBC

(1 + eik·R(0,1))XAC (1 + eik·R(−1,1))XBC 02


(3.35)
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Complete Bloch Hamiltonian. The Bloch Hamiltonian is the sum of the com-

puted operators, Ĥ(k)kagome,(Zeem.) + Ĥ(k)kagome, (nn) + Ĥ(k)kagome, (cp), i.e.

Ĥ(k) =


Bσ̂z MAB(k) MAC(k)

M†
AB(k) Bσ̂z MBC(k)

M†
AC(k) M†

BC(k) Bσ̂z

 , (3.36)

with 2× 2–matrices defined by

Md(k) = −2e−ik·d cos (k · d)

 t δte2iθd

δte−2iθd t

 . (3.37)

Numerical Analysis

For the numerical computation of the energy bands resulting from the Bloch Hamil-

tonian (3.36), we set a = 1 for the lattice geometry. Furthermore, by scaling with

respect to nearest-neighbour hopping amplitude t = 1 we numerically solve the

eigenvalue problem Ĥ(k) |um(k)〉 = Em(k) |um(k)〉. The band structure is com-

puted for different values of the magnetic field B and TE-TM splitting parameter

δt.

Γ K

M

Figure 3.3: Schematic of the hexagonal BZ for the Kagome lattice. In accordance

with the hexagonal shape, the computation of the energy bands can be performed

along the closed path Γ−K −M − Γ of high symmetry points.
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(a) Kagome ground state level for B = 0, δt = 0. (b) Kagome band structure for B = 0, δt = 0.

Figure 3.4: 3D representation of the polaritonic Kagome band structure. Figure a)

shows the lowest band and the symmetric arrangement of cones (K) in hexagonal

form. In b) we see all three bands - the two lowest bands touch at appropriate

Dirac points, while the highest band is completely flat.

(a) Kagome band structure B = 0.4, δt = 0. (b) Kagome band structure for B = 0.4, δt = 0.2.

Figure 3.5: 3D representation of the polaritonic Kagome band structure by includ-

ing non–zero values for the magnetic field and the TE-TM splitting parameter. All

6 bands are displayed.
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(a) Kagome lattice bands for B = 0.4, δt = 0. (b) Kagome lattice bands for B = 0.4, δt = 0.2

Figure 3.6: Gap opening mechanism in the polaritonic Kagome lattice by the in-

terplay between the magnetic field B and the TE-TM splitting parameter δt. Crys-

tallographic coordinates are used in BZ (Figure 3.3), marking the points Γ (centre

of the hexagon), K (Dirac cone), M . Computation reveals a gap opening around

Eg = −1 (see b), distinguishing between upper/lower bands.

(a) Kagome lattice bands for B = 0.4, δt = 0.6

Figure 3.7: Polaritonic Kagome lattice band structure for adjusting of the parame-

ters to B = 0.4, δt = 0.6. The diagram shows now a potential gap around Eg = 0.
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Topological Polariton Insulator

The band structure of Figure 3.6 b) suggests that there are U(1)–bundles over BZ

for all the bands, since no band touching points exist. The band gap allows to

calculate the Chern numbers for the two lowest bands below Eg = −1

C =
∑

{i:Ei<−1}

C(i) =
1

2π

∑
{i:Ei<−1}

∫
BZ
F (i) =

1

2π

∑
{i:Ei<−1}

∫
T2

F (i)(k), (3.38)

where C(i) denotes the first Chern number of the i-th band, BZ = T2. It is the non–

zero sum of Chern numbers of the populated bands below the gap which supports

the topological insulating phase of the exciton–polariton crystal.

PARAMETERS BAND : E1 E2 E3 E4 E5 E6

B = 0.4, δt = 0.2 C(i) num.: −1.0(0) 3.0(0) −2.0(0) −1.9(9) 2.9(9) −0.9(9)

B = 0.4, δt = 0.6 C(i) num.: −1.0(0) 3.0(0) −2.0(0) −2.0(0) 3.0(0) −0.9(9)

C(i) theor.: −1 3 −2 −2 3 −1

Table 3.2: Numerically extracted Chern numbers C(i) for all six bands, for the cases

in Figure 3.6 b) and Figure 3.7. According to the algorithm, the computation has

been performed using a discretization on a grid of 50× 50 sites over the Brillouin

zone [0, π] × [− π√
3
, π√

3
], where fluxes Ωnm through each plaquette were obtained.

The net flux gives the Chern number C(i) = 1
2π

∑
n,m Ω

(i)
nm of the i-th band. The

numerical errors are indicated within the brackets. Note that
∑
C(i) = 0, which

is expected since the Berry curvatures of all bands sum up to zero (see appendix

B.3).

From table 3.2 and Figure 3.6 b) we see that for B = 0.4, δt = 0.2

C =
∑

{i:Ei<−1}

C(i) = 2, (3.39)

and this represents a C = 2–Chern insulator. On the other hand, we get a trivial

Chern insulator (C =
∑
{i:Ei<0} C(i) = 0) for parameter values B = 0.4 and δt = 0.6

(Figure 3.7).
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Mapping Structure k −→ Ĥ(k) −→ P̂(k) ∼ Ô(k). Consider the band struc-

tures in Figure 3.6 b) and Figure 3.7, where we have different numbers of valence

bands below the gap. With the help of the Altland–Zirnbauer symmetry classifi-

cation C.1 we notice that Ĥ(k) must represent a point in a Grassmannian, since

its symmetry class is A. A topological insulator is determined by its valence Bloch

bundle, or in other words, by the valence bands below the energy gap. For that we

need a projector P̂(k) =
∑

a |ua(k)〉 〈ua(k)| onto the subspace of eigenstates |ua(k)〉

corresponding to the valence bands, or the equivalent spectral–flattened operator

Ô(k) = 1̂− 2P̂(k) (3.45). The figures of the numerical results imply the following

scenarios1:

• δt = 0.2, B = 0.4: Ô(k) ∈ G2,6(C) (16-dimensional Grassmannian).

• δt = 0.6, B = 0.4: Ô(k) ∈ G3,6(C) (18-dimensional Grassmannian).

This means we have in fact a map

fδt,B : T2 → Gm,6(C), (3.40)

depending on the experimental parameters δt, B, and m being the valence band

number. Then, one may apply the results of Milnor, Stasheff [39], which sug-

gest a construction method of cell decompositions for Grassmann manifolds. This

gives us the right to construct a cellular map gδt,B which is homotopic to fδt,B, as

indicated in eq. (1.29), Chap. 1,

fδt,B ∼ gδt,B : T2 → X2 ↪→ Gm,6(C), (3.41)

X2 is the 2–skeleton of Gm,6. This sets a restriction to the image of the torus T2:

gδt,B(T2) ⊆ X2. In addition, the existence of a potential monopole in a Grassman-

nian yields the following interpretation (see Figure 3.3): The two-dimensional

Brillouin zone is mapped into the 2-skeleton of the Grassmann manifold, and pos-

sibly encloses the monopole in a non–trivial way. The observed non-zero Chern

1See next section for details of the complete derivation.
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numbers C(i) measure the net flux of the monopole field (expressed as Berry curva-

ture F (i) of a band), which then penetrates through the surface. This is expressed

by the formula C(i) = 1
2π

∫
T2 F (i)(k).

Discussion. The gap opening mechanism has been verified for parameter values

δt = 0.2, B ∈ [0.3, 0.5] by a numerical simulation. There is also a gap for adjusting

the magnetic field to B = 0.4 and taking values δt ∈ [0.2, 0.45] - also, we note that

no band degeneracies occur for these values which clearly supports the construc-

tion of U(1)–bundles assigned to each band. From the numerical simulation we

learn that the gap opening mechanism strongly depends on the interplay between

the magnetic field and TE-TM splitting parameter. This parameter plays here an

analogous role as the spin–orbit coupling (SOC) in electronic systems. Realistic

parameter values (in units) are δt = 50 − 200µeV , B = 100 − 200µeV [41]. As

a comparison, the gap size in polaritonic systems (100 ∼ 150µeV ) exceeds the

spin-orbit gap in graphene [62] by a factor of at least 102. Driving the system into

the C = 0–phase requires larger values for δt - this is within reach as new results

on cavity structures suggest [16]. Bulk–boundary correspondence predicts the ex-

istence of edge mode states at the interface of areas of differing Chern numbers.

Propagation of these states is insensitive to perturbations and defects due to their

topological origin. For the Kagome lattice, edge mode state analysis can be carried

out by (non–resonant) excitation of polariton condensation into energy states in

the band gap. The experimental realization should be analogous to Ref. [31], but

the theoretical study of the mode dynamics will be done elsewhere.

3.2.3 General Methods for Topological Bands

We consider a Bloch Hamiltonian Ĥ(k) based on the assumption of translation

invariance of the system in D dimensions and take |ua(k)〉 as corresponding Bloch

states. For the following discussion no further symmetry conditions are imposed.

Ĥ(k) |ua(k)〉 = Ea(k) |ua(k)〉 , k ∈ BZ, (3.42)
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where a refers to the band number, a ∈ {1, . . . , n+m}. The ground state of a

topological insulator is determined by the occupied bands below some gap.

Definition 30 (Projection operator P̂(k))

P̂(k) :=
m∑
a=1

|ua(k)〉 〈ua(k)| , (3.43)

m is the number of occupied (valence) bands.

One checks immediately the usual properties of a projector:

• P̂†(k) = P̂(k)

• P̂2(k) = P̂(k)

Definition 31 (Analytical index) The analytical index of the projector P̂(k) is

ind(P̂) := dim ker(P̂)− dim ker(P̂⊥), (3.44)

where P̂⊥ is the orthogonal complement to P̂, i.e. P̂⊥ = 1̂− P̂.

The projector gives zero eigenvalues when being applied to unoccupied band

states. These states are the zero modes of P̂ and span the kernel ker(P̂). In the

same way, occupied band states are the zero modes of P̂⊥ and they span the kernel

ker(P̂⊥). For convenience we can re-define the operator:

Definition 32 (involution operator Ô(k))

Ô(k) = 1̂− 2P̂(k). (3.45)

This new operator can be regarded as a spectral–flattened Hamiltonian. Ô(k) has

the properties:

1. Ô†(k) = Ô(k) (hermitian)

2. Ô(k)Ô†(k) = Ô2(k) = 1̂ (unitary)

3. Tr
(
Ô(k)

)
= n−m
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Note that dim ker(P̂(k)) = n and dim ker(P̂⊥(k)) = m. Hence, the index can be

written as

Tr
(
Ô(k)

)
= n−m = ind(P̂(k)). (3.46)

The class of all involution operators with the three given properties shall be de-

noted as IUn,m. The operator Ô is a unitary (n + m)-matrix with m eigenvalues

λ = −1 and n eigenvalues λ = 1, corresponding to filled and empty bands, respec-

tively. Let Ô ∈ IUn,m, U ∈ U(n+m) and regard the action

U(n+m)× IUn,m → IUn,m, (3.47)

(U , Ô) 7→ UÔU †. (3.48)

One sees immediately that all 3 properties remain invariant under this transforma-

tion (conjugation operation). In particular, this is true for the analytical index ind

(3.46) under the conjugation operation (3.48). From a geometrical point of view

we have generated an orbit within IUn,m. We show that this single orbit actually

covers all IUn,m.

Lemma 33 U(n+m) acts transitively on IUn,m by conjugation operation in equation

(3.48). In other words IUn,m is a homogeneous U(n+m)-space.

Proof. Let V ∈ IUn,m be some involution operator. Then ∃W ∈ U(n+m) :

WVW† = Diag(λ1, . . . , λn+m), λi = ±1.

Since Tr (V) = n−m we can re-arrange the eigenvalues to get

D := Diag(+1 . . . ,+1︸ ︷︷ ︸
n

,−1, . . . ,−1︸ ︷︷ ︸
m

)

This is achieved by using permutation matrices Pπ (π ∈ Sn+m) which are orthog-

onal (hence unitary). Combining all that together, we have V = UDU † with the

unitary operator U := (PπW)†.

From a group theoretical perspective it follows that there exists a bijection

IUn,m ↔ U(n+m)/ID, (3.49)
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where ID is the isotropy group of D - this is defined by

ID = {U ∈ U(n+m)|UD = DU}. (3.50)

It is straightforward to calculate this isotropy group

ID = U(n)× U(m) (3.51)

IUn,m ≈ U(n+m)/
(
U(n)× U(m)

)
(3.52)

Result (3.52) is more than just a bijection. The space IUn,m can be assigned a

subspace topology, in particular Hausdorff space topology. Moreover, the action

of U(n + m) on IUn,m is continuous - this is true for the induced map and for

the inverse map since U(n + m) is compact and IUn,m Hausdorff. For that reason

(3.52) is a homeomorphism between topological spaces. This topological space is

actually known as Grassmann manifold or Grassmannian Gm,n+m(C) 2

Notation 34 Gm,n+m(C) := U(n+m)/
(
U(n)× U(m)

)
The dimension of the Grassmann manifold Gm,n+m(C) is

dim[U(n+m)/(U(n)× U(m))] = (n+m)2 − (n2 +m2) = 2nm. (3.53)

The major statement we will show in subsequent sections is:

Claim 35 The band numbers m (valence bands) and n (empty bands) determine the

Bloch bundle structure of a Chern insulator in symmetry class A3.

For the rest of the discussion, we focus on symmetry class A Hamiltonians in real

dimension D. The momentum space Hamiltonian has been transformed stepwise

Ĥ(k) −→ P̂(k) −→ Ô(k). (3.54)

2Since it is compact it can be embedded into RN for sufficiently large N due to Whitney’s

theorem. Grassmannians are fundamental objects in pure geometry, and they have recently started

to appear in the context of topological phases in condensed matter [2, 30]. Remarkably, they also

seem to play a central role for scattering amplitudes in particle physics.
3As deduced from the Altland–Zirnbauer table in Figure C.1.
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Operator Ô is an equivalent replacement of the original Hamiltonian up to homo-

topy. The outlined construction provides a map f

f : TD → U(n+m)/
(
U(n)× U(m)

)
, f : k 7→ Ô(k), (3.55)

where the Brillouin zone BZ has been identified with theD–dimensional torus TD.

An adiabatic deformation of the Hamiltonian Ĥ(k) implies a continuous change of

the parameters upon which the Hamiltonian depends, and we are naturally led to

the homotopy class [f ] of (3.55) - i.e. [f ] ∈ {TD,Gm,n+m(C)}. However, it seems

sufficient to understand homotopy classes {SD,Gm,n+m(C)} ∼= πD(Gm,n+m(C)).

Corollary 36 The gapped topological phases in dimension D are characterized by

homotopy group πD(Gm,n+m(C)).

This corollary is an immediate consequence following from the classification of

symmetry–protected gapped Hamiltonians by Altland and Zirnbauer. Topological

phase transitions are associated with topology changes and can occur under cer-

tain parameter variations (see Chap. 4 sec. 1). It is important to understand how

symmetry protection in terms of TRS, PHS and SLS alters the target space of the

Hamiltonian. For that purpose, let us consider

Example 37 (SLS protected Hamiltonian) Let Ĥ be only invariant under sublattice

symmetry (SLS) Ŝ, ŜĤŜ† = −Ĥ (C.10). As in the case of the SSH model, we

may perform an equivalence transformation on Ĥ which yields an off–diagonal block

matrix form

Ĥ(k) ∼

 0n M(k)

M†(k) 0n

 ,

M(k) ∈ U(n). Since π2(U(n)) = 0, it is impossible to find topological insulators in

dimension D = 2 for such SLS protected Hamiltonians. However, in real dimension

D = 3 we may find Z–valued topological phases due to π3(U(n)) = π3(SU(2)) = Z,

n ≥ 2.
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3.2.4 Exploiting Fibrations and Homotopy Sequences

Firstly, I demonstrate the existence of a synthetic monopole in the coset space of

symmetry class A Hamiltonians by the application of exact sequences of homotopy

groups for fibre bundles or Serre fibrations. This perspective allows to supplement

our findings made in the numerical analysis of the Kagome lattice: The Berry

curvature is generated by a monopole in the parameter space of the Hamiltonian.

Secondly, I provide a characterization of the valence Bloch bundles associated with

the Chern insulators on the Kagome lattice.

Definition 38 (Stiefel manifold Vk,n(C)) The Stiefel manifold is defined as the set of

ordered orthonormal k-frames in Cn:

Vk,n(C) :=
{

(e1, . . . , ek) ∈ Cn×k| 〈ei|ej〉 = δij

}
(3.56)

First action on Vk,n. The action on the Stiefel manifold is U(n) × Vk,n(C) →

Vk,n(C), (U , (e1, . . . , ek)) 7→ (Ue1,Ue2, . . . ,Uek), and it is transitive, which also

applies to SU(n). The isotropy group of the ordered tuple (e1, . . . , ek) is U(n − k)

(or SU(n−k)). Therefore, by the same token as given in the preceding paragraph,

the manifold can be described as a homogeneous space

Vk,n(C) ∼= U(n)/U(n− k) ∼= SU(n)/SU(n− k). (3.57)

Remark 39 Let G be a Lie group and H < G a closed subgroup, then G/H will

be the base manifold of a fibre bundle (G, π,G/H,H) with the canonical projection

π : G → G/H and fibre H. So, H i→ G
π→ G/H. This well known fact can be

exploited for the computation of exact homotopy sequences.

The corresponding long exact homotopy sequence for Vk,n is

· · · ∂∗−→ πm(SU(n−k))
i∗−→ πm(SU(n))

π∗−→ πm(Vk,n(C))
∂∗−→ πm−1(SU(n−k))

i∗−→ · · ·

(3.58)
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We also need to compute some groups πm(U(n)). First, it is known that spheres

S2n−1 can be written as S2n−1 = U(n)/U(n− 1) = SU(n)/SU(n− 1) which consti-

tutes a principal fibration with the exact sequences:

· · · ∂∗−→ πm(U(n− 1))
i∗−→ πm(U(n))

π∗−→ πm(S2n−1)
∂∗−→ πm−1(U(n− 1))

i∗−→ · · ·

(3.59)

· · · ∂∗−→ πm(SU(n− 1))
i∗−→ πm(SU(n))

π∗−→ πm(S2n−1)
∂∗−→ πm−1(SU(n− 1))

i∗−→ · · ·

(3.60)

From the last two sequences we derive: πm(U(n)) = πm(U(n−1)) and πm(SU(n)) =

πm(SU(n − 1)) for m < 2n − 2, since in this case πm+1(S2n−1) = πm(S2n−1) = 0.

By induction we obtain some useful results: π0(U(n)) = π0(U(1)) = 0 (connected

Lie groups). π1(U(n)) = π1(U(2)) = π1(SU(2) × U(1)) = π1(S3 × S1) = π1(S1) =

Z (n ≥ 2). Also, π1(SU(n)) = π1(SU(2)) = 0 and π2(SU(n)) = π2(SU(2)) =

π2(S3) = 0. As a consequence from this and (3.58), we obtain for the low-

est dimensional homotopy groups of the Stiefel manifold π0(Vk,n) = π1(Vk,n) =

π2(Vk,n) = 0, (n− k ≥ 2).

Second action on Vk,n. We also have an action U(k) × Vk,n(C) → Vk,n(C),

(U , (e1, . . . , ek)) 7→ (Ue1,Ue2, . . . ,Uek) where U is now a unitary k × k–matrix.

As before, the action is transitive, but the stabilizer is trivial, i.e. 1k. Employing

(3.57) the resulting space is

Vk,n/U(k) ∼= U(n)/(U(n− k)× U(k)) = Gk,n(C), (3.61)

which is a Grassmannian. We obtain the principal fibration (Vk,n(C),Gk,n(C), U(k))

for the Grassmann manifold with the projection π : Vk,n(C) → Gk,n(C). Corre-

spondingly, the exact homotopy sequence is

· · · ∂∗−→ πm(U(k))
i∗−→ πm(Vk,n(C))

π∗−→ πm(Gk,n(C))
∂∗−→ πm−1(U(k))

i∗−→ · · ·

(3.62)

From all that we compute: π0(Gk,n(C)) = π1(Gk,n(C)) = 0. Moreover, because of

the vanishing homotopy groups of Vk,n for d = 1, 2, sequence (3.62) yields the
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π0(Gk,n(C)) π1(Gk,n(C)) π2(Gk,n(C))

0 0 Z

Table 3.3: Summary of low–dimensional homotopy groups for the Grassmann

manifold Gk,n(C) (coset space of symmetry class A).

isomorphism π2(Gk,n(C)) = π1(U(k)) = Z. This proves the existence of monopoles

in the coset space of symmetry class A Hamiltonians. At the same time, we obtain

a characterization of gapped phases of topological insulators for dimension D = 2.

In summary we have shown

Lemma 40 Gk,n(C) contains a monopole, and it admits a principal bundle of the

type (Vk,n(C),Gk,n(C), U(k)) with respect to the band structure, in which case k is

the number of valence bands and n is the total band number. �

Monopole, Hurewicz’s relation and non–trivial Berry curvature. There exists

a remarkable relation between the artificial monopole configuration in the coset

space, the aspherical property of Gk,n(C) in dimensions D < 2, and the resulting

non–trivial curvature F assigned to the bands over the Brillouin zone T2. The link

for this line of thought is:

Remark 41 (Hurewicz Theorem) A topological space X admits a homomorphism

πk(X)→ Hk(X,Z). If the space X is aspherical for dimensions i < k, i.e. πi(X) = 0,

then πk(X)
∼→ Hk(X,Z) is an isomorphism for k ≥ 2.

Putting together Hurewicz’s theorem with the results of table 3.3 we conclude that

H2(Gk,n(C)) = Z holds. One also infers H2(Gk,n(C);R) ∼= R on the cohomological

level. Since this is a one–generator group, all closed 2-forms, e.g. abelian Berry

curvatures over the manifold, are effectively constructed from the single generator,

denoted by [F ]. The map fδt,B : T2 → Gm,m+n(C) gives rise to Berry curvatures for

the various Bloch bands by the pull-back operation

f ∗δt,BF (i) =
1

2
F (i)
µν

∂yµ

∂kα
∂yν

∂kβ
dkα ∧ dkβ, (3.63)
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where a local parametrization y = y(k) of fδt,B has been chosen on the torus man-

ifold . The abelian curvature components F (i)
µν are given by F (i)

µν = ∂µA(i)
ν − ∂νA(i)

µ .

Obstruction to choosing a global potential A for a band comes from the non-trivial

cohomology group H2 and Eq. (3.63). Numerical evidence of Chern numbers in

table 3.2 supports this result. Hence, we observe topological robustness of the

band structure in areas of the (δt,B)–space where the Hamiltonian is gapped. This

has been even numerically validated for other parameter adjustments - however,

with different Chern number distributions.

Applications to Polariton Kagome Lattice

Characterization of valence Bloch bundles. We combine our numerical results

on the Kagome lattice with the statement in Figure 1.4 in order to describe the

pullback bundles over the Brillouin zone T2.

T2 × U(3) ∼=f •0.6,0.4V3,6(C)
pr2- V3,6(C)

T2

pr1

?

f0.6,0.4

- G3,6(C)

π

?

(a) Trivial Bloch bundle for C = 0.

T2 × U(2) 6=f •0.2,0.4V2,6(C)
pr2- V2,6(C)

T2

pr1

?

f0.2,0.4

- G2,6(C)

π

?

(b) Non–trivial Bloch bundle for C = 2.

Figure 3.8: Pullback bundle diagrams for polaritonic Kagome configurations. The

map is fδt,B : T2 → Gm,6(C), k 7→ Ô(k), given in (3.40). π ◦ pr2 = fδt,B ◦ pr1. It is

sufficient to describe fδt,B up to homotopy, since homotopic maps yield equivalent

pullback bundles.
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δt = 0.2, B = 0.4 δt = 0.6, B = 0.4

Grassmannian Gm,n+m(C) G2,6(C) G3,6(C)

Fibre bundle (auxiliary) (V2,6(C),G2,6(C), U(2)) (V3,6(C),G3,6(C), U(3))

Valence Bloch bundle (f •0.2,0.4(V2,6(C)),T2, U(2)) (T2 × U(3),T2, U(3))

Valence bands below gap 2 3

Chern number C 2 0

NL −NR 2 0

ind(P̂) = n−m 2 0

Table 3.4: Summary: Polariton Insulators on the Kagome lattice. NL/NR denote

the numbers of left/-right propagating edge mode states on the boundary. Relation

NL − NR = C is known from the bulk-boundary correspondence. The principal

bundles are written in standard notation as triplets.

We make some comments on the above table 3.4: We observe that the va-

lence Bloch bundle (f •0.2,0.4(V2,6(C)),T2, U(2)) cannot be trivial since C = 2, i.e.

f •0.2,0.4(V2,6(C)) 6= T2 × U(2). For both cases, the well known bulk-boundary corre-

spondence predicts NL−NR = C. Note that ind(P̂) = n−m for Gm,n+m is a purely

algebraic result we have presented before. The results indicate the remarkable

relation ind(P̂) = C, which can be expressed as follows:

Conjecture 42 (Index Formula) Let Ĥ be a symmetry class A gapped Hamiltonian

on a polaritonic 2D lattice, and let Eg denote the energy surrounding the gap between

valence and unoccupied bands. Then, equation 1
2π

∑
{i:Ei<Eg}

∫
F (i) = ind(P̂) is a

version of an index theorem for the investigated class A Chern insulators.

This statement is far from being obvious: Why do the Chern numbers of bands

below the gap sum up to the analytical index of P̂ for the manifold? The math-

ematical structure of the conjecture is reminiscent of the Atiyah-Singer index the-

orem. Recall that ind(P̂) is the difference between zero eigenmodes of P̂ and the

zero modes of P̂⊥. From this point of view, the bulk–boundary correspondence
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must be interpreted as the manifestation of an index theorem. Attempts for a rig-

orous proof and development of the topic are deferred to future work. However,

there exist already connections to K–theory and non–commutative geometry, and

these had been worked out by Bellissard and co-workers [5] - with the purpose of

understanding the quantum hall effect.

3.3 Challenges in Polariton Graphs

3.3.1 Discussion - Engineering Chern insulators

Polaritonic lattices offer ideal platforms for nano–fabrication of etched 2D ma-

terials with topological properties, such as Chern insulators on the Kagome or

honeycomb lattice. The TE-TM and Zeeman splitting term allow for controllable

simulation of potential landscapes with a gap opening mechanism. On the Kagome

lattice we have demonstrated the existence of a trivial and non–trivial Chern insu-

lator: This corresponds to a topological insulator with 3 bands and 2 bands below

the gap, respectively. However, a delicate question is how to obtain Chern insula-

tors as two–dimensional single sheets such that one can systematically manipulate

the number m of valence bands, and n of unoccupied bands. This is equivalent

to obtaining spectral–flattened Hamiltonians in Gm,n+m(C), with tunable numbers

m, n. As an example, consider the projective space CP n = G1,n+1(C) (3.64),

which corresponds to a gapped system with one valence band and n empty bands.

For the moment, it appears that we do not have a fully systematic approach and

absolute control over engineering arbitrary topological insulators. A partial an-

swer could be initiated by the conjectured index formula. Nevertheless, one can

investigate various other models: For instance, for a polaritonic Ruby lattice one

expects to find 6×2 spectral bands. The SOC analogue gap opening mechanism as

well as related topological properties can be investigated by strategies outlined in

this work. The implementation could be advanced further by considering different

junctions (with two or more hopping amplitudes ti and TE-TM splitting parame-
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ters δti) inside the etched microcavity pillar configuration.

We have not touched upon the topic of aperiodic lattices, e.g. quasicrystals

based on the Ammann-Beenker tiling [36]. From a computational point of view,

the lack of translational invariance sets some numerical challenges to the analysis

of the bulk spectrum and the definition of topological real–space invariants. In

analogy to the concept of the Fredholm operator index, several authors have in-

troduced and investigated a local and global index (Bott index) for this purpose

[35, 55].

Supplemental Material

The projective space CP n = G1,n+1(C) has cell decomposition

CP n = e0 ∪ e2 ∪ e4 ∪ · · · ∪ e2n, (3.64)

from which the homology group structure H2k(CP n;Z) = Z follows. On the coho-

mological part we obtain H2k(CP n;R) = R. Thus, for a non–degenerate gapped

CP n–space Hamiltonian one may find globally non–trivial abelian Berry curva-

tures F such that [F ] ∈ H2(CP n) with [F ] 6= [0]. The analytical index of the CP n–

Hamiltonian is given by ind P̂ = n − 1 and this would be equal to a C = (n − 1)–

insulator provided there exists a corresponding gap. The design of this Chern

insulator could be achieved by increasing the sites of the unit cell of the lattice

- however, this is only feasible to some extent. The crucial problem is to control

and manipulate the location of the gap between occupied/unoccupied bands in

the spectrum. For that purpose, further mechanisms need to be investigated.

Remark 43 (Attaching spaces by maps) Let X0 ⊂ X and f : X0 → Y be a map

between topological spaces. Then we can create a new topological space Y
⋃
f X

by the attaching map. The space Y is naturally embedded into Y
⋃
f X through

injection, i.e. Y ↪→ Y
⋃
f X. Y

⋃
f X := X + Y/ ∼, x0 ∼ f(x0) by identification.

Attaching an n–cell en to a (path–connected) space Y to get Y ∪ en is given by

f : Sn−1 → Y , where Sn−1 ≈ ∂en (boundary of n-cell is (n−1)–dimensional sphere

which is glued to space Y via the mapping).
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The momentum space perspective yields a map T2 → CP n, k 7→ Ĥ(k). It can

be transformed into a homotopic (cellular) map g such that g(T2) ⊆ X2 holds,

where X2 is the two-skeleton of the projective space. X2 is readily determined by

(3.64): X2 = e0 ∪ e2 = S2.



Chapter 4
Novel Topological Design in Ultracold

Atoms

In this chapter we analyse some ultra cold atom systems and we elaborate on re-

cently done experimental work by enriching its theoretical interpretation. Along

these lines, we compare the proposals with the numerically and analytically ob-

tained results.

4.1 Abelian monopoles in spin–1 ultracold atoms

4.1.1 Experimental setup scheme

The method consists of coupling the 3 hyperfine states (spin 1) of ultracold Rubid-

ium atoms 87Rb by two independent rf fields (radio–frequency) [23]. Production

of Bose-Einstein condensates (BECs) follows closely methods proposed in [4, 13]

and the recent direct laser cooling technique [56]. The formed BEC of rubidium

atoms is subject to a dipole trap. We use the fact that 87Rb alkali atoms have a

ground state with a hyperfine level splitting, i.e. S = 1 and S = 2. This is due to

the fact that 87Rb atoms have nuclear spin I = 3/2 and ground state with J = 1/2.

Therefore, hyperfine levels are described via 3/2 ⊗ 1/2 = 2 ⊕ 1. The splitting

72
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of these levels corresponds to a frequency of 6.8 GHz.1 Focusing on the S = 1

hyperfine level structure and applying a combination of rf fields, one can generate

couplings between the states, as is depicted in the level diagram 4.1.

|2〉

|3〉

|1〉

ω23

ω21

∆2

∆1

Figure 4.1: Rf–induced coupling of three S = 1 hyperfine states in 87Rb (drawn

in TikZ). The detunings ∆1 and ∆2 have been chosen according to E3 − E2 =

~ω23 +∆2 and E2−E1 = ~ω21−∆1, respectively. ω21 and ω23 are the corresponding

frequencies of the coupled rf fields.

Effective Hamiltonian and properties

We write |1, 1〉 = |1〉, |1, 0〉 = |2〉, |1,−1〉 = |3〉 in order to abbreviate nota-

tion for the coupled hyperfine states. Taking into account the detunings, cou-

pling strengths (amplitudes) and relative phases, the effective hyperfine-coupling

Hamiltonian can be constructed from Figure 4.1:

Ĥ = ∆1 |1〉 〈1|+ ∆2 |3〉 〈3|+
(

Θ12e
iϕ12 |1〉 〈2|+ Θ23e

iϕ23 |2〉 〈3|+ h.c.
)

(4.1)

The matrix form version is given by

Heff =


∆1 Θ12e

iϕ12 0

Θ12e
−iϕ12 0 Θ23e

iϕ23

0 Θ23e
−iϕ23 ∆2

 , (4.2)

1Precise measurements yield 6834.7 MHz.
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and it consists of six parameters (forming a 6–dim. parameter space). The ampli-

tudes Θij, frequencies ωij and phases ϕij of the driving fields can all be controlled

to a sufficiently high degree.

Since we are dealing with a spin–1–representation, we can use a basis of hermi-

tian spin–1 operators Ŝ = (Ŝx, Ŝy, Ŝz) (section D.1), m = (mx,my,mz) and rewrite

the effective Hamiltonian

Heff = m · Ŝ + Ô. (4.3)

The rest of the basis, represented by operator Ô, can be constructed from the

enveloping algebra by employing the following ansatz

Ô =
∑
i,j

tijÔij = tzzÔzz + tyzÔyz + txzÔxz, (4.4)

Ôij =
1

2
(ŜiŜj + ŜjŜi). (4.5)

Ô =


tzz

1√
2
(txz − ityz) 0

1√
2
(txz + ityz) 0 1√

2
(−txz + ityz)

0 − 1√
2
(txz + ityz) tzz

 (4.6)

From a physical point of view the rf couplings generate an effective magnetic field

m. The operators Ôij are coupled to spin–tensors tij. Note that the couplings mi

and tij are functions of the tunable parameters ϕkl, Θkl and ∆i. The transforma-

tions are

mx =
1√
2

(Θ12 cosϕ12 + Θ23 cosϕ23) = r sinϑ cosφ (4.7)

my = − 1√
2

(Θ12 sinϕ12 + Θ23 sinϕ23) = r sinϑ sinφ (4.8)

mz =
1

2
(∆1 −∆2) = r cosϑ (4.9)

txz =
√

2(Θ12 cosϕ12 −Θ23 cosϕ23) (4.10)

tyz =
√

2(−Θ12 sinϕ12 + Θ23 sinϕ23) (4.11)

tzz =
1

2
(∆1 + ∆2) (4.12)

This can be derived by comparing Equation (4.2) with (4.3).
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Prerequisites for numerical computation

We perform an analysis of three different forms of the Hamiltonian structure, in

accordance with the vector and tensor–like couplings.

1. Ĥ = m · Ŝ (only spin–vector coupling). This can be achieved by setting

∆1 = −∆2, Θ12 = Θ23 and ϕ12 = ϕ23.

2. Ĥ = m · Ŝ + αmzŜ
2
z (z spin–tensor coupling). Here, we set the amplitudes

Θ12,Θ23 and phases ϕ12, ϕ23 as in 1. The detunings are ∆1 = r(α + 1) cosϑ

and ∆2 = r(α− 1) cosϑ.

3. Ĥ = m · Ŝ+βmxÔxz (xz spin–tensor coupling; yz analogue). For this Hamil-

tonian, we set ∆1 = −∆2, txz = βmx.

In all three cases the base manifold is parametrized by m 6= 0, which is equivalent

to saying R3 − {0} ' S2. Therefore, it is assumed that we will be dealing with

a fibre bundle structure over S2. The expected fibre can be determined by the

characteristic polynomial (of the energy levels)

0 = det(Heff − E1̂) =

∣∣∣∣∣∣∣∣∣∣
∆1 − E Θ12e

iϕ12 0

Θ12e
−iϕ12 −E Θ23e

iϕ23

0 Θ23e
−iϕ23 ∆2 − E

∣∣∣∣∣∣∣∣∣∣
(4.13)

= −E(∆1 − E)(∆2 − E)− (∆1 − E)Θ2
23 −Θ2

12(∆2 − E), (4.14)

which shows E = E(∆1,∆2,Θ12,Θ23) and independence of the phases ϕij. One

can show that the energy bands remain non–degenerate during possible (non–

vanishing) parameter tunings. The non–degeneracy condition ensures that states

are only allowed to acquire a phase change during an adiabatic evolution. And,

this is crucial for having a U(1)–bundle, where gauge transformations are repre-

sented by U(1)–factors (Berry phase). In order to show this, we recall from [27]:

The discriminant δ of a third degree polynomial p(x) = x3 +bx2 +cx+d is given by

δ = b2c2 − 4c3 − 4b3d + 18bcd− 27d2. For our system, the possibilities are reduced

to
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1. δ > 0: 3 simple real roots.

2. δ = 0: either 1 simple and 1 double real root, or a triple real root.

Consider tuning the system in such a way that Θ = Θ12 = Θ23 and ∆ = ∆1 =

−∆2. Then the distinct eigenvalues are E1 = 0 and E2/3 = ±
√

∆2 + 2Θ2. The

existing non–vanishing gaps between the levels indicate the non–degeneracy of

the spectrum and we can therefore expect to find U(1)–bundles over the parameter

space. This can be verified for all of the cases which we consider for our numerical

analysis.

4.1.2 Chern numbers, phase transitions, spin textures

In this section we report on phase transitions of spin 1 monopoles with Chern

numbers C = 1, 2, 0. It is due to the highly tunable 6D parameter space that we

can effectively reduce dimensions and change the manifold to our preference and

allow it to host topologically different monopoles, i.e. carrying different topologi-

cal charge inherited by the engineered bundle structure.

Numerical Results

Numerical implementation of the algorithm CHN-AL2 for the computation of Chern

numbers into a Python code reveals topological phase transitions of ground states.

We study the phenomenon by covering the parameter space of S2 with a grid of

50× 50 sites, hence, allowing for a good resolution and fast performance.

Case 1: transition C = 2→ C = 1 for S2-submanifold. We use

Ĥ = m · Ŝ + αmzŜ
2
z . (4.15)

For the numerical analysis, we vary the parameter α within the interval [0, 10],

and observe a topological phase transition at α = 1. This is indicated by an abrupt

change of C from 2 to 1 as the parameter value increases (Figure 4.2 a).
2See chapter 2 for the definition and details.
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Case 2: transition C = 2 → C = 0 for S2-submanifold. For this case, we make

use of

Ĥ = m · Ŝ + βmxÔxz, (4.16)

and increase the β parameter within the interval [0, 10]. We observe a topological

phase transition at β = 2, where the Chern number changes from 2 to 0 (Figure 4.2

b).

(a) Transition of the Chern number from 2 to 1;

the parameter α is increased. C = 1 is assumed

to correspond to a Hopf bundle (S3, π,S2, U(1)).

(b) Transition of the Chern number from 2 to 0 by

increasing the parameter β. C = 0 characterizes

the trivial bundle (S2 × U(1), π,S2, U(1)).

Figure 4.2: Results of the numerical simulation of the topological phase transition,

indicated by the Chern number C. We suggest that the phase transitions occur due

to a topology change in the total space of the bundle.
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Topological Analysis

We are now going to determine the fibre bundles associated with the ground state

|ψg〉 of the effective Hamiltonian Ĥ in more detail.

Alternative mapping. The gauge connection (defined in Chap. 2) is given by

A = i 〈ψg| ∇m |ψg〉, with the effective magnetic field m taking values in the syn-

thetic space R3 − {0}. In the chosen spin-1 basis we can write |ψg〉 =
∑

i αi |i〉,

where the coefficients αi = αi(ϑ, φ) are functions of coordinates (ϑ, φ) on the

synthetic sphere S2. The spin-1 Hilbert space H1 can be obtained from a Clebsch–

Gordan decomposition (CGD), H1/2 ⊗ H1/2 = H1 ⊗ H0. For |i〉 ∈ H1:

|1〉 = |↑〉 ⊗ |↑〉 , |2〉 =
1√
2

(|↑〉 ⊗ |↓〉+ |↓〉 ⊗ |↑〉), |3〉 = |↓〉 ⊗ |↓〉 (4.17)

From the above representation we can recover the coefficient matrix C = (cmn)

for |ψg〉 ∈ H1 = (H1/2 ⊗ H1/2)s, after which a Singular Value decomposition (SVD)

can be performed

C =

 α1
1√
2
α2

1√
2
α2 α3

 SV D−→ V CW † =

c̃↑ 0

0 c̃↓

 , c̃↑, c̃↓ ∈ R≥0. (4.18)

Consequently, the ground state can be written as3

|ψg〉 = c̃↑ |1̃ ↑〉 ⊗ |2̃ ↑〉+ c̃↓ |1̃ ↓〉 ⊗ |2̃ ↓〉 . (4.19)

Equation (4.19) consists of the bi–orthogonal basis {|1̃ ↑〉 ⊗ |2̃ ↑〉 , |1̃ ↓〉 ⊗ |2̃ ↓〉} in

H1/2 ⊗ H1/2. Thus, it is possible to obtain a two-mode representation for the spin

1 state. However, standard projectors Π̂↑,↓ map the ground state onto coordinates

(c̃↑, c̃↓) of a circle, since c̃2
↑ + c̃2

↓ = 1 holds. Such a decomposition may facilitate

state tomography for visualizing the onset of a topological phase transition on S2

while driving parameters α, β related to Hamiltonians Ĥ = m · Ŝ + αmzŜ
2
z and

Ĥ = m · Ŝ + βmxÔxz respectively.
3In general, states of higher tensor product spaces H1 ⊗ H2 ⊗ · · · ⊗ HN do not admit simple

decompositions with one-index summation for N ≥ 3, unless specific symmetries exist. For general

tensors of the type cm1m2...mN
one has to deploy higher order forms of SVD (HOSVD), and these

algorithms would still include multi-index summations.
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Transition functions, Chern and winding numbers. We discuss now the role

of transition functions related to gauge transformations. Due to the effective mag-

netic field m ∈ R3 − {0} and the homotopy equivalence R3 − {0} ∼ S2, the gauge

field A is completely determined on S2. We cover the sphere by two open sets

(charts) U1, U2: S2 = U1 ∪ U2; U1 = S2 − (ϑ = π, 0) and U2 = S2 − (ϑ = 0, 0). The

intersection is homotopic to a circle, i.e. U1∩U2 ∼ S1. We now specify two connec-

tion 1-forms A(1) and A(2) on each of the two charts. Along the circle (ϑ, φ) ∈ S1

(parametrized by φ) the fields must be related by a gauge transformation:

A(2)(ϑ, φ) = g12(φ)A(1)(ϑ, φ)g−1
12 (φ) + ig12(φ)dg−1

12 (φ). (4.20)

A U(1)–bundle implies that g12 ∈ U(1) and this defines a map g12 : S1 → S1, where

g12 is the so called transition function. This map is given by g12(φ) = exp(inφ), with

n ∈ π1(S1). Therefore, above equation is written as

A(2)(ϑ, φ) = A(1)(ϑ, φ) + ndφ. (4.21)

It follows that all U(1)–bundles over S2 can be classified by π1(S1) = Z.4 We

compute the Chern number C in the following way

2πC =

∫
S2

F =

∫
U1

dA(1) +

∫
U2

dA(2) =

∫
∂U1

A(1) +

∫
∂U2

A(2)

= −
∫
S1

A(1) +

∫
S1

A(2)

=

∫
S1

ndφ = 2πn,

(4.22)

where we used Stokes theorem and took into account that U1, U2 are both home-

omorphic to an open disc with boundary S1. This proves unequivocally that the

Chern number C is equal to the winding number n appearing in the transition

function, i.e. C = n with n ∈ π1(S1).

Total space E models. We are now in the position to determine the total space

E for each bundle (E, π, S2,S1) associated with the observed values C = 0, 1, 2.

4In fact, the generalization of this statement is that principal G–bundles over Sn are in one–to

one correspondence with the group πn−1(G), i.e. (E, π, Sn, G)
 πn−1(G).
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S1 ⊂
i - E

S2

π

?

Figure 4.3: Diagram of the fibre bundle structure.

We see from the preceding discussion and the diagram thatE is a 3-dimensional,

S1–fibred space, which is locally homeomorphic to S2× S1. However, having three

different Chern numbers we must obtain three globally distinct spaces E.

• C = n = 0: The transition function is g12(φ) ≡ 1 and thus constant. This

implies compatibility with a globally trivial bundle; E ∼= S2 × S1.

• C = n = 1: g12(φ) = exp(iφ). From this result we can define a natural action

U(1) × S3 → S3 which partitions the 3-sphere into orbits of circles, such

that the coset space is S3/S1 ∼= S2. This implies E ∼= S3 with a similar Hopf

fibration as in Chap. 2, where the same Chern number was found.

• C = n = 2: g12(φ) = exp(i2φ). Going along one fibre, parametrized by φ in

the space S3, we obtain the following picture: Doubling the winding number

identifies antipodal points of the sphere S3. In other words, this gives rise to

an action Z2 × S3 → S3. The total space E is derived as the coset S3/Z2, and

it describes the set of Z2-orbits covering S3. Thus, E is the real 3D projective

space, E ∼= S3/Z2 = RP 3.

Principal U(1)–bundles over S2 with higher Chern numbers may be constructed by

an analogous procedure, e.g. by considering the action Zn × S3 → S3 and forming

the quotient, which yields a lens space structure via transformation (z1, z2) →

(ei2πp/nz1, e
i2πp/nz2), p = 0, · · · , n− 1.
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Spin textures. We claim that the above phase transitions are accompanied by

significant spin texture changes, alongside expected Berry curvature manifesta-

tions. The spin operators are

Ŝi =
∑

k,σ;k′,σ′

〈k, σ| Ŝi |k′, σ′〉 â†k,σâk′,σ′ =
∑
k;σ,σ′

〈σ| Ŝi |σ′〉 â†k,σâk,σ′ , i = x, y, z, (4.23)

where âk,σ and a†k,σ′ are the annihilation and creation operators of atoms with pos-

sible momentum k and hyperfine state σ = 1, 2, 3, as defined before. For demon-

stration purposes, consider Ŝz (D.16):

Ŝz =
∑
k;σ,σ′

〈σ| Ŝz |σ′〉︸ ︷︷ ︸
±δσσ′

â†k,σâk,σ′ =
∑

k

(â†k,1âk,1− â†k,3âk,3) =
∑

k

(n̂k,1− n̂k,3) ' n̂0,1− n̂0,3.

(4.24)

n̂k,i denotes the corresponding atom number operator. The last step (approxima-

tion) in (4.24) can be confirmed with respect to a BEC. According to (4.23) and

(D.16), we can represent the remaining spin operators as

Ŝx =
1√
2

∑
k

â†k,1âk,2 + a†k,2âk,1 + a†k,2âk,3 + a†k,3âk,2 (4.25)

Ŝy =
−i√

2

∑
k

â†k,1âk,2 − a†k,2âk,1 + a†k,2âk,3 − a†k,3âk,2 (4.26)

For states |ψ〉 of the system with Hamiltonian Heff , we have

|ψ〉 = α1 |1〉+ α2 |2〉+ α3 |3〉 , (4.27)

n̂0,i |ψ〉 = αi |i〉 , (4.28)

Ni

N1 +N2 +N3

= 〈n̂0,i〉 =
〈ψ| n̂0,i |ψ〉
〈ψ|ψ〉

=
|αi|2

|α1|2 + |α2|2 + |α3|2
. (4.29)

Within the BEC cloud, the total number of atoms will split according to the frac-

tions populating the hyperfine levels. Ni is the atomic population number for the

hyperfine state i. In equation (4.29) we have calculated the relative atomic popu-

lation number Ni/(N1 +N2 +N3). The spin expectation value along z is then given

by

〈Ŝz〉 =
〈ψ| Ŝz |ψ〉
〈ψ|ψ〉

=
|α1|2 − |α3|2

|α1|2 + |α2|2 + |α3|2
=

N1 −N3

N1 +N2 +N3

. (4.30)
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This means that we can reconstruct the spin texture configuration over the whole

manifold by measuring the population numbers N1, N2, N3 or their associated frac-

tions. The measurement can be done experimentally via a resolution mechanism

after releasing the atoms from the trap.

In order to describe the detection of the aforementioned phase transitions, we

numerically compute the resulting spin texture profiles 〈Ŝz〉 (φ, ϑ) over the whole

manifold. The corresponding spin textures are shown in Figure 4.4 and we em-

phasize some properties: The invariance 〈Ŝz〉 (φ, ϑ) = 〈Ŝz〉 (φ + ∆φ, ϑ) is a con-

sequence of the cylinder symmetry of Ĥ. Increasing the parameter α reflects the

non–uniform distribution of 〈Ŝz〉 with respect to ϑ, which is caused by the inclu-

sion of the spin–tensor, see Figure 4.4 b)-c). Moreover, the phase transition can

be easily measured by the values of 〈Ŝz〉 on the north and south pole, respectively.

For α < 1 (C = 2 monopole), we compute 〈Ŝz〉 (φ, ϑ = 0) = −〈Ŝz〉 (φ, ϑ = π) = −1.

Whereas, for α > 1 (C = 1 monopole), 〈Ŝz〉 (φ, ϑ = 0) = 0 and 〈Ŝz〉 (φ, ϑ = π) = 1.

This discontinuity of the spin expectation value on the north pole (φ, ϑ = 0) marks

the phase transition at α = 1.

The spin textures in Figure 4.5 are no longer invariant under arbitrary trans-

lations φ → φ + ∆φ. The rotational invariance is obviously broken due to the in-

fluence of the spin-tensor operator Ôxz. However, the structure suggests that 〈Ŝz〉

remains invariant for specifically chosen periods of φ - hence, there is a proper

discrete subgroup G ⊂ SO(2) which leaves the spin texture invariant. In contrast

to Figure 4.4 for C = 2→ C = 1, it is not possible to simply measure the spin polar-

ization on the north/south pole to detect the phase transition, since these specific

values remain constant during the C = 2 → C = 0–transition process. Therefore,

one would have to pick another significant manifold point and corresponding spin

expectation value to highlight the transition.



4.1. ABELIAN MONOPOLES IN SPIN–1 ULTRACOLD ATOMS 83

(a) α = 0 (b) α = 0.9

(c) α = 1 (d) α = 1.7

Figure 4.4: Numerical simulation of the spin texture profile 〈Ŝz〉 (φ, ϑ) (in units

of ~) for different parameter values α, with respect to Ĥ = m · Ŝ + αmzŜ
2
z . The

emergent kink in the spin texture c) is associated with the phase transition C =

2→ C = 1.
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(a) β = 1.5 (b) β = 2

(c) β = 2.5

Figure 4.5: Numerical simulation of the spin texture profile 〈Ŝz〉 (φ, ϑ) (in units of

~) for different values β, with respect to Ĥ = m · Ŝ + βmxÔxz. β = 2 corresponds

to the phase transition C = 2 → C = 0, note the emergent patterns within each

profile.
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4.1.3 Discussion of Results

The previous results confirm the existence of spin 1 abelian monopoles having

three different Chern numbers (i.e. C = 0, 1, 2) with respect to the ground state of

the effective Hamiltonian. A 6–dimensional (synthetic) parameter space has been

engineered through the coupling of S = 1–hyperfine states of 87Rb atoms. A clever

tuning of the lasers reduces the space to a S2–base manifold. The non–degenerate

eigenstates of the Hamiltonian only allow for a Berry type phase change during

a cyclic evolution. Thus, we are immediately led to U(1)–bundles over S2, and

the bundle types are characterized by different Chern numbers. C = 0 indicates

a trivial U(1)–bundle: S2 × U(1). (C = 1)–ground state can be modelled via a

Hopf bundle (S3, π,S2, U(1)), similar to our initial example, but now for a system

with 3 states. These phenomena are clearly beyond Landau’s standard theory of

phase transitions. To understand that we have a non–Landau phase transition,

take the C = 2 → C = 1–transition which occurs by adding the term αmzŜ
2
z

and driving the system to the point α = 1. The Hamiltonian and ground state

symmetry each remain the same for values 0 < α < 1 and α > 1, such that

classical symmetry breaking cannot explain the observed topological transition

at α = 1 (level crossing). However, one possible way of understanding comes

from the fibre bundle perspective. The base space S2 and the fibre U(1), regarded

as topological spaces, remain invariant before and after the transition - it is the

total space E of the bundle which undergoes a topology change after the level

crossing, and this is measured by the Chern number. C = 2 → C = 1–transition

is associated with a topology change RP 3  S3 of E in the bundle (E,S2,S1).

Similarly, C = 2 → C = 0–phase transition is related to RP 3  S2 × U(1), which

represents a full untwisting of the bundle. From the topological analysis we learn

that these phase transitions are accompanied by a decreasing degree of bundle

twisting, given by C. At the same time, the reduction of C happens at the cost of a

considerably changing spin-vorticity, measured by 〈Ŝz〉 on the sphere manifold.
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4.2 Non–abelian monopole in spin–3/2 cold atoms

Recent experimental progress in the simulation with ultracold Rubidium atoms

has allowed to verify the existence of a non–abelian monopole in a synthetic high–

dimensional space [53]. This monopole is characterized by a non–vanishing sec-

ond Chern number. We attempt to supplement the experimental work from a

theoretical point of view: In particular, I will describe the non–trivial principal

G–bundle (E, π,M, G) which encompasses the experimental results. The bundle

turns out to have a non–abelian Lie group G as its fibre. Moreover, one finds

π2(M) = 0 and π4(M) 6= 0 for the parameter space of the Hamiltonian, which,

together with the non–abelian fibre, emphasizes the existence of a non–abelian

monopole.

4.2.1 Experimental setup scheme

|1, 0〉 |1,−1〉

|2, 0〉|2, 1〉

ΩA exp(iφA)

ΩB exp(iφB)

ΩA exp(−iφA)

ΩB exp(−iφB + iπ)

Figure 4.6: Scheme for the coupling of hyperfine states of 87Rb atoms with rf

(blue) and µ-waves (red); taken from the experimental arrangement by Sugawa,

Spielman et al. [53]. ΩA/ΩB and φA/φB denote the amplitudes and phases of the

driving electromagnetic fields, respectively. The atomic BEC has been produced

by standard laser cooling and evaporation techniques in a dipole trap. The system

has four states and TR symmetry of the fermionic type T̂ 2 = −1̂. Therefore, the

setup simulates a specific (pseudo)-spin 3/2 type of system. The total phase flux

inside the plaquette is Φ = π.
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Basic properties

The model Hamiltonian of the four level system in Fig. 4.6 can be cast into the

form

Ĥ = −1

2
r · Γ̂ = −1

2

5∑
i=1

riΓi,
5 (4.31)

with 4× 4- Dirac matrices as the generators of a Clifford algebra:

{Γi,Γj} = 2δij14; i, j = 1, . . . , 4. (4.32)

The full derivation of the Hamiltonian from the coupling of the states is found in

the supplements of [53]. The 5-dimensional R–vector space in which Hamiltoni-

ans of the above form are generated is given by

Notation 44

MH :=


5∑
i=1

riΓi| ‖r‖ 6= 0

 ⊂Mat(4,C)

The last gamma matrix Γ5 can be represented as a product of the other four gen-

erators - the algebraic construction being in analogy to relativistic field theory

formulations. In even dimensions the Clifford algebra can be reconstructed via

tensor products of Pauli matrices σi ⊗ σj:

Γ1 = σy ⊗ σy (4.33)

Γ2 = 12 ⊗ σx (4.34)

Γ3 = −σz ⊗ σy (4.35)

Γ4 = 12 ⊗ σz (4.36)

Γ5 =
∏
i

Γi = −σyσz ⊗ σyσxσyσz = σx ⊗ σy (4.37)

The five vector r is determined by the amplitudes ΩA/B, phases φA/B and detuning

δ of the coupled driving fields

r = (−ΩB cosφB,−ΩA cosφA,−ΩA sinφA, δ,−ΩB sinφB). (4.38)

5We have chosen the scaling Ĥ 7→ 1
~Ĥ.
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Before describing the topology which is attached to parameter spaceM, we derive

further useful results. Regard the eigenvalue equation Ĥ |Ψ〉 = E |Ψ〉, then

Ĥ2 =
1

4

∑
i,j

rirjΓiΓj =
1

4

5∑
i=1

r2
i =

1

4
‖r‖2 (4.39)

=
1

4
(Ω2

A + Ω2
B + δ2). (4.40)

It follows for the eigenvalues

E1,2 = ±1

2
‖r‖ = ±1

2

√
Ω2
A + Ω2

B + δ2. (4.41)

The operator T̂ = ÛTK, with ÛT = iσy ⊗ 12 and K acting as complex conjuga-

tion operation, describes time–reversal symmetry as in Eq. (C.1). Because of TR

symmetry [Ĥ, T̂ ] = 0 and relation T̂ 2 = −14 each energy eigenvalue will be de-

generate due to Kramer’s theorem (C.6), thus mimicking a fermionic system. The

eigenstates belonging to each of the 2-D subspaces H±E are

|u↑↓+ (r)〉 , |u↑↓− (r)〉 , (4.42)

such that T̂ |u↑+(r)〉 = |u↓+(r)〉, T̂ |u↑−(r)〉 = |u↓−(r)〉. The full Hilbert space H has the

spectral resolution

H = HE ⊕ H−E. (4.43)

We observe immediately the signature of a potential singularity in the origin which

stems from a non–trivial coupling to the laser fields. Let us fix an r 6= 0 and

diagonalize Ĥ according to the subspaces:

Ĥ ′(r) = UĤ(r)U † =
1

2
‖r‖

(
|u↑+(r)〉 〈u↑+(r)|+ |u↓+(r)〉 〈u↓+(r)|

)
− 1

2
‖r‖

(
|u↑−(r)〉 〈u↑−(r)|+ |u↓−(r)〉 〈u↓−(r)|

)
. (4.44)

4.2.2 Approach to a topological bundle model

As before, we can proceed by describing the base space (parameter space of the

Hamiltonian) up to homotopy:

MH = R5 − {0} ' S4 homotopy (4.45)
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The above relation is a deformation retract and the parameter space is homotopic

to S4. Hence, we can use 4–D spheres to detect any point like defects in our

parameter space - i.e.

πk(S4) = 0, 0 ≤ k ≤ 3, (4.46)

π4(S4) = Z. (4.47)

It will be demonstrated that there exists a Z–valued invariant (2nd Chern number)

which can be obtained by integration over the 4–D hypersphere, whereas the first

Chern number vanishes.

A suitable bundle structure

Having identified the base space is not sufficient, however, since we lack further

data which constitutes a full fibre bundle. Now let us interpret each Hamiltonian

of the space MH as a point on S4: If Ĥ1, Ĥ2 ∈ MH and Spec(Ĥ1) = Spec(Ĥ2),

then there exists a SO(5)–transformation R which connects both Hamiltonians

by transforming the corresponding vectors via r2 = R · r1. This view gives us

a natural action of SO(5) on S4 and we know that spheres can be represented

as homogeneous spaces, i.e. S4 = SO(5)/SO(4). So, we can propose first the

following fibre bundle

(SO(5), π,S4, SO(4)), π : SO(5)→ S4 projection. (4.48)

Although this seems as an acceptable fibre bundle at first, there are some prob-

lems: The experimental setup suggests a structure group which can be repre-

sented by unitary 2 × 2–matrices, related to the degenerate 2–dimensional sub-

spaces. Moreover, we have to account for the time–reversal symmetry of the sys-

tem. Hence, we propose

U(4)×MH →MH , (U , Ĥ) 7→ UĤU † (4.49)

Γi 7→ Γ′i := UΓiU †, U ∈ U(4). (4.50)
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The new set of generators {Γ′i} is admissible as it fulfills the defining relation

(4.32) which can be readily verified. Introducing a matrix Λ(U), we must have

Γ′i := UΓiU † = Λ(U)kiΓk, (4.51)

UĤ(r)U † = −1

2

∑
i

riΛ(U)kiΓk = −1

2

(
Λ(U)r

)k
Γk = Ĥ(Λ(U)r). (4.52)

We define a scalar product (·|·) on MH and draw a connection to conventional

euclidean space (R5, 〈·|·〉).

Definition 45 (Ĥ(r1)|Ĥ(r2)) := Tr(Ĥ(r1)Ĥ(r2))

Note that Tr(Ĥ(r1)Ĥ(r2)) = 〈r1|r2〉 and take Ĥ ′ = UĤU †, then

(Ĥ ′(r1)|Ĥ ′(r2)) = 〈Λ(U)r1|Λ(U)r2〉 = (Ĥ(r1)|Ĥ(r2)) = 〈r1|r2〉 (4.53)

⇒ Λ(U)tΛ(U) = 15. (4.54)

This yields a surjective homomorphism

Λ: U(4)→ SO(5). (4.55)

It is actually necessary to restrict the map to the symplectic group Sp(2) := U(4)∩

{UJU t = J } due to TR symmetry: [Ĥ(r), T̂ ] = 0,∀r implies U [Ĥ(r), T̂ ]U † = 0 or

[Ĥ(r′),UT̂ U †] = 0. Uniqueness of the TR operator imposes condition UT̂ U † = T̂ ,

and by acting on a state |ψ〉: UÛTKU † |ψ〉 = UÛTU t |ψ〉∗ = ÛT |ψ〉∗. Finally, we

obtain the restriction UÛTU t = ÛT for U ∈ U(4) with ÛT = iσy ⊗ 12

ÛT = iσy ⊗ 12 =

 02 12

−12 02

 = J , (4.56)

which is the symplectic form J with respect to Sp(2). In other words, time–

reversal invariance of the fermionic type T̂ 2 = −1 implies a symplectic group

structure. Both Lie algebras are isomorphic, i.e. sp(2) ∼= so(5)6. Via the universal

covering of Lie groups we get

Sp(2)/H ∼= SO(5), π1(Sp(2)) = 0. (4.57)

6This can be seen through the corresponding Dynkin diagrams of the Lie algebras.
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A similar analysis can be applied to SO(4) since we have for its Lie algebra so(4) ∼=

sp(1)⊕ sp(1) ∼= su(2)⊕ su(2) (see corresponding Dynkin diagrams).

(Sp(1)× Sp(1))/H ′ ∼= SO(4), (4.58)

π1(Sp(1)× Sp(1)) = π1(S3)⊕ π1(S3) = 0. (4.59)

It is known that H = H ′ and more generally H = Z/2Z = π1(SO(n)). We rewrite

the fibre bundle and then reduce it through group isomorphisms

(SO(5), π,S4, SO(4)) = (Sp(2)/H, π, S4, (Sp(1)× Sp(1))/H) (4.60)

−→ (Sp(2), π,S4, Sp(1)× Sp(1)) (4.61)

4.2.3 Gauge field(s), Berry curvature, Topological number

The structure group of the bundle (4.61) is identified with the fibre Sp(1)× Sp(1)

and it determines the Berry or gauge connection A from which one can calculate

the observable Berry curvature or field strength F . This reasoning amounts of

constructing the gauge connection as a vector–valued matrix of the form (2.39)

A±(r) = i

 〈u↑±(r)| ∇r |u↑±(r)〉 〈u↑±(r)| ∇r |u↓±(r)〉

〈u↓±(r)| ∇r |u↑±(r)〉 〈u↓±(r)| ∇r |u↓±(r)〉

 , (4.62)

A(r) = A+(r)⊕A−(r). (4.63)

The direct sum means we have two independent spaces. The connection one-form

can be written as A = Aµdrµ = A+
µ dr

µ +A−µ drµ ∈ (sp(1)⊕ sp(1))⊗Ω1(S4). In fact,

because of the isomorphism sp(1) ∼= su(2) we have two independent SU(2) gauge

fields A± referring to one of the energy levels of Ĥ. For the non–abelian Berry

curvature 2–form we use the fact F = dAA = dA+A∧A ∈ (sp(1)⊕sp(1))⊗Ω2(S4),

hence

F = d(A+ +A−) + (A+ +A−) ∧ (A+ +A−) (4.64)

= (dA+ +A+ ∧ A+) + (dA− +A− ∧ A−) = F+ + F−, (4.65)

where A+ ∧ A− = A− ∧ A+ = 0 was employed due to the commutation relation

[A+
µ ,A−ν ] = 0. It is justified to write F = F+⊕F− for the complete Berry curvature.
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Geometric construction of a characteristic form

The next problem we need to solve is related to the available quantities which

can describe the topological features of a non–abelian monopole. The second

cohomology group is trivial, i.e. H2(S4) = H2(S4) = 0. This means that an R–

valued closed 2–form, constructed from F , must be the global derivative of a

one–form and this yields a vanishing (first) Chern number. However, the relation

H4(S4,R) = H4(S4,R) = R tells us that we can produce a non–trivial, closed R–

valued 4–form from the Berry curvature F . From now on, we omit the superscripts

± and use the mathematical convention (B.13) introduced in the appendix.

Let F ∈ g ⊗ Ω2(M) be the Berry curvature and introduce an Adg–invariant

scalar product 〈·, ·〉 : g× g→ R on the Lie–algebra g of the group G. Forming the

exterior tensor product

F⊗̂F ∈ (g⊗ g)⊗ Ω4(M), (4.66)

we obtain a g⊗ g–valued 4-form. Inserting this into the scalar product yields

〈F⊗̂F〉 ∈ R⊗ Ω4(M). (4.67)

To see this we can write F = FaTa with real–valued 2-forms Fa and Ta being the

generators of g, possibly expressed in a specific representation. Then, F⊗̂F = Fa∧

F b(Ta⊗Tb) and 〈F⊗̂F〉 = Fa ∧F b 〈Ta, Tb〉. The form in (4.67) is our fundamental

object of investigation.

Definition 46 Referring to a gauge field A on a closed 4-dimensional manifold M

we define a number assigned to A by the integral

N(A) :=

∫
M
〈F⊗̂F〉 , F = dAA = dA+A ∧A. (4.68)

First, we observe that (4.67) is gauge–invariant: Consider the transformation

F → Fg := AdgF = gFg−1 with g ∈ G. Then, we compute 〈Fg⊗̂Fg〉 = 〈F⊗̂F〉

due to Adg–invariance of the scalar product. Moreover, we calculate the exterior

derivative

d 〈F⊗̂F〉 = 〈(dAF)︸ ︷︷ ︸
0

⊗̂F〉+ 〈(−1)2F⊗̂ (dAF)︸ ︷︷ ︸
0

〉 = 0, (4.69)
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which follows from the well-known Bianchi identity dAF = 0 in its differential

form notation. Consequently, 〈F⊗̂F〉 is a closed 4-form or a co–cycle in the coho-

mology group H4(M), i.e. one maps

〈F⊗̂F〉 → [〈F⊗̂F〉] ∈ H4(M). (4.70)

By virtue of this result and Stokes theorem the integral in Eq. (4.68) depends

only on the corresponding homology and cohomology classes, so we can rewrite it

taking advantage of the the pairing (·, ·) : H4(M) ×H4(M) → R from de Rham’s

theory

N(A) =
(
[〈F⊗̂F〉], [M]

)
, [M] ∈ H4(M), [〈F⊗̂F〉] ∈ H4(M). � (4.71)

Variation A → A + δA. The purpose of this paragraph is to examine the be-

haviour of N(A) under continuous deformations of A. The derivations are carried

out following a variational scheme

A → A+ δA (4.72)

⇒ F → F + δF = dA(A+ δA) = F + dAδA, (4.73)

⇒ δF = dAδA. (4.74)

The variation of N is

δN =

∫
M
δ 〈F⊗̂F〉 =

∫
M
〈δF⊗̂F〉+ 〈F⊗̂δF〉 = 2

∫
M
〈δF⊗̂F〉 . (4.75)

In detail, we see that

δ 〈F⊗̂F〉 = 2 〈δF⊗̂F〉 = 2 〈dAδA⊗̂F〉 , (4.76)

by using the Bianchi identity dAF = 0 and relation

2d 〈δA⊗̂F〉 = 2 〈dAδA⊗̂F〉 − 2 〈δA⊗̂dAF〉 = 2 〈dAδA⊗̂F〉 . (4.77)

This means that the variation is a total derivative, i.e. δ 〈F⊗̂F〉 = 2d 〈δA⊗̂F〉.

Hence,

δN = 2

∫
M
d 〈δA⊗̂F〉 = 0, (4.78)

which proves that N(A) remains constant for continuous variations of A. Thus,

N(A) can be regarded as a homotopy invariant of A.
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Local form of 〈F⊗̂F〉. According to Poincare’s Lemma every closed n–form is

locally exact and so, it can be locally represented as a derivative of a (n− 1)–form.

However, this is not true globally. We are going to find the 3–form for our problem.

For a local neighbourhood Ui ∼= Rn we may choose a family {At} with At := tA,

which mediates between the zero gauge field and A. So,

Ft = tdA+ t2A ∧A = tF + (t2 − t)A ∧A. (4.79)

Then, integrating d
dt
〈Ft⊗̂Ft〉 = 2d 〈( d

dt
At)⊗̂Ft〉 with respect to parameter t over

[0, 1] one obtains

〈F⊗̂F〉 = 2d

∫ 1

0

〈
(
d

dt
At
)
⊗̂Ft〉 dt (4.80)

= 2d

∫ 1

0

〈A⊗̂(tF + (t2 − t)A ∧A)〉 dt (4.81)

= 2d

∫ 1

0

t 〈A⊗̂F〉+ (t2 − t) 〈A⊗̂(A ∧A)〉 dt (4.82)

= d(〈A⊗̂F〉 − 1

3
〈A⊗̂(A ∧A)〉 . � (4.83)

According to appendix B we can write
∫
S4 〈F⊗̂F〉 =

∫
R4 〈F⊗̂F〉 with F → 0 for

‖r‖ → ∞. However, this can be interpreted as an integral over D4 such that

F|∂D4 = F|S3 = 0 holds, which is supported via the identification S4 ∼= D4/S3.

Since D4 is contractible, one can use (4.83) to obtain

N(A) =

∫
S4

〈F⊗̂F〉 =

∫
D4

〈F⊗̂F〉 , F|S3 = 0 (4.84)

=

∫
D4

d(〈A⊗̂F〉 − 1

3
〈A⊗̂(A ∧A)〉 (4.85)

=

∫
S3

〈A⊗̂F〉 − 1

3
〈A⊗̂(A ∧A)〉 (4.86)

= −1

3

∫
S3

〈A⊗̂(A ∧A)〉 . � (4.87)

Because of the discussion in appendix B.1.2 A must be pure–gauge on S3- that is

A(x) = g(x)dg−1(x) with SU(2)–parametrization

g : S3 → S3, x 7→ g(x) =
1

‖x‖

 x0 + ix3 x2 + ix1

−(x2 − ix1) x0 − ix3

 =
1

‖x‖
(x0

1+ ixkσk). (4.88)

So, the 3–form can be represented as 〈gdg−1⊗̂gdg−1 ∧ gdg−1〉.
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4.2.4 First Principle Computation - Ground state 2nd Chern num-

ber

We need to evaluate (4.87) for the ground state configuration of the gauge field

A = A− in Eq. (4.62). For the following computation we set (Tµ) = (1,−iσk)

A(x) = g(x)dg−1(x) =
1

‖x‖
(x0

1 + ixkσk)d

(
1

‖x‖
(x0

1− ixkσk)
)

(4.89)

=
1

‖x‖
(x0

1 + ixkσk)Tµ

(
1

‖x‖
δµν dx

ν − xνx
µ

‖x‖3 dx
ν

)
(4.90)

=
1

‖x‖2 (x0
1 + ixkσk)

(
Tνdx

ν − Tµ
xµxν

‖x‖2 dx
ν

)
(4.91)

Due to the symmetry of A(x) on the whole manifold S3 we are able to set x =

(x0 = 1, x = 0) which gives the answer

A(x) = 1(Tνdx
ν − T0dx

0) = −iσkdxk. (4.92)

We can now recast the 3–form in a more compact form

〈A⊗̂(A ∧A)〉 = 〈Aµdxµ⊗̂
1

2
[Aν ,Aλ]dxν ∧ dxλ〉 (4.93)

=
1

2
〈Aµ, [Aν ,Aλ]〉 dxµ ∧ dxν ∧ dxλ (4.94)

= (−i)3 1

2
〈σµ, [σν , σλ]︸ ︷︷ ︸

2iενλkσk

〉 dxµ ∧ dxν ∧ dxλ (4.95)

= (−i)3iενλk 〈σµ, σk〉 dxµ ∧ dxν ∧ dxλ (4.96)

Note that the G–invariant bilinear form 〈·, ·〉 is related to the trace on the Lie–

algebra by 〈·, ·〉 = −2 Tr(·, ·). Therefore, we have 〈σµ, σk〉 = −2 Tr(σµσk) = −4δµk

since {σi, σj} = 2δij12.

〈A⊗̂(A ∧A)〉 = −4δµkενλkdx
µ ∧ dxν ∧ dxλ = −4ενλµdx

µ ∧ dxν ∧ dxλ (4.97)

Recall now the identities ενλµ = εµνλ and εµνλdxµ ∧ dxν ∧ dxλ = 3!dx1 ∧ dx2 ∧ dx3.

Altogether, we come to the final expression

〈A⊗̂(A ∧A)〉 = −24dx1 ∧ dx2 ∧ dx3. (4.98)
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Inserting Eq. (4.98) into (4.87) reveals the following relation

N(A) =
24

3

∫
S3

dx1 ∧ dx2 ∧ dx3 = 8 vol(S3) = 16π2. 7 (4.99)

By comparing the standard definition of the second Chern number in the theory

of characteristic classes we see that there is a normalization factor of 16π2. Thus,

we derive

C2 =
1

16π2
N(A) = 1. (4.100)

The experimental value C2 = 0.97(6) from the work of Sugawa et al. agrees well

with our precise first principle computation. Usually, integrals for higher Chern

numbers are numerically difficult to deal with, as indicated in the work of Kolo-

drubetz [32]. However, I have been able to present a fully analytical solution

by deploying all the symmetries of the gauge field geometry. Moreover, the strong

connection to the area of high energy physics becomes obvious: In its ground state

configuration the cold atom system in Figure 4.6 simulates an SU(2)–gauge field

defined over S4. The concrete type of the principal bundle model is revealed by

looking at the adiabatic state evolution.

4.2.5 Adiabatic state evolution

Consider a cyclic adiabatic evolution of a ground state |Φ0〉 of the system. The

evolution of this state is determined by

|Ψ(T )〉 = e
i
2

∫ T
0 ‖r(t′)‖ dt′Ŵ(−)(C) |Φ0〉 , Ŵ(−)(C) ∈ SU(2), (4.101)

such that r(0) = r(T ) holds for a time cycle of length T . The (Φ0Φ0)–transition

amplitude and probability can be computed by

〈Φ0|Ψ(T )〉 = e
i
2

∫ T
0 ‖r(t′)‖ dt′ 〈Φ0| Ŵ(−)(C) |Φ0〉 , (4.102)

P(Φ0 → Φ0) = | 〈Φ0| Ŵ(−)(C) |Φ0〉 |2. (4.103)

It is striking to observe that the magnitude of the transition amplitude is given by

the expectation value 〈Ŵ(−)(C)〉 = 〈Φ0| Ŵ(−)(C) |Φ0〉 of the corresponding Wilson

7vol(Sn−1) = 2πn/2

Γ( n
2 ) , Gamma function Γ(x) = (x− 1)Γ(x− 1). For n = 4 we get vol(S3) = 2π2.
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loop configuration, where C is the loop traced out in the parameter space. One

can suggest the following idea: Imposing an adiabatic cyclic evolution of the state

restricts the fibre bundle (4.61) in a specific way. Since Ŵ(−)(C) ∈ Sp(1), the fibre

must be reduced to (Sp(1) × Sp(1))/(Sp(1) × {1}) = Sp(1). Starting from (4.61)

and exploiting group theoretical equivalence relations we write

S4 = Sp(2)/(Sp(1)× Sp(1)) (4.104)

= (Sp(2)/Sp(1))/[(Sp(1)× Sp(1))/(Sp(1)× {1})] (4.105)

= (Sp(2)/Sp(1))/Sp(1) (4.106)

Note the general claim Sp(n)/Sp(n− 1) ∼= S4n−1. Thus,

−→ (Sp(2)/Sp(1), π̃,S4, Sp(1)) = (S7, π̃,S4,S3). (4.107)

This is a quaternionic Hopf bundle with projection map π̃ : S7 → S4 and S3–fibres.

Remarkably, the instanton bundle in high energy physics has the same structure,

and one of its field configurations has an instanton number which agrees with the

calculated Chern number for the (pseudo-)spin–3/2 system.

Final Remarks and Statistical Interpretation. The quantum statistical point of

view on the expectation value of a Wilson loop is given by 〈Ŵ(−)(C)〉 = Tr
(
ρ̂Ŵ(−)(C)

)
with an appropriate system density matrix ρ̂. The path integral representation of-

fers another perspective on the expectation value

〈Ŵ(−)(C)〉 =

∫
D[A] Tr

(
W(−)(C)

)
e−

1
~SE [A]∫

D[A]e−
1
~SE [A]

, (4.108)

DA is a measure on gauge field configurations and SE is the euclidean action.

Linear response theory predicts that deviations from the adiabatic regime will be

accounted in terms of a geometric force M exerted on the system; the equation

is Mµ = vλ 〈Fµλ〉 = vλ Tr(ρ̂Fµλ), where vλ describes the velocity for changing

system parameters rλ [45]. Thus, the Berry curvature components can be recon-

structed from measurements of the deflection or geometric force while driving
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the coupled laser fields of the system; this was done by Sugawa et al. in their

work. Another interesting theoretical proposal made by Kolodrubetz is based on

a stochastic measurement protocol of the 2nd Chern number [32]. This approach

could prove useful for tackling aforementioned observables such as Wilson loops

etc.



Appendix A
Review of Group theory approach to

Diagonalization

Translational invariant Hamilton operators based on lattice systems can be all di-

agonalized in a similar way. We focus on the group theoretical approach by ex-

amining the SSH ring as an instructive example. The computational details and

underlying ideas are included for the convenience of the reader only.

A.1 Basic Principles

The eigenvalue equation in momentum space is

Ĥ |Ψn(k)〉 = En(k) |Ψn(k)〉 . (A.1)

The Hamiltonian refers to the SSH ring, i.e. we set Ĥ ≡ ĤSSH,ring. In the SSH

case, we need to observe that |Ψn(k)〉 is an element of the tensor product of 2

Hilbert spaces, i.e. Hext and Hint (external and internal part). This is because the

Hamiltonian acts on the product of 2 Hilbert spaces (see main text). Therefore,

we have

|Ψn(k)〉 ∈ Hext ⊗ Hint, (A.2)

|Ψn(k)〉 =

 N∑
m=1

am(k) |m〉

⊗
 ∑
α∈{A,B}

αn(k) |α〉

 , (A.3)
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where the coefficients am(k) and αn(k) need to be specified. Let |φ〉 ∈ Hext and

make use of the completeness relation 1̂ =
∑
|m〉 〈m| of the orthonormal Hilbert

basis {|m〉} by inserting it

|φ〉 =
N∑
m=1

〈m|φ〉 |m〉 . (A.4)

This shows that the expansion coefficients am(φ) of |φ〉 obey the equation am(φ) =

〈m|φ〉. More information is needed in order to compute the coefficients:

Condition 47 Let T̂ :
(
{1, . . . , N},+

)
→ U(Hext) be a unitary representation of the

translation group (translation symmetry) of the SSH ring, i.e. we must have:

1. T̂ is unitary,

2. T̂ (s+ r) = T̂ (s)T̂ (r),

3. [Ĥ, T̂ (s)] = 0, ∀s ∈ {1, . . . , N}.

The eigenvalue equation is T̂ (s) |φ〉 = λs |φ〉 , |φ〉 ∈ Hext, where the action of T̂ (s) on

the basis is given by T̂ (s) |m〉 = |m+ s〉.

Remark 48 The set {1, . . . , N} of unit cells of the SSH ring has a natural additive

group structure which can be defined by i + j ≡ i + j mod N . For instance, this

implies [1 +N ] ≡ [1] in terms of equivalence classes.

This observation leads immediately to the structure of the external symmetry

group of the SSH ring.

Corollary 49 The SSH ring (external) symmetry group is given by the cyclic group

Z/NZ through the isomorphism(
{1, . . . , N},+

) ∼= Z/NZ. (A.5)

The corollary guarantees the existence of the condition given above: Since we are

dealing with a finite group of order N there exist finite–dimensional, unitary rep-

resentations. The irreducible representations of this cyclic (hence abelian) group

are all one-dimensional. Therefore, for the eigenvalues we note that λs ∈ U(1),

λs = e−iks, (A.6)
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with some fixed k in order to fulfil condition (2) of the representation.

Lemma 50 (discrete Fourier transformation) The eigenvector |φ〉 of the translation

operator T̂ is given by

|φ〉 =
1√
N

N∑
m=1

eikm |m〉 (A.7)

with the additional condition kN = 2πZ.

Proof. Since any element |φ〉 ∈ Hext can be written in the form |φ〉 =
∑N

m=1 am(φ) |m〉,

we can act with T̂ (1) on |φ〉 and obtain

T̂ (1) |φ〉 = λ1 |φ〉 (A.8)

⇒
N∑
m=1

am(φ) |m+ 1〉 = e−ik
N∑
m=1

am(φ) |m〉 . (A.9)

We note that |N + 1〉 ≡ |1〉 by group properties and thus eikN = 1 from the eigen-

value equation. This imposes the condition kN = 2πZ. Moreover, by comparing

the left and right-hand side of the equation we get the recursion formula

am(φ) = eikam−1(φ), (A.10)

which inductively yields am(φ) = eikma0. We arrive at the solution

|φ〉 = a0

N∑
m=1

eikm |m〉 . (A.11)

By normalizing |φ〉, i.e. ‖φ‖ = 1, we calculate a0 = 1√
N

up to some irrelevant phase

factor. All this proves that

|φ〉 =
1√
N

N∑
m=1

eikm |m〉 (A.12)

is a solution of the eigenvalue equation for T̂ .

Definition 51 (Bloch state)

|k〉 :=
1√
N

N∑
m=1

eikm |m〉

k takes values in the Brillouin zone (BZ).
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Remark 52 Similar expressions for |k〉 appear in Bravais lattices with a tight binding

(tight–binding–model).

We can rewrite |Ψn(k)〉 in the form

|Ψn(k)〉 = |k〉 ⊗
(
An(k) |A〉+Bn(k) |B〉

)︸ ︷︷ ︸
|un(k)〉

. (A.13)

Projecting out the relevant part of the Hamiltonian Ĥ(k) := 〈k| Ĥ |k〉, we have the

following eigenvalue equation

Ĥ(k) |un(k)〉 = 〈k| Ĥ |k〉 |un(k)〉 = 〈k| Ĥ |Ψn(k)〉 = En(k) |un(k)〉 . (A.14)

This reduces the diagonalization to a 2× 2–matrix problem.

A.2 Momentum space Hamiltonian

For matrix elements of Ĥ(k) =
∑

α,β 〈k, α| Ĥ |k, β〉 |α〉 〈β| we observe

〈k, α| Ĥ |k, β〉 =
N∑
i=1

(
υ 〈k, α|i, A〉 〈i, B|k, β〉+ w 〈k, α|i+ 1, A〉 〈i, B|k, β〉+ h.c.

)
,

(A.15)

and

〈k, α|m, γ〉 = 〈k|m〉 〈α|γ〉 =
1√
N
e−ikmδαγ. (A.16)

From that we compute

〈k, α| Ĥ |k, β〉 =
N∑
i=1

(
υ

N
δαAδβB +

w

N
e−ikδαAδβB +

υ

N
δαBδβA +

w

N
eikδαBδβA

)
(A.17)

= υδαAδβB + υδαBδβA + we−ikδαAδβB + weikδαBδβA (A.18)

Summing over the non–vanishing terms, gives finally

Ĥ(k) =
(
υ |A〉 〈B|+ h.c.

)
+
(
we−ik |A〉 〈B|+ h.c.

)
(A.19)

=

 0 υ + we−ik

υ + weik 0

� (A.20)



Appendix B
Geometry and Topology

B.1 Gauge field Geometry

B.1.1 Curvature and Wilson loop - A proof

First, we apply the BCH-formula exp(A) exp(B) = exp(A+B + 1
2
[A,B] + . . . ) to

W(C�) = exp(W †) exp(Z†) exp(Y ) exp(X)

= exp(W † + Z† +
1

2
[W †, Z†] + . . . ) exp(X + Y +

1

2
[X, Y ] + . . . )

= exp(W † + Z† +X + Y +
1

2

(
[Y,X] + [W †, Z†]

)
+

1

2
[W † + Z†, X + Y ] +O(a3))

= exp(W † + Z† +X + Y +
1

2
([Y,X] + [W †, Z†] + [W †, X] + [W †, Y ] + [Z†, X] + [Z†, Y ]) +O(a3))

X + Z† = −ia2∂νAµ(x) +O(a3) (B.1)

Y +W † = ia2∂µAν(x) +O(a3) (B.2)

[Y,X] = a2[Aµ,Aν ](x) +O(a3) (B.3)

[W †, Z†] = a2[Aµ,Aν ](x) +O(a3) (B.4)

[W †, X] = a2[Aν ,Aµ](x) +O(a3) (B.5)

[W †, Y ] = a2[Aν ,Aν ](x) = 0(+O(a3)) (B.6)

[Z†, X] = a2[Aµ,Aµ](x) = 0(+O(a3)) (B.7)

[Z†, Y ] = −a2[Aν ,Aµ](x) +O(a3) (B.8)
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X, Y, Z,W are given in (2.56)-(2.59). Plugging above terms into the exponential

expression amounts to

W(C�) = exp(ia2(∂µAν − ∂νAµ) + a2[Aµ,Aµ] +O(a3)) (B.9)

= exp(ia2Fµν +O(a3)), (B.10)

where the definition Fµν = ∂µAν−∂νAµ− i[Aµ,Aν ] has been used. The difference

between mathematical (M) and physical (P) nomenclature is

A(P )
µ = iA(M)

µ , (B.11)

F (P )
µν = iF (M)

µν . (B.12)

The mathematical convention has a more symmetric structure

F (M)
µν = ∂µA(M)

ν − ∂νA(M)
µ + [A(M)

µ ,A(M)
ν ]. (B.13)

B.1.2 Gauge Fields on Manifolds

Let
{
Ui|i ∈ I

}
be a collection of charts covering manifoldM. A gauge field A is a

g–valued one-form onM, defined by

A(i) = A|Ui, A(i) ∈ g⊗ Ω1(Ui). (B.14)

The compatibility condition on overlapping charts requires gauge-equivalence (∼):

∀i, j : Ui ∩ Uj 6= ∅ : A(i) ∼ A(j), (B.15)

A(i)(x) = Adgij(x)A(j)(x) + gij(x)dg−1
ij (x), ∀x ∈ Ui ∩ Uj, (B.16)

where gij : Ui ∩ Uj → G and Adg is the adjoint map. With reference to specific

coordinates we have A(i)(x(i)) on Ui and A(j)(x(j)) on Uj. Now let x(i) ∈ Ui ∩ Uj
and express A(j) in terms of x(i)

A(j)
µ (x(i)) =

∂xν(j)
∂xµ(i)

A(j)
ν (x(j)). (B.17)

This is the usual transformation rule for rank one tensors.
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Sphere manifolds Sn

We apply the above results consequently to gauge fields on spheres Sn. A sphere

must be covered by (at least) 2 charts, since it is compact. Therefore, one can

write Sn = U1 ∪U2 and the coordinates of both charts are related by stereographic

projection at the intersection

r(2) =
r(1)∥∥r(1)

∥∥2 . (B.18)

Inserting Eq. (B.18) into (B.17) yields (r(1) 6= 0)

A(2)
µ (r(1)) =

∂rν(2)

∂rµ(1)

A(2)
ν (r(2)) (B.19)

=
1∥∥r(1)

∥∥2

δνµ − 2rµ(1)r
ν
(1)∥∥r(1)

∥∥2

A(2)
ν

 r(1)∥∥r(1)

∥∥2

 (B.20)

=
1∥∥r(1)

∥∥2

δνµ − 2rµ(1)r
ν
(1)∥∥r(1)

∥∥2

(Kν +O
(∥∥r(1)

∥∥−2
))

, (B.21)

with constants Kν ∈ g and the expansion has been made for large values
∥∥r(1)

∥∥.

From this we see that A(2)
µ (r(1)) → 0 for

∥∥r(1)

∥∥ → ∞. Combining this result with

Eq. (B.16) implies

A(1)
µ (r(1)) ∼ A(2)

µ (r(1)) = 0,
∥∥r(1)

∥∥→∞. (B.22)

Hence, A(x) is gauge–equivalent to a zero-field for ‖x‖ → ∞ or, equivalently via

(B.16)

A(x) = g(x)dg−1(x), ‖x‖ → ∞. (B.23)

A zero-field has field strength F = 0 (Berry curvature). In particular, F(x) →

Fg(x) = Adg(x)F(x) = g(x)F(x)g−1(x) = 0 for‖x‖ → ∞. Altogether the discussion

proves

Claim 53 A gauge field A on Sn can be seen as a gauge field on Rn which behaves

like the zero–field at infinity, i.e. (B.23) holds. By compactification Rn ∪ {∞} = Sn

the reverse statement holds. One interprets

A|Sn ⇔ A|Rn : A(x) = g(x)dg−1(x), ‖x‖ → ∞.
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B.2 Results in Algebraic and Differential Topology

This appendix offers a short collection of the ubiquitous topological tools used for

this work. We refer the reader to [25, 33, 37, 38, 51] for a more detailed study of

the material.

B.2.1 Basics of Homotopy

Let f, g : X → Y be maps of topological spaces X, Y . If there exists a map H : X×

[0, 1] → Y such that H(x, 0) = f(x) and H(x, 1) = g(x), then they are called

homotopic maps f ∼ g. Homotopy of maps X → Y induces an equivalence

relation and we can group homotopic maps in classes - the set of homotopy classes

from X into Y is denoted by {X, Y }. The spaces X, Y are considered homotopic,

X ∼ Y , if there exist maps f : X → Y and g : Y → X such that f ◦ g ∼ 1Y

and g ◦ f ∼ 1X . Maps which are homotopic to the constant map are called null–

homotopic.

Of importance are πn(X) := {(Sn, s), (X, b)} which describe homotopy classes

of base point preserving maps Sn → X, s → b (b: base point). πn(X) carries a

natural group structure, and it is therefore called homotopy group for n ≥ 1. For

n = 0 the set provides the connected components of X. One fundamental result is

frequently used: If two spaces X, Y are homotopic (X ∼ Y ), then their homotopy

groups are isomorphic πn(X) ∼= πn(Y ).

Fibrations, Fibre Bundles. The data structure (E, π,B, F ) is a fibration if π : E →

B is a surjective map (projection) and all the fibres π−1(b) are homeomorphic to

F , i.e. F ∼= π−1(b). B is the base space, E the total space and F the fibre. If there

exist open sets Ui ⊂ B such that π−1(Ui) ∼= Ui × F , then it is called a locally trivial

fibration or fibre bundle. The bundle is globally trivial if E = B × F . Most of

the fibrations considered in this work turn out to be principal bundles of the type

(X, π,X/G,G), where fibre F is identical to some Lie group G that acts on a space

X.
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B.2.2 Homology and Cohomology

We regard M as a manifold and define (singular) homology and de Rham coho-

mology (based on differential forms).

Homology

Definition 54 Let G be an abelian group, i.e. R or Z, and let ∆k := (v0, . . . , vk)

represent a k–dimensional simplex. The k–th chain group is given by Ck(M) :={∑
i aiσi|σ : ∆k →M, ai ∈ G

}
The boundary operator defines a homomorphism ∂k : Ck(M) → Ck−1(M). This

operator acts as ∂σ(v0, . . . , vk) :=
∑

i(−1)iσ(v0, . . . , v̂i, . . . , vk). The cycle group

is Zk(M) := ker ∂k and the boundary group is Bk(M) := Im(∂k+1), Bk(M) ⊂

Zk(M). The homology groups are defined as quotients Hk(M) := Zk(M)/Bk(M).

A map f : M → N induces a homomorphism f# : Ck(M) → Ck(N ), which com-

mutes with the boundary operator, ∂ ◦ f# = f# ◦ ∂. Thus, cycles are mapped

into cycles, and boundaries into boundaries. One concludes that there exists a

well defined homomorphism f∗ : Hk(M) → Hk(N ) given by f∗[A] := [f#(A)]. A

fundamental and frequently used result of the theory is [38]: Homotopic spaces

M ∼ N have isomorphic homology groups, Hk(M) ∼= Hk(N ). We consider ho-

mology groups over R for the rest of the discussion.

Cohomology

Ωr(M) denotes the vector space of r-forms on M, where the general form of an

r-form is given by ω = 1
r!
ωµ1···µrdx

µ1∧· · ·∧dxµr . Here, we have a map dr : Ωr(M)→

Ωr+1(M) (exterior derivative): dω = 1
r!

(∂λωµ1···µr)dx
λ∧dxµ1 ∧· · ·∧dxµr . Zr(M) :=

ker(dr) is the space of closed r-forms, and Br(M) := Im(dr−1) is the space of

exact r-forms. We have Br(M) ⊂ Zr(M), since d ◦ d = 0. De Rham cohomology

groups are defined by the quotient Hr(M) := Zr(M)/Br(M). It follows from

differential geometry that a (smooth) map f : M → N between manifolds yields
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a pullback map f ∗ : Ωr(N )→ Ωr(M) (adjoint linear map) which has the property

d ◦ f ∗ = f ∗ ◦ d (see Figure B.1). By a similar reasoning as before, we can assign a

well-defined homomorphism f ∗ : Hr(N )→ Hr(M).

0
i - Ω0(N )

d - Ω1(N )
d - . . .

d - Ωr(N )
d - . . . 0

. . .

0

f∗

?
i- Ω0(M)

f∗

?
d- Ω1(M)

f∗

?
d - . . .

d- Ωr(M)

f∗

?
d - . . . 0

Figure B.1: Cohomology ladder diagram. Sub-diagrams are commutative due to

d ◦ f ∗ = f ∗ ◦ d

Pairing and De Rham theorem. The connection between homology and (de

Rham) cohomology groups is the pairing (·, ·) : Hk(M)×Hk(M)→ R, defined as

an integral ([ω], [c]) :=
∫
c
ω of the closed k-form ω over a k-cycle c. De Rham’s theo-

rem asserts that Hk(M) and Hk(M) are dual to each other for compact manifolds,

Hk(M) ∼= Hk(M).

B.3 Berry Curvature - Merging QM and Topology

We derive here the Berry curvature formula for the case of non–degenerate energy

eigenstates of the Hamiltonian. The more involved case of a degenerate energy

spectrum is discussed to some extent in the main text. If we take n ≡ n(R) for a

band state, then it is possible to express the components of the Berry curvature as

F (n)
µν (R) = i[〈∇µn|∇νn〉 − 〈∇νn|∇µn〉] (B.24)

= i
∑
m

[〈∇µn|m〉 〈m|∇νn〉 − 〈∇νn|m〉 〈m|∇µn〉] (B.25)
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Consider the following set of equations, starting from the eigenvalue equation

Ĥ |n〉 = En |n〉 , (B.26)

(∇Ĥ) |n〉+ Ĥ∇ |n〉 = (∇En) |n〉+ En∇ |n〉 . (B.27)

For states |m〉 6= |n〉 (〈m|n〉 = 0) we use the scalar product and obtain

〈m| ∇Ĥ |n〉+ 〈m| Ĥ∇ |n〉︸ ︷︷ ︸
Em〈m|∇|n〉

= En 〈m|∇n〉 (B.28)

⇒ 〈m| ∇Ĥ |n〉 = (En − Em) 〈m|∇n〉 . (B.29)

Thus, the contributions in the sum (B.25) can be written as

〈∇n|m〉 〈m|∇n〉 =
〈n| ∇Ĥ |m〉 〈m| ∇Ĥ |n〉

(En − Em)2
, n 6= m. (B.30)

In order to explain why contributions for n = m cancel, observe that 〈n|n〉 = 1

holds. This yields ∇(〈n|n〉) = 0, and consequently 〈∇n|n〉+ 〈n|∇n〉 = 0. By insert-

ing Eq. (B.30) into (B.25) we get the celebrated formula for the Berry curvature

F (n)
µν (R) = i

∑
m 6=n

〈n| ∇µĤ |m〉 〈m| ∇νĤ |n〉 − (µ↔ ν)

(En − Em)2
. (B.31)

According to my knowledge, a similar formula appeared for the first time in the

work of Thouless et al. [54]. It is an integral part of the so called TKNN invariant

for the IQH effect (Z–quantized Hall conductance).

• For band touching points R∗ ∈ M: En(R∗) = Em(R∗),m 6= n the formula

(B.31) develops singularities. This is not a surprise since we have derived it

with respect to non-degeneracy over a component of the parameter space.

• The sum over all Berry curvatures vanishes identically:
∑

nF
(n)
µν = 0. If we

integrate this result over some surface S, we obtain for the Chern numbers∫
S
∑

nF (n) = 2π
∑

n C(n) = 0. F (n) denotes the Berry curvature 2-form for

band or level number n.



Appendix C
Symmetries of Hamiltonians

The symmetries discussed here underlie the classification of topological insulators.

In particular, our focus will be on their effect on band structures as proposed in

the main text. A symmetry of a Hamiltonian Ĥ is given by a map Ĥ → ŜĤŜ†

where Ŝ can be either a unitary or anti–unitary operator due to Wigner’s theorem

(see [40] for a proof). Anti–unitary operators can be always written as a product

ÛK where Û is unitary and K denotes complex conjugation operation.

C.1 Time Reversal Symmetry (TR)

TR is given by the transformation t → −t. If the real space Hamiltonian Ĥ is

invariant under TR, then, using the Schrödinger equation one sees immediately

that the time–reversal operator must be anti–unitary

T̂ = ÛTK, T̂ T̂ † = 1̂, T̂ ĤT † = Ĥ. (C.1)

We derive some properties. Consecutive operation of Ĥ and T̂ on an arbitrary

state |ψ〉 yields

T̂ Ĥ |ψ〉 = ÛTKĤ |ψ〉 = ÛTĤ
∗ |ψ〉∗ = ÛTĤ

∗Û †TÛTK |ψ〉 = ÛTĤ
∗Û †TT̂ |ψ〉 (C.2)

⇒ T̂ ĤT † = ÛTĤ
∗Û †T = Ĥ. (C.3)
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For the momentum–space Hamiltonian Ĥ(k) the transformation t → −t leads to

k→ −k:

T̂ Ĥ(k)T † = ÛTĤ
∗(k)Û †T = Ĥ(−k). (C.4)

Applying the T̂ –operator twice to a state must return a physically equivalent state

- i.e. T̂ 2 = eiϕ. So, ÛTKÛTK = ÛTÛ
∗
T = eiϕ. Thus,

ÛT Û
∗
TÛT︸ ︷︷ ︸
e−iϕ

Û∗T = ei2ϕ ⇒ e−iϕÛTÛ
∗
T = 1̂ = ei2ϕ. (C.5)

This implies eiϕ = ±1 as the only two possibilities or, equivalently T̂ 2 = ±1̂.

Lemma 55 (Kramer’s degeneracy) Let Ĥ |ψ〉 = E |ψ〉 be the eigenvalue equation and

[Ĥ, T̂ ] = 0 such that T̂ 2 = −1 (fermionic condition) holds. Then the states |ψ〉 and

T̂ |ψ〉 are orthogonal,

〈ψ|T̂ ψ〉 = 0. (C.6)

Hence, each Hilbert space HE is at (least) double degenerate, dimHE ≥ 2.

Proof. T̂ |ψ〉 is an eigenstate to E since [Ĥ, T̂ ] = 0. We write

〈ψ|T̂ ψ〉 = 〈ψ|T̂ † T̂ T̂︸︷︷︸
−1

ψ〉 = −〈ψ|T̂ †ψ〉 = −〈T̂ ψ|ψ〉
∗

= −〈ψ|T̂ ψ〉 ,

where use has been made of the fact that T̂ is anti-unitary. Hence, 〈ψ|T̂ ψ〉 = 0.

C.2 Particle–Hole Symmetry (PH)

PH symmetry stems from the existence of particles (occupied states/sites) and

holes (unoccupied states/sites). It is represented by an anti–unitary operator,

however, with the difference that it anticommutes with the Hamiltonian due to

the fact that unoccupied states carry the opposite energy of the occupied ones.

P̂ĤP̂† = −Ĥ (C.7)

In the same way as for TR symmetry we get, by setting P̂ = ÛPK,

P̂ĤP̂† = ÛPĤ
∗Û †P = −Ĥ. (C.8)



C.3. SUBLATTICE SYMMETRY (SL) 112

The effect on the Fourier transformed Hamiltonian is

P̂Ĥ(k)P̂† = ÛPĤ
∗(k)Û †P = −Ĥ(−k). (C.9)

The crucial point is an effect on the energy spectrum or band structure of Ĥ(k).

Assume you have a (positive) band E(+)(k) > 0, then there must exist a (negative)

band E(−)(k) such that E(−)(−k) = −E(+)(k) holds (reflection symmetry with

respect to the zero point). This can be used as a check for PH symmetry once the

full band structure of the system has been computed or measured.

C.3 Sublattice Symmetry (SL)

SL symmetry is also known, depending on the context, as chiral symmetry. The

corresponding, now unitary operator Ŝ, anticommutes with Ĥ and the symmetry

condition is

ŜĤŜ† = −Ĥ, (C.10)

as e.g. in the SSH lattice. Forming the product P̂ · T̂ is one way of constructing

such an Ŝ operator. This implies that a system with both TR and PH symmetry has

also SL symmetry. At the momentum-space level we have

ŜĤ(k)Ŝ† = −Ĥ(k). (C.11)

Let Ŝ = P̂ · T̂ = ÛPÛ
∗
T, then ŜĤ(k)Ŝ† = P̂T̂ Ĥ(k)T̂ †P̂† = P̂Ĥ(−k)P̂† = −Ĥ(k),

which demonstrates that SL symmetry follows from TR and PH symmetry. How-

ever, it should be noted that the reverse statement is not true in general - i.e.

there can exist systems with SL symmetry but no TR and no PH symmetry. The

effect of SL symmetry on Ĥ(k) is a fully symmetric band structure about BZ. If

E(+)(k) > 0 is a positive band, then there exists a negative band E(−)(k) such that

E(−)(k) = −E(+)(k),∀k ∈ BZ.
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C.4 Altland– Zirnbauer classification

TRS PHS SLS Cartan label Coset space of Hamiltonian

0 0 0 A U(n+m)/(U(n)× U(m)) = Gm,n+m(C)

1 0 0 AI O(n+m)/(O(n)×O(m)) = Gm,n+m(R)

−1 0 0 AII Sp(n+m)/(Sp(n)× Sp(m))

0 0 1 AIII (U(n)× U(n))/U(n)

1 1 1 BDI (O(n)×O(n))/O(n)

−1 −1 1 CII (Sp(n)× Sp(n))/Sp(n)

0 1 0 D O(2n)/U(n)

0 −1 0 C Sp(2n)/U(n)

−1 1 1 DIII U(2n)/Sp(2n)

1 −1 1 CI U(n)/O(n)

Table C.1: "10–fold way". Altland-Zirnbauer table [2, 20, 30] for the ten symmetry

classes of Hamiltonians according to time–reversal (TR), particle–hole (PH) and

sublattice (SL) symmetry. The numbers 0,±1 denote absence, presence of the

symmetry, respectively. Moreover, ±1 refers to the properties T̂ 2 = ±1 and P̂2 =

±1. Note that the cosets are homogeneous spaces, represented as quotients G/H

of two Lie groups G and H.



Appendix D
Representation of spin operators

Using the notation Ŝ = (Ŝx, Ŝy, Ŝz) = (Ŝ1, Ŝ2, Ŝ3), the spin operators respect the

usual commutator relations of the su(2) algebra:

[Ŝi, Ŝj] = iεijkŜk. (D.1)

To make a connection to a spin j representation it is useful to introduce ladder

operators

Ŝ± := Ŝx ± iŜy. (D.2)

The inverse transformations are given by

Ŝx =
1

2
(Ŝ+ + Ŝ−) (D.3)

Ŝy =
1

2i
(Ŝ+ − Ŝ−) (D.4)

This transforms the standard Lie algebra basis into a Cartan–Weyl basis which is

simpler to deal with

[Ŝz, Ŝ+] = +Ŝ+ (D.5)

[Ŝz, Ŝ−] = −Ŝ− (D.6)

[Ŝ+, Ŝ−] = 2Ŝz (D.7)

Operating on the spin j basis {|j,m〉} we obtain

Ŝ± |j,m〉 ∝ |j,m± 1〉 (D.8)

Ŝz |j,m〉 ∝ |j,m〉 (D.9)
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More explicitly, we get the following matrix elements for an arbitrary spin j rep-

resentation

〈j,m′| Ŝ+ |j,m〉 =
√
j(j + 1)−mm′δm′,m+1 (D.10)

〈j,m′| Ŝ− |j,m〉 =
√
j(j + 1)−mm′δm′,m−1 (D.11)

〈j,m′| Ŝz |j,m〉 = mδm′,m (D.12)

〈j,m′| Ŝx |j,m〉 =
1

2

√
j(j + 1)−mm′(δm′,m+1 + δm′,m−1) (D.13)

〈j,m′| Ŝy |j,m〉 =
1

2i

√
j(j + 1)−mm′(δm′,m+1 − δm′,m−1) (D.14)

The specific spin 1 matrices for the states |1, 1〉, |1, 0〉 and |1,−1〉 are given

below.

D.1 Spin 1 Matrices

We choose j = 1 and obtain following matrices for the ladder operators

Ŝ+ =
√

2


0 1 0

0 0 1

0 0 0

 , Ŝ− = Ŝ†+ =
√

2


0 0 0

1 0 0

0 1 0

 (D.15)

Hence, using the inverse equations we compute

Ŝx =
1√
2


0 1 0

1 0 1

0 1 0

 , Ŝy =
1√
2i


0 1 0

−1 0 1

0 −1 0

 , Ŝz =


1 0 0

0 0 0

0 0 −1

 . (D.16)
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