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Abstract

Advanced statistical models are a key tool in developing interventions to reduce disease

incidence, particularly in low resource settings. Infectious diseases often have complex

infection processes and pathways, particularly zoonotic diseases which often have direct

and indirect routes of infection. This makes epidemiological studies aimed at identifying

and/or quantifying risk factors challenging, as they typically include complexities such

as multi-level dependency structures, correlated covariates, missing data, and high noise.

Often, data are only partially observed due to censoring and structurally missing informa-

tion, and are often observational rather than the result of direct treatments. This thesis

explores novel methods and models designed to tease out pathways and factors that con-

tribute to risk of disease in humans for zoonotic pathogens. Chapter 2 develops a Bayesian

non-parametric model to estimate the proportion of cases attributable to known sources of

disease, and identify sub-types of pathogens which are unusually dangerous. This model

was applied to a campylobacteriosis data set from New Zealand with results showing

chicken from a single supplier was likely the source of approximately 70% of cases in the

data set, and identified 9 particularly dangerous subtypes. Chapter 3 widens the scope

to consider the relative contributions of many potential risk factors for disease (causal or

not). Our model considers many environmental and social risk factors for leptospirosis

in complex urban environments, including rat exposure. We estimate both rat exposure

and leptospirosis risk using a Bayesian non-parametric cut model which correctly accounts

for uncertainty in the rat exposure predictions. The results identify groups of high risk

individuals, based on socio-economic data and environmental risk factors, that could be

targeted using interventions. This chapter highlighted a significant limitation in many

epidemiological studies which use inaccurate diagnostic techniques. Chapter 4 develops
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methodology to address this limitation by modelling within-host immune responses to

pathogenic challenge. This was done by integrating a mechanistic ordinary differential

equation model with a Bayesian censored noise model. Our model estimates expected

changes in antibody levels after challenge with different pathogens, and indicates possi-

ble differences in immune response that may be responsible. The model is also able to

estimate time of challenge at an individual level. The model is applied to a leptospiro-

sis challenge data set in sheep, and shows significant differences in immune response to

serovars Pomona and Hardjobovis. Integration of this methodology with epidemiological

studies (like those in Chapters 2 and 3) will allow for more accurate estimation of relative

risks and enable more effective intervention strategies to be developed.

iii



Acknowledgements

I’d like to thank my supervisors, Dr. Chris Jewell and Professor Peter Diggle, for their

continuous support and encouragement throughout my PhD. I deeply appreciate the time

they spent discussing project ideas, directions, methodologies and impacts with me. I

particularly appreciate Peter involving me in the EEID program (Ecoepidemiology of

Leptospirosis in the Urban Slums of Brazil, Fogarty International Center at the U.S.

National Institutes of Health). This project gave me invaluable experience collaborating

with a wide range of scientists from across the world and deepened my understanding of

global health challenges (and gave me the chance to enjoy amazing food, company and

caipirinha’s at some of the most gorgeous beaches in the world). I would like to thank

Chris for opening my eyes to the joys of programming and tramping in the Lake District/

Yorkshire Dales and for welcoming my partner Cyrus and I into his home to celebrate

Christmas. I particularly appreciate all of the late night/ early morning Skype calls after

I returned to New Zealand and the constant encouragement and motivation that were

crucial during the seemingly never-ending write up period.

I would like to thank Jonathan Marshall, Geoff Jones and Nigel French for their invalu-

able contributions to the source attribution project and to the Massey University Epi-

Centre for providing the dataset. I would also like to thank Jackie Benschop and Julie

Collins-Emerson (Massey University) for their insightful comments and suggestions for

the leptospirosis titre modelling project, and for providing the data. I am thankful to the

EEID team (including Albert Ko, Mike Begon, James Childs, and Mitermayer Reis) for

providing the Brazil leptospirosis dataset, a truly supportive vibrant environment during

the yearly meetings in Salvador, and for being great company. I am especially grateful to

iv



Kate Hacker who collected the data and provided biological insights which were crucial for

model development and interpreting the results. Kate and the other students/post-docs

in this project made me feel incredibly welcome in Brazil and I thank them for all the

social events they organised when I visited.

I am very grateful for the PhD funding provided by the Health eResearch Centre (HeRC)

and to my PhD confirmation panel, Luigi Sedda and Jon Read, for their insightful com-

ments and suggestions. I particularly appreciated Luigi’s incredibly positive outlook and

constructive suggestions which gave me an enormous motivational boost. I would also like

to thank Vanessa Cave for her support during the write up period, and also Kim Miller

and Harold Henderson for proof reading my thesis.

I would like to thank the CHICAS group for providing a supportive, positive environment,

and plenty of coffee, cake and great conversation. I am especially grateful to Lisa Koeppel,

Annie Edwards, Alex Waldron and Rhiannon Edge for being incredibly supportive friends

through the peaks and troughs of PhD life and beyond, providing great company, and

making my time in the UK so memorable. I’d like to thank Cyrus for always believing in

me and supporting me through everything. Finally, I am very thankful to my friends and

family for their support and patience.

v



Contents

Declaration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 Introduction to zoonotic disease applications and associated statistical
modelling challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction to relevant zoonotic diseases . . . . . . . . . . . . . . . . . . . 2

1.1.1 Campylobacter and campylobacteriosis . . . . . . . . . . . . . . . . 3
1.1.2 Leptospira and leptospirosis . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Introduction to statistical challenges of modelling epidemiological data . . 5
1.2.1 Independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Missing and censored data . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Fitting models for data generated from complex biological system . 9

1.3 Relevant stochastic processes . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Dirichlet distributions and processes . . . . . . . . . . . . . . . . . 12
1.3.2 Gaussian Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.3 Introduction to Bayesian dynamical modelling . . . . . . . . . . . . 25

1.4 Introduction to Bayesian inference . . . . . . . . . . . . . . . . . . . . . . . 26
1.5 Relevant MCMC methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.5.1 Introduction to Monte Carlo integration and Markov chains . . . . 29
1.5.2 Metropolis-Hastings samplers . . . . . . . . . . . . . . . . . . . . . 32
1.5.3 Hamiltonian Monte Carlo and the No-U-turn Sampler . . . . . . . . 38

1.6 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2 sourceR: Classification and Source Attribution of Infectious Agents
among Heterogenous Populations . . . . . . . . . . . . . . . . . . . . . . 45
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

vi



2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.1.1 Example: Campylobacter food-poisoning in Manawatu, New Zealand 48
2.1.2 Existing methods of source attribution . . . . . . . . . . . . . . . . 49

2.2 Design and Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.1 HaldDP Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.2.2 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.2.3 Code implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.3 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.6 Availability and Future Directions . . . . . . . . . . . . . . . . . . . . . . . 62
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.8 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.9 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

2.9.1 Full McMC Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.9.2 Island model overview . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.9.3 Dutch model overview . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.9.4 Model fit and convergence diagnostic plots . . . . . . . . . . . . . . 74

3 Joint Spatial Modelling for Disease Risk in Wildlife Mediated Zoonotic
Diseases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.2.1 Study Area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.2.2 Sampling Design: Leptospirosis Incidence . . . . . . . . . . . . . . . 84
3.2.3 Sampling Design: Rat Abundance . . . . . . . . . . . . . . . . . . . 84
3.2.4 Covariate collection . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.2.5 Exploratory analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.2.6 Residuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.2.7 Statistical modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.2.8 Priors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.2.9 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.2.10 Coefficient of determination . . . . . . . . . . . . . . . . . . . . . . 110
3.2.11 Model Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . 111

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.3.1 Rat tracking board model . . . . . . . . . . . . . . . . . . . . . . . 112
3.3.2 Leptospirosis model . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4 Inference for Partially Observed Seroservalence Data . . . . . . . . . . . 137
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

vii



4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.1.1 Introduction to leptospirosis in New Zealand . . . . . . . . . . . . . 140
4.1.2 General introduction to serology diagnosis methods . . . . . . . . . 141
4.1.3 Introduction to MAT method for leptospirosis . . . . . . . . . . . . 143
4.1.4 Current statistical models . . . . . . . . . . . . . . . . . . . . . . . 144

4.2 Motivating dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

4.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.3.2 Massey Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.3.3 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
4.4.1 ODE model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
4.4.2 τ0 models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
4.7 Supporting Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

4.7.1 MCMC fitting details . . . . . . . . . . . . . . . . . . . . . . . . . . 179

5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.1 Chapter overviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.2 Limitations and challenges of the data and approaches utilised . . . . . . . 186

5.2.1 Complex correlation and dependency structures . . . . . . . . . . . 187
5.2.2 Missing, censored and unreliable data . . . . . . . . . . . . . . . . . 191
5.2.3 High noise, high uncertainty and small sample size . . . . . . . . . 196
5.2.4 MCMC sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

viii



List of Tables

3.1 Model parameter descriptions. . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.2 Summary statistics for coefficients of the parameters in the rat tracking

board model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.3 Rate ratios for covariates in the rat tracking board model . . . . . . . . . . 116
3.4 Summary statistics for coefficients of the parameters in the leptospirosis

model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.5 Odds ratios for covariates in the leptospirosis model . . . . . . . . . . . . . 121

4.1 Summary statistics for fitted curves by Serovar. . . . . . . . . . . . . . . . 165

List of Figures

1.1 Dirichlet distribution example pmf plots. . . . . . . . . . . . . . . . . . . . 15
1.2 Matérn Gaussian Process sample trajectories (1D). . . . . . . . . . . . . . 23
1.3 Matérn Gaussian Process functions (1D). . . . . . . . . . . . . . . . . . . . 24

2.1 Comparison of the proportion of human campylobacteriosis cases attributable
to each source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.2 Heatmap showing the grouping of the type effects (q). . . . . . . . . . . . . 59
2.3 Violin plots of the marginal distributions of the type effects (q). . . . . . . 60
2.4 Trace and acf plots for a sample of the model parameters. . . . . . . . . . 74
2.5 Violin plots showing the marginal posterior . . . . . . . . . . . . . . . . . . 75

3.1 Field site in Pau da Lima. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2 Maps showing the location of the study area. . . . . . . . . . . . . . . . . . 86
3.3 Maps of the study area showing spatially varying covariates. . . . . . . . . 87
3.4 Study participant locations and infection status by campaign. . . . . . . . 88
3.5 Rat tracking board summary distributions. . . . . . . . . . . . . . . . . . . 91

ix



3.6 Map of rat tracking board locations, proportion observed positive and ex-
posure time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.7 Preliminary GAM smooths for rat data. . . . . . . . . . . . . . . . . . . . 95
3.8 Preliminary GAM smooths for leptospirosis data. . . . . . . . . . . . . . . 96
3.9 Example variogram showing relationship between model parameters and

correlation patterns over space. . . . . . . . . . . . . . . . . . . . . . . . . 99
3.10 Empirical variograms from preliminary models and fitted variogram from

the rat model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.11 Diagram showing the full cut model for the rat and leptospirosis data set. . 108
3.12 Rat model: map showing median predicted probability of rat marks. . . . . 113
3.13 Rat model: fitted rat map comparisons. . . . . . . . . . . . . . . . . . . . . 114
3.14 Map of fitted median probabilities of leptospirosis for each individual in

each campaign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.15 Separation plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.1 Observed censored titre values for each animal . . . . . . . . . . . . . . . . 149
4.2 Observed censored titre values for each animal (log scale). . . . . . . . . . 150
4.3 Correlation between model parameters. . . . . . . . . . . . . . . . . . . . . 156
4.4 Massey data timeline shift . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
4.5 Fitted titre curves for each serovar. . . . . . . . . . . . . . . . . . . . . . . 163
4.6 Fitted titre curves for each individual . . . . . . . . . . . . . . . . . . . . . 164
4.7 Distributions of summary statistics for fitted curves. . . . . . . . . . . . . . 166
4.8 Log marginal posterior distributions for main ODE model parameters . . . 168
4.9 Summary statistics for ODE model parameters estimated from ODE models

fitted with hold-out individuals. . . . . . . . . . . . . . . . . . . . . . . . . 170
4.10 Marginal posterior distributions for time of infection τ0 +4 for each individual.171
4.11 Sample of fitted curves from τ0 models for 6 individuals. . . . . . . . . . . 176

x



List of Algorithms

1 Chinese Restaurant Process (CRP) algorithm used to create a mixture dis-
tribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Stick Breaking Process (STB) algorithm used to create a mixture distribution. 20
3 Metropolis-Hastings algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Outline McMC algorithm for the HaldDP model. . . . . . . . . . . . . . . . 68
5 Constrained adaptive multisite logarithmic random walk used for Dirichlet-

distributed random variables. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6 Marginal Gibbs sampling algorithm using the Chinese Restaurant Process

construction of a Dirichlet process . . . . . . . . . . . . . . . . . . . . . . . 71

xi



Chapter 1

Introduction to zoonotic disease ap-

plications and associated statistical mod-

elling challenges

Infectious diseases are a large source of human morbidity and mortality worldwide, caus-

ing 8 million deaths during 2016 (World Heath Organisation, 2018). Zoonotic diseases

are infectious diseases of animals that can be naturally transmitted to humans. These

diseases, particularly those that are foodborne, are a major source morbidity, mortal-

ity and productivity losses in both humans and animal populations. The World Health

Organisation (WHO) estimated that there were over 600 million cases of foodborne ill-

ness globally in 2010; of these, only 217 thousand were caused by chemicals or toxins

rather than infectious organisms (World Health Organization, 2015). Infectious agents

that cause diarrhoeal diseases accounted for the vast majority (550 million), in particular

Campylobacter spp. which caused 96 million cases, and 21 thousand deaths (World Health

Organization, 2015).

There is a considerable difference in the burden of zoonotic diseases between low and

high-income regions (World Health Organization, 2015; Goarant, 2016) which suggests

that a major proportion of this disease burden is preventable. Therefore, identifying the

risk factors surrounding infection by zoonotic diseases is imperative to implement effective

targeted interventions. This will be especially important in resource-poor settings, where

1
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these diseases are most prevalent.

In this thesis, we focus on two globally important zoonotic diseases: campylobacteriosis

and leptospirosis. We used advanced statistical techniques to advance understanding of

the hidden biological processes and how they interact with the environment to inform de-

velopment of effective interventions. The rest of this chapter is split into five components:

introduction to zoonotic diseases of interest (section 1.1), challenges common to statistical

modelling of epidemiological data (section 1.2), relevant statistical methods (section 1.3),

Bayesian inference (section 1.4), and relevant methods of fitting Bayesian models (section

1.5).

1.1 Introduction to relevant zoonotic diseases

Zoonotic diseases are caused by micro-organisms (such as bacteria, viruses, parasites, and

fungi) and can be transmitted to humans via direct contact with an infected animal,

environmental exposure, or through ingestion of contaminated foodstuffs. Many of these

micro-organisms are commonly found in the gut of healthy food-producing animals. This

means the risk of contamination can be high if control measures throughout the food

processing chain are not tight. There are four main modes of zoonotic disease transmission

between animals and humans: direct contact transmission, indirect contact transmission,

vector borne transmission, and foodborne transmission. Infections from direct contact

result from exposure to the bodily fluids of an infected animal i.e. saliva, blood, urine, nasal

secretions, faeces, and other fluids; or through contaminated air, such as influenza. Indirect

infections occur via contact with areas, objects, or surfaces that have been contaminated

by an infected animal. Vector borne transmission results when the disease causing micro-

organism is transmitted from an infected animal to a human, via another organism; this

usually occurs through transmission of infected blood, i.e. when a vector feeds on a human



3

after feeding on an infected animal. Finally, foodborne transmission results from eating

food that has been contaminated by an infected animal. The contaminated food is often

unpasteurised milk or under cooked meat/egg products, but can also include unwashed

fresh produce that has been contaminated with faeces from an infected animal.

1.1.1 Campylobacter and campylobacteriosis

Campylobacter is the most common cause of acute bacterial gastroenteritis worldwide;

in the UK alone, Campylobacter causes an estimated 700 000 infections each year (Tam

et al., 2012) and results in an economic burden of over £1 billion per annum (Humphrey,

O’Brien, and Madsen, 2007).

Campylobacteriosis is characterised by sudden onset of fever, abdominal pain and cramp-

ing, and diarrhoea containing blood and leukocytes (Blaser, 1997), however, many indi-

viduals are thought to be asymptomatic. It is estimated that the number of reported

cases in the United Kingdom and the Netherlands (World Health Organisation, 2012)

represents only about 10% of the true number of cases. It is likely that this percentage

is lower in many countries where healthcare is less accessible. Campylobacteriosis is a

major predisposing cause of the peripheral nervous system disorder Guillain-Barré Syn-

drome (Nachamkin, Allos, and Ho, 1998) and occasionally leads to other health sequelae

such as reactive arthritis, meningitis, carditis and skin and urinary problems (Zia et al.,

2003).

Campylobacter jejuni has been isolated from diverse animal, human, and environmental

sources and has a large genetic diversity (Brownowski, James, and Winstanley, 2014).

Due to the large number of potential infection sources (food and environmental), and

the relatively long incubation time (between 24 hours and 7 days), it can be difficult to

attribute campylobacteriosis cases to sources of infection. Comparing the distribution of
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the pathogen’s sub-species within food sources, to that observed in samples from infected

individuals, allows inference on the likely source of infection.

1.1.2 Leptospira and leptospirosis

Leptospirosis is a leading zoonotic cause of morbidity and mortality worldwide (Costa

et al., 2015) with similar early symptoms to a number of unrelated infections such as

influenza (World Health Organisation, 2003). It is estimated that the global annual inci-

dence of endemic and epidemic human leptospirosis is 5 and 14 cases per 100,000 people,

respectively, (World Health Organisation, 2011). Cumulatively, this incident rate results

in an estimated 1.03 million cases and 58,900 deaths annually (Costa et al., 2015). Severe

cases (diagnosed in 5-10% of patients) result in kidney or liver failure, leading to death in

10%-50% of these patients (McBride et al., 2005). Currently, available vaccines for human

leptospirosis only provide partial protection and are often serovar specific, produce only

a short duration of protection, and have side effects (World Health Organisation, 2003;

Wang, Jin, and Wegrzyn, 2007; Xu and Ye, 2018).

Humans are typically infected through exposure to contaminated water or soil, particularly

through damaged skin or mucous membranes. Leptospires are typically spread into the

environment through urine of infected animals (many of which are maintenance hosts)

where they can survive for months in moist conditions (World Health Organisation, 2003;

Izurieta, Galwankar, and Clem, 2008; Haake and Levett, 2015). In developing countries,

a tropical climate, high rainfall, disasters, and urban slums are strongly associated with

leptospirosis (World Health Organisation, 2003; Costa et al., 2015). Rodents are one of

the most important sources of human infections within urban slums (Haake and Levett,

2015) and are causing an increasing number of cases as urban slums expand worldwide

(Costa et al., 2015). In contrast, cases in developed countries are typically associated



5

with occupational exposure and freshwater recreational pursuits. High risk professions

include those associated with farming, meat processing, veterinary, military, sewerage,

and forestry (Costa et al., 2015; Haake and Levett, 2015).

1.2 Introduction to statistical challenges of modelling

epidemiological data

There are many statistical challenges involved in modelling epidemiological data. Com-

monly observed issues include non-independence of data, missing or censored data, and

complex data generating processes which can be difficult to model. In particular, this

thesis includes methods for Poisson overdispersion in complex non-identifiable models,

spatial autocorrelation in hierarchical cross-species models, and temporal correlation and

censoring in complex dynamical biological systems.

1.2.1 Independence

The probability of two events A and B both occurring is defined as Pr (A,B) = Pr (A|B)×

Pr (B). When the two events are statistically independent, knowing whether event B

has occurred does not change the probability of event A occurring Pr (A|B) = Pr (A).

Therefore, the two events are statistically independent if and only if their joint probability

equals the product of their probabilities Pr (A,B) = Pr (A)× Pr (B).

Many statistical tests and models assume that the data x are conditionally independent

Pr (yi, yj|x) = Pr (yi|x)× Pr (yj|x); that is, conditional on the covariates x, knowing the

value of one data point does not increase knowledge about the values of other data points.

This is equivalent to stating that the model errors are independent.

Traditional statistical models use a likelihood function L (θ|·) which is maximised to give
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the value of θ most consistent with the data y. The likelihood function utilises the multipli-

cation rule of probability to calculate the joint probability of the data given the parameter

vector θ. Therefore, the likelihood function is only valid when the yi are conditionally

independent.

L (θ|y) = Pr (y1, y2, ..., yn|θ) =
n∏
i=1

Pr (yi|θ)

The probabilities Pr (yi|θ) are given by the probability mass function pθ (y) for discrete

data y and the probability density function fθ (y) for continuous y, or a combination of

the two.

Most epidemiological data sets have multiple dependencies at many levels, and identifi-

cation of these dependencies is often as challenging as correctly adjusting for them. It is

often impossible to identify and control all important covariates in epidemiological studies,

particularly those involving humans, due to ethical, financial, and practical constraints.

Therefore, it is necessary to adapt the statistical models and tests to account for the

dependencies between observations.

One of the most common methods of adjusting for residual dependencies is incorpora-

tion of random effects. Random effects may be independent group level effects, such as

individual level random intercepts or slopes, or be correlated in some way (e.g. spatial,

temporal, or genetic correlation structures). These dependencies are sometimes caused

by missing information for important covariates such as genetic relatedness or common

environmental exposures over space and/ or time. It is often possible to detect depen-

dencies by observing correlation in the residuals (although lack of observed correlation

in the residuals does not guarantee their independence). Typically, groups of dependent

data points have more similar values within than between groups (positive correlation),
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although negative correlations can also occur.

For example, if an experimenter wished to investigate the effect of several treatments on

weight in adult sheep they might randomly assign individual animals to each treatment and

weigh the animals post treatment. It may be appropriate to model this data using a linear

model such as weightij ∼ Normal (µj, σ) where µj = β0+βj is the linear predictor giving the

mean weight for animals given treatment j and i is an index for each individual animal. If

the animals were grouped in some way e.g. located in pen h, then pen (group level) random

effects can be used to account for dependencies correlated with pen, such as competition for

food or shared exposure. A random intercept model with Gaussian distributed random

Pen effects would modify the linear predictor to give µjh = β0 + βj + uh where uh ∼

Normal (0, σpen). If measurements were taken on the same animals over time, more complex

random effect structures are required. For example, the model could be extended to

incorporate animal level random intercepts to account for animal level differences from

the group mean (perhaps caused by unmeasured covariates such as initial weight). The

model could also be extended to incorporate any other appropriate random effect structure,

such as animal level random time trends, temporally correlated random effects, spatially

correlated pen effects and/ or genetically correlated animal level random effects, given

enough informative data.

1.2.2 Missing and censored data

Datasets often contain missing values, particularly epidemiological and ecological datasets

where the experimental conditions cannot be tightly controlled. Missingness can occur for

many reasons, such as study participant drop out, equipment failure, equipment with a

restricted range of measurement or an inability to directly measure the variable of interest.

Ideally, data will be missing completely at random (MCAR), which occurs when the cause
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of missingness is unrelated to all covariates, confounders, and the variable with the missing

values itself. An example of this would be a sample being lost or damaged before it is

analysed. Values are missing at random (more accurately called missing conditionally at

random, MAR), when we are able to explain the probability of missingness at least partly

using covariates, but it is still independent of the variable containing the missingess. For

example, a child may miss a spelling test at school because they are sick. This may be

partially explained by measured health covariates, but would typically not be related to the

score the child would have received had they attended. Missing not at random (MNAR)

occurs when the missingess is related to the variable that is missing. For example, an

individual may miss a drug test because they took drugs the night before. Typically data

where observations are MNAR are difficult to analyse because MNAR has a large potential

to cause bias.

Missing data are problematic because it can cause a loss of statistical power (when incom-

plete cases are removed from the analysis) and bias (particularly for MNAR). Missing data

typically occurs for a portion of data in the study, but may also occur for all data points

in the special case where the variable of interest is not able to be measured directly. The

Lotka-Volterra prey-species dynamic (Lotka, 1910) is a good example of this phenomenon.

If a researcher was interested in modelling the number of rabbits in an area, in addition

to covariates such as weather and food sources, they might expect that the distribution

of predators, such as foxes, would also be a causative explanatory variable. It would be

difficult to measure the fox population density and activity levels precisely, resulting in

missing or low quality fox covariate data. Instead, they could estimate the fox density

covariate by jointly sampling fox and rabbit data, and estimating the missing fox density

data. Had the study ignored the fox variable, it would have likely resulted in unexplained

spatial and or temporal dependencies in the data, due to the unobserved fluctuating fox

densities (see the above section for a discussion on the impact of this). Had the study
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decided to directly incorporate some observed fox information, such as observed counts

in each area, the model would likely generate inconsistent estimates including bias and

underestimate uncertainty.

Censoring is a special case of MNAR where the reason the data are missing is that the

value is outside some known range (usually in a known direction). This is extremely

common in survival analysis applications where an individual or item may experience the

event of interest before or after the pre-defined study time period, or where status changes

are recorded after a block of time rather than continuously. It is also common in chemical

analyses where concentrations outside the range of a standard curve are recorded as below

or above the detectable limits. This type of missing information does not typically cause

bias as the likelihood function can be adjusted for censored data. The likelihood is adjusted

for censored values by replacing the probability that random variable X is observed to

have value x given by P (X = x) with the probability that it is in the observed range

P (X > xU) (right censoring), P (X < xL) (left censoring) or P (xL < X < xU) (interval

censoring) where xL and xU are the lower (left) and upper (right) limits of the range.

There can be multiple sets of ranges within a single data set. For example, an individual

attending yearly health check-ups has censored data with year long censoring durations,

whilst another individual may have 6 month long durations which may have limits at

different times of the year.

1.2.3 Fitting models for data generated from complex biological

system

The above issues become all the more challenging when combined in a model for a complex

and dynamical biological system. The desired model is typically one which accurately

reflects the data generating process; when this biological process is very complex, the
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resulting desired model is also complex. Due to practical constraints, it is often not

possible to collect an ideal data set to support inference on all aspects of this model. This

can result in non-identifiability due to negative degrees of freedom (more parameters than

data points), correlations between covariates and/or structurally missing data. There are

several methods of reducing the effective number of parameters such as simplifying the

model, clustering techniques (e.g. using a Dirichlet Process) and partial pooling using

random effects (via shrinkage). Although the resulting models may be mathematically

straightforward, they can be difficult to fit with real data, and care must be taken when

interpreting results.

For example, the desired model for chapter 2 data contains more parameters than data

resulting in non-identifiability unless the model is modified to reduce the number of pa-

rameters (using clustering via a Dirichlet Process). It is difficult to identify and interpret

the covariate effects in the model used in Chapter 3 due to complicated correlations be-

tween covariates. The desired model in Chapter 4 is not identifiable (the initial values

must be fixed to constants and time of infection cannot be estimated jointly with other

model parameters) due to structurally missing data, and was simplified (using random

multiplicative effects rather than random slopes for individuals and assuming a simplified

set of ordinary differential equations to describe the mean curve).

Despite the challenges involved, these models form an integral part of addressing social,

environmental, and health inequalities globally; the results of which are used by govern-

ment, non-governmental organisations (e.g. the WHO), private organisations (e.g. the

Gates Foundation), and others to create and modify policies and interventions aimed at

improving well-being globally.
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1.3 Relevant stochastic processes

Bayesian non-parametrics and dynamical models allow far more flexible models to be fit-

ted than would be possible using traditional techniques such as standard generalised linear

models. Bayesian non-parametric hierarchical models, including Dirichlet and Gaussian

Processes (DP and GP, respectively), allow the number of latent variables to grow as neces-

sary depending on the data; however, the individual variables and the process controlling

the growth of latent variables is parametric. Non-parametric techniques allow complex

shapes to be fitted with a relatively simple model with few assumptions. Parametric al-

ternatives, for example using a polynomial function of x and y to fit a spatial surface,

often need an extremely large number of parameters and have extremely poor predictive

ability outside the range of the data.

Bayesian models allow prior knowledge to be added to the model through prior distribu-

tions. Often, the domain knowledge is difficult to relate to specific parameters in the model

and informative priors can be difficult to specify. Another method of incorporating prior

information into models is by specifying the shape of the mean function. Linear models

can be extended to non-linear models which allow more flexible curves to be fitted; how-

ever, it can be difficult to choose the correct non-linear form. Non-parametric techniques,

such as splines, are extremely flexible and can fit complex data patterns well. However,

they are unreliable in areas with little data, work particularly poorly outside the range

of the observed data, and provide little additional understanding of the data generating

process. If knowledge of the underlying causing mechanism suggests a functional form for

the data generating process, an appropriate dynamical system can be incorporated into

the model; this restricts the possible shape or form of the mean function and often makes

model parameters more interpretable. It is particularly useful when the data are not

strongly informative, such as when data are observed with large error, when predictions
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need to be made outside the range of the observed data; or when there are significant

amounts of missing information e.g. from censoring. This is because the restriction on

the shape of the fitted curve (from dynamical model) adds information. This is similar to

the use of strong priors, however the restrictions are typically applied to the fitted values

(e.g. shape of the fitted curve) rather than to individual model parameters.

The following three subsections introduce Dirichlet and Gaussian Processes and dynamical

modelling.

1.3.1 Dirichlet distributions and processes

Chapter 2 of this thesis uses a non-parametric Dirichlet Processes; therefore, a short

introduction to DP’s is provided here. The information in this section is primarily from

Whye Teh (2007), Paisley (2009), and Frigyik, Kapila, and Gupta (2010). Please refer to

these resources for a more detailed introduction to Dirichlet Processes.

1.3.1.1 Dirichlet distribution

The Dirichlet distribution is a family of continuous multivariate probability distributions

parameterised by a vector (α′1, ..., α
′
K) , α′i = αi/σ of positive real numbers (the base mea-

sure) and a scale parameter σ =
∑

i αi. The support of the Dirichlet distribution is the

set of K-dimensional vectors g whose entries are real numbers in the interval (0, 1) which

sum to 1. Therefore, the domain of the Dirichlet distribution is itself a set of probability

distributions, specifically the set of K-dimensional discrete distributions, where the vector

g can be viewed as the probabilities of a K-way categorical event. The set of points in

the support of a K-dimensional Dirichlet distribution is referred to as the open-standard

(K − 1)-simplex.

Formally, let G = [G1, ..., GK ] be a random probability mass function (therefore, Gi ≥ 0
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for i = 1, ..., K and
∑K

i=1Gi = 1) and α = [α1, ..., αK ] be a vector of positive real numbers.

G has a Dirichlet distribution with parameter α, denoted G ∼ Dir (α) if it has f (g;α) = 0

if g is not a pmf, and

f (g;α) =
Γ
(∑K

i=1 αi

)
∏K

i=1 Γ (αi)

K∏
i=1

gαi−1
i (1.1)

otherwise.

The base measure determines the mean distribution whilst altering the scale affects the

variance

E (gi) =
α′i
σ

= αi (1.2)

Var (gi) =
αi (σ − αi)
σ2 (σ + 1)

=
α′i (1− α′i)

(σ + 1)
(1.3)

Cov (gi, gj) =
−αiαj

σ2 (σ + 1)
(i 6= j) (1.4)

The Dirichlet distribution is the multivariate generalisation of the Beta distribution, and

is commonly used in many areas of statistics and machine learning such as in Bayesian

modelling (as the conjugate prior of the multinomial distribution) and in natural language

processing (in the context of the compound Dirichlet distribution) (Frigyik, Kapila, and

Gupta, 2010).

The marginal distributions of a Dirichlet distribution are beta distributions:

gi ∼ Beta (αi, σ − αi) (1.5)
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A Dirichlet prior with small scale parameter σ, favours sparse distributions but this prior

belief is very weak and is easily overwritten by data. Larger values of σ have smaller

covariances, and thus the mass is more evenly dispersed. This favours variates that are

dense, evenly distributed distributions (i.e. all the values within a single sample are

similar to each other and clustered around the mean α′). As the scale parameter increases

towards infinity, the variance and covariance tend towards zero; hence, the samples tend

towards the base measure. The symmetric Dirichlet distribution is commonly used as a

non-informative prior. It is a special case where all elements of the α vector have the

same value (called the concentration parameter). A symmetric Dirichlet distribution with

concentration parameter equal to 1, is equivalent to a uniform distribution over the open

standard (K-1)-simplex (i.e. it is uniform over all points in its support). See Figure 1.1

for examples of draws from various Dirichlet distributed variables.

1.3.1.2 Dirichlet Process

Dirichlet processes (DP) are a family of stochastic processes whose realisations are prob-

ability distributions; that is, it is a distribution over distributions. In the same way that

the Dirichlet distribution is the generalisation of the Beta distribution, the DP generalises

the Dirichlet distribution. It is classed as a non-parametric model because distributions

drawn from a Dirichlet process are discrete, but cannot be described using a finite num-

ber of parameters. It is called a Dirichlet process because it has Dirichlet distributed

finite dimensional marginal distributions. That is, if G is a probability distribution over

a measurable space Θ, then G ∼ DP (α,G0) means that

(G (T1) , ..., G (TK)) ∼ Dirichlet (αG0 (T1) , ..., αG0 (TK)) (1.6)
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α′ = 
0.33,0.33,0.33

 =

0.1,0.1,0.1


0.3

α′ = 
0.33,0.33,0.33

 =

1,1,1


3

α′ = 
0.33,0.33,0.33

 =

10,10,10


30

α′ = 
0.17,0.33,0.5

 =

0.05,0.1,0.15


0.3

α′ = 
0.17,0.33,0.5

 =

0.5,1,1.5


3

α′ = 
0.17,0.33,0.5

 =

5,10,15


30

Figure 1.1: Plots of sample pmfs drawn from Dirichlet distributions over the probability
simplex in R3 for various values of α′i = αi/σ where σ =

∑
i αi. When α′ = [c; c; c] for some

c > 0, the density is symmetric about the uniform pmf (which occurs in the middle of the
simplex), and the special case α′ = [1; 1; 1] is the uniform distribution over the simplex. When

0 < c < 1, there are sharp peaks of density almost at the vertices of the simplex and the
density is tiny away from the vertices. When c > 1, the density becomes concentrated in the
centre of the simplex. If α′ is not a constant vector, the density is not symmetric. For more

information see Frigyik, Kapila, and Gupta (2010). Each row has the same scale parameter σ
and each column has the same α′.
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for any finite partition T1, ..., TK of Θ. Therefore, the probabilities that G assigns to any fi-

nite partition of Θ follow a Dirichlet distribution with parameters αG0 (T1) , ..., αG0 (TK).

This can be equivalently expressed as

G|α,G0 ∼ DP (α,G0)

θi ∼ G

xij|θi ∼ F (θi)

(1.7)

where xij is the jth observed data point in group i. The xij are F (θi) distributed where

F is parametrised by θi.

The mean of a DP is its base distribution G0, and the concentration parameter α can

be thought of as an inverse variance. This means that on average, distributions drawn

from a DP look like G0. Because G is discrete, multiple θi’s can take the same value

resulting in draws that are always discrete, even if the base distribution is continuous.

This discretisation means the DP can be seen as a mixture model where all xi’s with the

same θi belong to the same cluster. The concentration parameter α specifies how strong

the discretization is. In the limit of α → 0, the realisations are all concentrated at a

single value, while in the limit of α → ∞ the realisations become continuous. Values of

the concentration parameter between these two extremes results in realisations that are

discrete distributions with decreasing concentration as α increases. When using the DP

as a prior in a Bayesian non-parametric model, the concentration parameter controls the

strength of that prior; hence, it is also referred to as the strength parameter.

Dirichlet Processes are used across a wide range of applications in Bayesian statistics and

machine learning, such as Bayesian model validation, selection and averaging, density es-

timation, and clustering via mixture models (Frigyik, Kapila, and Gupta, 2010). Common
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Dirichlet Process representations include the Chinese Restaurant Process (CRP) and the

Stick Breaking Process (SBP) which I will briefly introduce in the following sections.

Chinese restaurant process: The intuition behind the CRP can be shown by visiting

an imaginary chinese restaurant and choosing a table to sit at. When each new customer

arrives, they must select from a countably infinite number of tables labelled 1, 2, ...∞.

Their choice of table follows a random process where

1. The table chosen by the first customer is labelled 1.

2. The nth customer chooses a new table with probability α
n−1+α

and an existing table

with probability c
n−1+α

where c is the number of people already at the table

Equation 1.8 shows the probability of 2 sets of seating arrangements where n = 6.

Pr (z1, ..., z6) =Pr (z1)Pr (z2|z1) ...P r (z6|z1, ..., z5)

Pr (1, 2, 3, 3, 1, 1) =
α

α

α

1 + α

α

2 + α

1

3 + α

1

4 + α

2

5 + α

Pr (1, 2, 2, 3, 3, 3) =
α

α

α

1 + α

1

2 + α

α

3 + α

1

4 + α

2

5 + α

=2α3

n∑
i=1

1

α + (i− 1)

(1.8)

The resulting table allocation sequences are different, but they have identical probabilities

of occurring. Note that the denominators are identical for all sequences of length n.

The only changes are in the numerator, and these consist only of permutations for all

identically sized partitions which consist of the same number of components. This means

the sequences can be exchanged with each other simply by switching the labels of the

groups (tables).
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A CRP mixture is constructed using the following algorithm

1 ) Draw a random partition using CRP: Customers i = 1, 2, ..., n choose tables
z1, ..., zK ∼ CRP (α);

2a) Draw a random parameter for each group zk; k = 1, ..., K (table) from G0:
θ∗k ∼ G0;

2b) Assign θi = θ∗k for each i in cluster zk;
3 ) Draw a sample data point from G: xi ∼ G (θi)

Algorithm 1: Chinese Restaurant Process (CRP) algorithm used to create a mixture
distribution.

Exchangeability allows us to draw a parameter θ∗k from the prior G0, then draw data xi iid

from that prior. This results in data that are independent conditioned on the parameter,

but not independent in general.

More formally, de Finetti’s exchangeability theorem (de Finetti, 1931) states that the

exchangeability of a random sequence x1, x2, ... is equivalent to having a parameter ψ

drawn from a distribution F (·), then drawing x iid from the distribution implied by θ. In

the CRP scenario, F (·) = Dirichlet Process (αG0) and ψ = G.

G ∼ Dirichlet Process (αG0)

µzi
iid∼ G

(1.9)

Stick-breaking process: An alternative constructive definition of a DP is called the

stick-breaking process (Sethuraman, 1994). Here, we imagine a stick of length 1, which

is recursively broken into portions of length π1, π2, ... where the length of stick k is given
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by

πk = βk

k−1∏
i=1

(1− βi) (1.10)

The locations of the breaks βk are iid Beta distributed

βk ∼ Beta (1, α) (1.11)

This creates a scenario in which the values of π are stochastically decreasing as the number

of stick pieces increases. The vector of stick lengths π1, π2, ... are used to define the

probability of choosing each group Pr (1) = π1, P r (2) = π2, ..., and thus , the stick

breaking process creates clusters.

We can then define

G =
∞∑
k=1

πkδθ∗k (1.12)

θ∗k ∼ G0 (1.13)

G ∼ DP (α,G0) (1.14)

where δθ∗k is the dirac delta measure and denotes a point mass at θ∗k. The stick breaking

distribution over π is sometimes written referred to as the Griffiths-Engen-McCloskey

distribution π ∼ GEM (α). Although this creates an infinite number of possible groups,

in practice, the maximum number K must be limited for computational efficiency. The

value of K must be set to be much larger than the expected number of groups from the

data, such that πK = 1−
∑K−1

k=1 πi is very small.
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We can construct a SBP as follows

1a) Draw a random vector of group probabilities using SBP:
π1, π2, ..., πK−1 ∼ Truncated GEM (α);

1b) Set πK = 1−
∑K−1

k=1 πk;
2 ) Draw a random parameter for each group from G0: θ∗k ∼ G0;
3 ) Assign each individual i to a group with probabilities given by π;
4 ) Draw a sample data point from G: xi ∼ G (θi)

Algorithm 2: Stick Breaking Process (STB) algorithm used to create a mixture dis-
tribution.

The CRP process has the benefit of allowing new groups to be Gibbs sampled which can

be very efficient, whilst the SBP is more flexible allowing any combination of likelihood

and base distribution.

1.3.2 Gaussian Process

Chapter 3 of this thesis uses Gaussian Processes (GP) to account for spatially correlated

dependencies in the data; as such, a short introduction to GP’s in the context of spatial

modelling is given here. The information in this section is primarily from Diggle and

Ribeiro (2007). See this book for a more detailed treatment of Gaussian Processes and

model based geostatistics in general.

Gaussian Processes are often used in geostatistical models to account for spatial depen-

dencies in point referenced data. The GP fits a continuous spatial surface with a defined

correlation structure (Diggle, Tawn, and Moyeed, 1998). The GP distribution is a family

of distributions over stochastic processes, where a stochastic process is a collection of ran-

dom variables on some probability space indexed by a variable (here spatial location). A

Gaussian process can be thought of as an infinite collection of random variables with the

property that any finite subset has a multivariate normal distribution, with mean µ and

covariance function Σ. A GP is isotropic and stationary when the covariance function only
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depends on the distance matrix and the mean is constant. This assumption is commonly

made for simple geostatistical models, but may be relaxed if necessary.

We can define a GP spatial surface S (·) as follows

S (x) : x ∈ R2 (1.15)

where any finite subset of S (·) is Multivariate Normal and

E [S (x)] = µ (1.16)

Σ = Cov [S (x) , S (x′)] = σ2ρ (||x− x′||) (1.17)

The mean µ may be fixed to 0 (common when using a GP to model spatially correlated

random effects) or specified by a set of parameters and covariates such as a linear predictor.

The correlation function ρ (·) must be positive definite (as with the covariance matrix of a

multivariate normal distribution). There are a wide range of suitable correlation functions,

such as the exponential, Gaussian, power exponential and Matérn. These functions require

estimation of parameters which control the shape, smoothness, and correlation decay rate.

The roughness of a given GP is directly linked to the differentiability of its covariance

function which can be easily calculated for many common correlation functions. Thus,

the choice of correlation function is, in a sense, incorporating prior information about the

expected smoothness of the spatial surface.

Two common covariance functions are the powered exponential and Matérn families, which

also encompass the Gaussian and exponential functions as special cases.
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1. Powered exponential family:

ρ (d;φ, k) = exp
(
− (φd)k

)
(1.18)

where k ∈ (0, 2], φ > 0 is the scale parameter and d is the distance between any two

points in the study region

2. Matérn family:

ρ (d;φ, k) =
1

2k−1Γ (k)
(dφ)kKk (dφ) (1.19)

where k > 0 is the number of times the function is mean-square differentiable, Kk

is the modified Bessel function of the second kind, φ > 0 is the scale parameter

and d is the distance between any two points in the study region. This equation

can be simplified to the product of an exponential and polynomial of order p when

k = p+ 0.5, p ∈ N+.

The scale parameter φ controls the decay rate of the correlation with distance, whilst k

controls the degree of smoothing. The exponential correlation function (a special case

of the powered exponential function with k = 1 and the Matérn function with k = 0.5)

results in GP’s which are not differentiable, and therefore are very rough. Conversely,

Gaussian correlation functions result in processes which are infinitely differentiable (k = 2

for the powered exponential and k →∞ for Matérn) and therefore extremely smooth. The

practical range is defined as the distance at which the correlation is near 0 (usually the

value chosen is 0.05). The practical range is affected by both parameters of the correlation

function: k and φ. The effect of each parameter can be visualised by comparing sample

trajectories from a single dimensional GP, with varying k and φ as in Figures 1.2a and

1.2b. The corresponding correlation functions are shown in figures 1.3a and 1.3b.

The information about k can be very flat for some values of φ (Schmidt, Conceição, and
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(a) Grid showing 3 sample trajectories from a 1D Matérn Gaussian Process with
k = 0.5, 1.5, 2.5, Inf and φ = 0.1, 0.25, 0.5, 1. Smoothness increases as k increases and the

correlation decay rate increases as φ increases. Each combination has a different practical range.
Note, k = 0.5 is the Exponential correlation function and k = Inf is the Gaussian correlation

function.
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(b) Grid showing 3 sample trajectories from a 1D Matérn Gaussian Process with
k = 0.5, 1.5, 2.5, Inf and φ chosen such that the practical range is the same for each. The

practical range distance is shown as a horizontal grey line segment.

Figure 1.2: Matérn Gaussian Process sample trajectories (1D).
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Figure 1.3: Matérn Gaussian Process functions (1D).
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Alberti Moreira, 2008), and many combinations of k and φ can give the same practical

range. This has lead many authors to fix k at a particular value, given a priori knowledge

about the expected smoothness of the surface. This is easiest to do with the Matérn func-

tion as the relationship between k and the smoothness of the surface is easy to calculate,

and the function can be significantly simplified when k is a half integer.

In addition to inferring the properties of the spatial process S (.), geostatistical models

often aim to predict the process at new locations of interest. The fitted model can be

used for prediction by sampling from the predictive distribution [F (S) |Y ] where F (S)

is the target for prediction. This is achieved by drawing samples Si : i = 1, ..., N from

[S|Y ] where S = {S (x) : x ∈ A}, and applying the selected transformation F to get

Fi = F (Si).

1.3.3 Introduction to Bayesian dynamical modelling

A dynamic system is a stochastic process of the form (Xn, Yn), where Xn is the true state

of the system at time n, and Yn = f (Xn) is an observation of some function of Xn. The

system may run over either continuous time or discrete time, and may incorporate noise

in either Xn, called dynamical noise; or Yn, called observational noise; or both (McGoff

et al., 2015).

It is often possible to describe a (usually simplified) stochastic process Tθ using a system of

ordinary differential equations. The parameters of this system θ are usually unknown, and

must be estimated from a time series of empirical observations which follow an observation

model fθ. A key feature of these processes is feedback, where the current values of each

variable affect the future values of the other variables.

An example of a dynamic system is the Lotka-Volterra predator–prey model which de-

scribes how the populations of a pair of predator and prey animals change over time in



26

response to each other. The simplest version of this model shows that the numbers of

predator and prey animals in the environment fluctuates in a regular pattern (similar to

simple harmonic motion), with the population of the predators trailing that of the prey in

the cycle. This is because the prey population at time t+ 1 depends not only on the prey

population at time t, but also the predator population at time t, and vice versa. Here, Xn

gives the true population numbers of the predator and prey animals at time n, and Yn is

a (possibly noisy) observation of Xn e.g. the number of animals of each species trapped

at time n.

It is possible to incorporate a dynamic system into a linear regression model by using the

deterministic system to provide an expected population value; around which there will be

variation due to both measurement error and simplifications in the scientific model.

The parameters θ and the initial state x0 can be estimated in a Bayesian framework where

the likelihood function (denoting the probability of observing yn−1 given the parameters θ

and the true initial condition x0) is combined with priors for each parameter to give

π
(
x0, θ|yn−1

)
∝ P

(
yn−1|x0, θ

)
π (x0, θ) (1.20)

Simplified models are often preferred for modelling purposes as they capture the essential

behaviours of the system without requiring huge numbers of parameters to be estimated

from relatively small volumes of data. For a more detailed introduction to statistical

inference for dynamical systems see McGoff et al. (2015).

1.4 Introduction to Bayesian inference

All models in this thesis were fitted in a Bayesian framework as this is a principled, coher-

ent, unbiased, and flexible method of inference with very interpretable results. Bayesian
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inference uses probability to quantify uncertainty using probability distributions, and al-

lows prior information to easily be incorporated into a model.

1.4.0.1 Bayes theorem

In a Bayesian framework, all model parameters are assigned a distribution, which is com-

bined with the distribution of the data using Bayes theorem

E [P (θ|D)] =
P (θ)× P (D|θ)

P (D)
=

P (θ)× P (D|θ)∫
P (θ)P (D|θ) dθ

(1.21)

where θ are the model parameters and D is the data. The likelihood P (D|θ) embodies

our statistical model and gives the probability of the evidence (data) given the parameters

θ. The prior P (θ) quantifies our beliefs about the value of each parameter prior to the

current study. This information can come from expert opinion, previous studies, or be

designed to have a weak influence on the results. The posterior P (θ|D) is a probability

distribution describing the probability of the model parameters θ, given the evidence (data)

D. The probability of the evidence P (D) can be thought of as a normalising constant

for the posterior distribution and is usually ignored as it is constant for a given data set.

Therefore, we can rewrite Bayes theorem as

Posterior probability ∝ Prior probability× Likelihood (1.22)

Every parameter in the likelihood requires a prior distribution. Often the parameters of

the prior distributions are fixed values; however, priors can be put on these parameters

forming a hierarchical model. Hierarchical models are especially important when data are

available on several different levels of observational units, and when random effects are

required.
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1.4.0.2 Posterior summaries

As the posterior is a joint distribution over all model parameters (given the data), it

is often very high dimensional and difficult to interpret directly. Marginal distributions

for each parameter are usually summarised using point estimates (mean or median) and

measures of uncertainty, such as percentile intervals or highest posterior density intervals,

both of which are often referred to as credible intervals.

These summary statistics can be expressed in terms of posterior expectations of functions

of θ. The posterior expectation of a function f (θ) is

E [f (θ)] =

∫
f (θ)P (θ)P (D|θ) dθ∫
P (θ)P (D|θ) dθ

(1.23)

It is usually impossible to algebraically solve the integrations in this expression, and nu-

merical evaluation is difficult and inaccurate in high dimensions (W. Gilks, Richardson,

and Spiegelhalter, 1996). Therefore, Monte Carlo integration (including Markov chain

Monte Carlo (MCMC) methods, and Laplace approximations) is commonly used to eval-

uate these expectations. See section 1.5 for a high level introduction to some common

MCMC algorithms, including those used to fit the models in this thesis.

Bayesian models can be easier to interpret than frequentist models because they allow

direct probability statements to be made about the values of the parameter, rather than

relying on binary hypothesis tests. For example, where a frequentist model might test

whether a regression coefficient is significantly different to 0 at the 5% level, whilst a

Bayesian model can directly calculate the probability that the parameter is larger or

smaller than 0. If this probability is sufficiently large (or small), we can conclude that it is

highly likely that the associated covariate has a non-trivial effect on the results. Note that

the size of the coefficient still needs to be checked to make sure the covariate is practically
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significant in the specified context. Probabilistically interpreted credible intervals are also

easier to interpret than confidence intervals, which must be interpreted in the context of

hypothetical long run frequencies.

1.5 Relevant MCMC methods

Markov chain Monte Carlo (MCMC) methods are methods to perform Monte Carlo in-

tegration using Markov chains. There are a wide range of MCMC algorithms available

with highly varying complexity and performance. Essentially these procedures all draw

samples from a required distribution, usually called a target distribution π (·), then use

sample averages to approximate the desired expectations.

First we introduce Monte Carlo integration and Markov chains, then introduce several

common MCMC algorithms including those used to fit the models in this thesis.

The information in this section is primarily from W. Gilks, Richardson, and Spiegelhalter

(1996) and C. Robert and Casella (2011). See W. Gilks, Richardson, and Spiegelhalter

(1996) for a more detailed introduction to this topic, and C. Robert and Casella (2011)

for an introduction and comprehensive history of MCMC methods.

1.5.1 Introduction to Monte Carlo integration and Markov chains

1.5.1.1 Monte Carlo integration

Let X be model parameters and missing data, and π (·) be the posterior distribution.

We wish to evaluate the expectation for some function of interest f (·) which requires
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evaluation of

E [f (X)] =

∫
f (x) π (x) dx∫
π (x) dx

(1.24)

Often, we know π (x) up to a constant of normalisation, which means we are unable to

evaluate
∫
π (x) dx.

Monte Carlo integration evaluates E [f (X)] by drawing samples Xt, t = 1, ..., n from π (·)

then approximates the population mean f (X) with the sample mean

E [f (X)] =
1

n

n∑
t=1

f (Xt) (1.25)

The accuracy of the approximation can be increased simply by increasing n, given the

samples are independent (laws of large numbers). MCMC methods draw these samples by

running a cleverly constructed Markov chain for a long time. This results in samples which

are not independent; however, this dependency is not an issue so long as the samples are

drawn in the correct proportions throughout the support of π (·). This occurs when π (·)

is chosen to be the stationary distribution of the Markov chain (W. Gilks, Richardson,

and Spiegelhalter, 1996).

1.5.1.2 Markov chains

A first order Markov chain is a sequence of random variables X0, X1, X2, ... where the next

state Xt+1 is sampled from a distribution P (Xt+1|Xt) which depends only on the current

state of the chain, Xt. The chain is time-homogenous if the transition kernel P (·|·) does
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not change over time i.e. it does not depend on t

Tm (Xm|Xm+1) ≡ P (Xm+1|Xm) ;T1 = T2 = ... = TM = T (1.26)

An ergodic Markov Process converges to its unique stationary distribution φ (·), so long as

certain conditions hold. Thus, after removing m burn-in iterations, the remaining points

Xt; t = m + 1, ..., n are dependent samples approximately from φ (·). These points can

then be used to estimate the expectation E [f (X)], where X ∼ φ (·). Removing burn-in

iterations modifies the estimating equation for the expectation to

f̄ =
1

n−m

n∑
t=m+1

f (Xt) (1.27)

which is now called an ergodic average.

The ergodic theorem defines the set of conditions which must hold to guarantee that the

resulting Markov chain converges to a limiting distribution π (·); therefore, converging to

the required expectation E [f (X)], regardless of the starting value X0. The conditions

are that the Markov chain is aperiodic, irreducible, and positive recurrent (W. Gilks,

Richardson, and Spiegelhalter, 1996). Aperiodicity guarantees that the chain does not have

a regular pattern determining when it returns to particular values. Irreducibility means

that the chain can get between all possible states (possibly in several steps). Restricting

the chain to be positive recurrent means that the expected time till returning to a given

state is finite. These conditions are sufficient to guarantee that samples from the Markov

chain are equivalent to a standard independent, identically distributed, simulation from

the target distribution, with some loss of efficiency due to the dependent nature of the

draws.
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To guarantee that the samples from our chosen Markov chain meet the above criteria, we

must determine when the chain has converged to π (·); that is, the number of burn-in states

m to remove from the beginning of the chain. We also need to determine when we have

sampled a sufficient number of states n to accurately approximate the required integral

with the available expectation approximation. This can be very difficult to do in practice,

especially when the chain is poorly mixing i.e. generating highly dependent samples. Two

common methods include comparing parallel chains with highly dispersed starting values

X0, and running a single chain for a very long time and comparing multiple sub-sections

of that chain to each other. Both of these methods can detect lack of convergence when

differences are observed, but are not sufficient to conclude convergence. Some more formal

convergence diagnostic methods are discussed in Roy (2019).

When using MCMC algorithms to fit a Bayesian model, the target distribution is typically

the posterior P (θ|D).

Constructing a Markov chain, such that the stationary distribution is our distribution of

interest, is reasonably straightforward. One of the simplest methods is the Metropolis-

Hastings (MH) algorithm, named after (Metropolis et al., 1953; Hastings, 1970)

1.5.2 Metropolis-Hastings samplers

The MH algorithm chooses the next state Xt+1 by sampling a candidate point X ′ from

a proposal distribution q (.|X) which may depend on the current state Xt. For example,

q (.|X) may be a Normal distribution with mean Xt and fixed variance. The proposed

new state is accepted with probability α (X,X ′) where

α (X,X ′) = min

(
1,
π (X ′) q (X|X ′)
π (X) q (X ′|X)

)
(1.28)
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The first part of the acceptance equation π (X ′) /π (X) gives the ratio of probabilities of the

proposed state X ′, and the current state X, under the target distribution π (·). The second

part q (X|X ′) /q (X ′|X) adjusts the acceptance rate for differing proposal distributions,

and is often called a correction factor.

If the proposed step is accepted, the next state becomes Xt+1 = X ′, otherwise the current

state is retained Xt+1 = Xt. An easy way to choose whether to accept the move, given

the acceptance probability α (Xt, X
′), is to draw a random value u ∼ Uniform (0, 1) and

accept the proposed move only if u < α (Xt, X
′).

The following shows the algorithm to draw M samples using the Metropolis-Hastings

sampler:

Set t = 0;
Generate an initial state X0 ∼ π0;
while t < M do

Set t = t+ 1;
Generate a proposal state X ′ from q (X|Xt−1);

Calculate the proposal correction factor c = q(Xt−1|X′)
q(X′|Xt−1)

;

Calculate acceptance probability α = min
(

1, π(X′)
π(Xt−1)

× c
)

;

Sample a Uniform(0, 1) random variable u;
if u ≤ α then

set Xt = X ′

end
else

set Xt = Xt−1

end

end

Algorithm 3: Metropolis-Hastings algorithm.

The proposal or candidate probability density function (pdf) q can have any form so long

as it has wide enough support to eventually reach any region of the state space X with a

positive mass under π (·).
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To satisfy detailed balance, thus guaranteeing convergence to the target distribution π (·),

the transition operator T must satisfy the following condition

π (X)T (X,X ′) = π (X ′)T (X ′, X) (1.29)

where

T (X,X ′) = q (X ′|X)α (X,X ′) (1.30)

for MH samplers.

Substituting equations 1.30 and 1.28 into equation 1.29 shows that detailed balance holds

for MH samplers.

π (X)T (X,X ′) = π (X) q (X ′|X)α (X,X ′)

= min (π (X) q (X ′|X) , π (X ′) q (X|X ′))

= min (π (X ′) q (X|X ′) , π (X) q (X ′|X))

= π (X ′) q (X|X ′)α (X ′, X)

= π (X ′)T (X ′, X)

(1.31)

When using a vanilla Metropolis-Hastings sampler, the algorithm always accepts proposals

which take the chain closer to a local mode. It also accepts moves which would take it

further away with probability exactly equal to the relative “heights” of the target distri-

bution at the proposed and current values. This results in the sampler spending most of

its time exploring the main mass of the posterior.
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Although any arbitrary proposal distribution can be used, the algorithms performance is

highly dependent on the choice of q. A poorly chosen proposal distribution can result

in slow convergence and/or slow exploration of the support of π (·) (i.e. poor mixing).

Additionally, it is advantageous to choose a proposal distribution which can be easily

sampled and evaluated for computational efficiency.

1.5.2.1 Gibbs sampler

The Gibbs sampler is a special case of the MH algorithm where a single component is

updated by sampling from the full conditional distribution. This results in an acceptance

probability of 1. The proposal distribution for updating the ith component of X is

qi (X
′|X) = π (X ′|X) = π (X ′) (1.32)

where π (X ′|X) is the full conditional distribution. Substituting equation 1.32 into equa-

tion 1.28 gives an acceptance ratio of 1.

1.5.2.2 Metropolis sampler

The Metropolis sampler is another special case of the MH algorithm when symmetric

proposal distributions are used q (X ′|X) = q (X|X ′).

This simplifies the acceptance probability as the correction factor c is now 1

α (X,X ′) = min

(
1,
π (X ′)

π (X)

)
(1.33)
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1.5.2.3 Random walk Metropolis and Random walk Metropolis-Hastings sam-

plers

The single most widely used subclass of MCMC algorithms is based around the random

walk Metropolis (RWM) (Sherlock, Fearnhead, and Roberts, 2010). It is a special case of

the Metropolis sampler where the proposal is generated using a random walk q (X ′|X) =

q (X|X ′). For example, a multivariate normal distribution with mean Xt and constant

covariance matrix Σ, is a common proposal distribution for continuous X.

The Random walk Metropolis-Hastings (RWMH) algorithm extends the RWM algorithm

by allowing non-symmetric proposal distributions. This can be useful when the values of

X are restricted; for example, when X must be positive, as it can be constructed to never

propose transitions to negative values of X. For example, a log-normal distribution with

mean Xt and constant variance σ2 for continuous X.

When using the RWM and RWMH algorithms, particular attention needs to be given

to choosing an appropriate scale for the proposal distribution. To explore the target

distribution efficiently, the proposal distribution needs to propose jumps of an appropriate

size compared with some measure of scale of the target distribution. Jumps that are too

small are almost always accepted, but result in slow exploration of the target distribution.

Large jumps, which aim to move about the distribution more quickly, are often rejected

stranding the chain in a single location for many iterations.

The most efficient scale parameter gives an acceptance rate of between 40 and 45% for

a single parameter, and around 20 to 30% for a block update (Roberts, Gelman, and

W.R. Gilks, 1997). Although this result specifically relates to a spherically symmetric

proposal distribution targeting a unimodal elliptically symmetric distribution with com-

ponents which are i.i.d up to a scale parameter, it works reasonably well in many situations

(C.P. Robert, 2015). Tuning of the scale parameter can be done using pilot runs of the
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algorithm (which must be repeated for every new algorithm, and every new data set), or

adapted on the fly.

1.5.2.4 Adaptive Metropolis-Hastings sampler

An adaptive MCMC approach can be used to automatically tune the proposal distribution

for random walk Metropolis-Hastings algorithms. Adaptive MCMC is a technique which

allows the algorithm to adaptively choose optimal parameters for a given proposal distri-

bution during a single run. This is done by gradually adjusting the proposal distribution

parameters such that the acceptance rate moves closer to the optimal values described

above. Diminishing adaptation, where the size of the changes to the kernel tend to 0 as

the number of iterations n tends to infinity, is a critical feature of this algorithm. With-

out this, the algorithm may produce a sample which does not converge to a stationary

distribution.

There are several algorithms which adapt the kernel; however, here we will describe the

version described by Roberts and Rosenthal (2009) and Sherlock, Fearnhead, and Roberts

(2010). For a block random walk of dimension d with adaption, a new value at time t is

sampled from a mixture of an adaptive Gaussian

x∗ ∼ Normal

(
0,

1

d
2.382Σ̂t

)
(1.34)

and a non-adaptive Gaussian distribution, where Σ̂t is the variance matrix calculated from

the previous t−1 iterations. This method satisfies the diminishing adaptation requirements

as the variance matrix changes are O (1/t) at the tth iteration. Sampling from a mixture of

the adaptive and non-adaptive kernels is important. This ensures that the chain does not

get stuck in a region of the posterior; i.e. causing the chain to never visits some regions

of high density due to the sampler adapting to suggest only small steps.
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1.5.2.5 Block updates

The above algorithms (with the exception of the Gibbs sampler) can be implemented

as single site or block updates. Single site updates iteratively update one parameter

at a time, each with its own proposal distribution. Block samplers update a group of

parameters jointly using a multivariate proposal density. Block updates can improve

mixing when highly correlated components are jointly updated, but this depends on the

choice of proposal (W. Gilks, Richardson, and Spiegelhalter, 1996).

1.5.3 Hamiltonian Monte Carlo and the No-U-turn Sampler

Random walk Metropolis-Hastings algorithms tend to scale poorly with increasing dimen-

sion, and complexity of the target distribution (particularly when it is non-orthogonal),

and often require an unacceptably long time to converge to the target distribution (Betan-

court, 2017). This is because it is particularly difficult to propose sensible values in high

dimensional posterior spaces. As the number of dimensions increases, the volume exterior

to the typical set (high probability region of the posterior distribution) overwhelms the

volume interior to the typical set. This results in almost every Random Walk Metropolis

proposal producing a point on the outside the typical set (towards the tails) (Betancourt,

2017). These proposals are usually rejected as the acceptance probability is negligible

due to the extremely low density of these points. The low acceptance probability can be

increased by choosing very small step sizes for proposals. However, both options result

in Markov chains that barely move and take excessive time to adequately visit the entire

posterior space (Betancourt, 2017).

Rather than proposing high dimensional jumps randomly (using the random walk), we

can use information about the geometry of the typical set to guide the proposals (Be-

tancourt, 2017). Hamiltonian Monte Carlo (HMC, (Duane et al., 1987)) is a type of
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Metropolis-Hastings sampler that uses Hamiltonian dynamics to propose jumps using aux-

iliary variables. By utilising gradient information from the targeted posterior, it avoids

the inefficiency of random walk behaviour and the associated sensitivity to correlated

parameters (Hoffman and Gelman, 2014). This allows it to more efficiently converge to

high-dimensional target distributions; however, it is extremely sensitive to the tuning pa-

rameters (step size and number of steps) and requires information about the gradient

of the log-posterior. Gradient information can be estimated using automatic differentia-

tion engines, such as Theano and Tensorflow. The step size can be easily adapted (using

adaptive MCMC techniques described above or dual averaging (Nesterov, 2009)), and the

number of steps can be tuned using the no-U-turn sampler (NUTS, (Hoffman and Gelman,

2014)) algorithm.

The NUTS algorithm transformed the usability of HMC by estimating appropriate tuning

values on-the-fly, removing the need for user intervention and costly tuning runs. This

allowed HMC to be incorporated into several general purpose inference engines such as

Stan and PyMC3. These packages have greatly reduced the technical expertise and time

required to fit complex Bayesian models. The geostatistical generalised linear model used

in chapter 3 was fitted using PyMC3 using the NUTS for all parameters. This fitting

algorithm is particularly useful as models incorporating Gaussian processes have large

correlated sample spaces which can be difficult to traverse efficiently using many other

sampling techniques, such as RWMH.

1.6 Thesis outline

Chapter 2 develops a joint Bayesian non-parametric source attribution model, which uses

surveillance data from human cases of campylobacteriosis and food source samples, to

estimate the proportion of campylobacteriosis cases associated with each food source. The
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model measures the force of infection from each source, allowing for varying survivability,

pathogenicity, and virulence of pathogen strains using a Dirichlet Process; and varying

abilities of the sources to act as vehicles of infection.

Chapter 3 expands the scope of zoonotic disease attribution to assess the effect of many

potential risk factors on the probability of leptospirosis infection in urban slums. The

Bayesian non-parametric model considers risk factors for leptospirosis in an urban slum in

Salvador, Brazil, using a Gaussian Process to estimate rat exposure throughout the study

area.

Chapter 4 develops a Bayesian dynamical model which captures the essential aspects of

temporal antibody concentration changes in sheep after vaccination using antibody titre

data. This model can be used to estimate time of infection for an individual, and may be

extended to estimate disease status.

In chapter 5, the challenges and limitations common to these 3 projects are discussed in

depth, and future work is proposed to address them. Note, code for the source attribution

model in chapter 2 can be found at https://CRAN.R-project.org/package=sourceR,

whilst code for the models in chapters 3 and 4 can be found at https://gitlab.com/

poppymiller/phd-thesis-related-code.

https://CRAN.R-project.org/package=sourceR
https://gitlab.com/poppymiller/phd-thesis-related-code
https://gitlab.com/poppymiller/phd-thesis-related-code
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Abstract

Zoonotic diseases are a major cause of morbidity, and productivity losses in both hu-

man and animal populations. Identifying the source of foodborne zoonoses (e.g. an an-

imal reservoir or food product) is crucial for the identification and prioritisation of food

safety interventions. For many zoonotic diseases it is difficult to attribute human cases

to sources of infection because there is little epidemiological information on the cases.

However, microbial strain typing allows zoonotic pathogens to be categorised, and the

relative frequencies of the strain types among the sources and in human cases allows in-
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ference on the likely source of each infection. We introduce sourceR, an R package for

quantitative source attribution, aimed at foodborne diseases. It implements a Bayesian

model using strain-typed surveillance data from both human cases and source samples,

capable of identifying important sources of infection. The model measures the force of

infection from each source, allowing for varying survivability, pathogenicity and virulence

of pathogen strains, and varying abilities of the sources to act as vehicles of infection. A

Bayesian non-parametric (Dirichlet process) approach is used to cluster pathogen strain

types by epidemiological behaviour, avoiding model overfitting and allowing detection of

strain types associated with potentially high “virulence”.

sourceR is demonstrated using Campylobacter jejuni isolate data collected in New Zealand

between 2005 and 2008. Chicken from a particular poultry supplier was identified as the

major source of campylobacteriosis, which is qualitatively similar to results of previous

studies using the same dataset. Additionally, the software identifies a cluster of 9 multi-

locus sequence types with abnormally high ’virulence’ in humans.

sourceR enables straightforward attribution of cases of zoonotic infection to putative

sources of infection. As sourceR develops, we intend it to become an important and

flexible resource for foodborne disease attribution studies.

2.1 Introduction

Zoonotic diseases are a major source of human morbidity world wide. In 2010, there were

an estimated 600 million cases globally (Havelaar et al., 2015), of which 96 million were

Campylobacter spp. resulting in 21,000 deaths (World Health Organization, 2015). At-

tributing cases of foodborne disease to putative sources of infection is crucial for identifying

and prioritising food safety interventions, prompting routine national recording of human

cases and surveillance of high-risk sources in many countries – for example FoodNet in the



47

US (Pires et al., 2009), the Danish Zoonosis Centre (food.dtu.dk), and the Ministry for

Primary Industries in New Zealand (foodsafety.govt.nz).

Traditional approaches to source attribution include observational risk assessment, ex-

trapolation of surveillance or outbreak data, and epidemiological field studies (Crump,

Griffin, and Angulo, 2002). The results of such direct observational methods may be

highly uncertain due to long and variable disease incubation times, and many exposures

of an individual to multiple sources of infection. Nevertheless, statistical modelling of

human case count data, incorporating molecular strain typing of pathogen isolates from

national surveillance programmes, has shown promise for identifying important sources of

foodborne illness (Hald et al., 2004; Müllner, Jones, et al., 2009).

The aim of this paper is to extend current approaches to statistical source attribution,

and to provide a standard software package, sourceR, providing an intuitive interface to

source attribution models for epidemiological domain specialists. Our principle innovation

is a novel class of Bayesian non-parametric source attribution model which classifies strain

types by differential epidemiological behaviour and accurately quantifies uncertainty. Fur-

thermore, we allow for spatial and temporal heterogeneity in case and source data with the

aim of detecting differential exposures to infection sources across space and time. sourceR

represents the first standard software for source attribution, and is designed for use by

epidemiologists and public health decision makers. It is written as an add-on package to

R, the open-source lingua-franca for modern epidemiological analysis, and incorporates an

object-orientated style to facilitate further model development and future maintainabil-

ity.

The paper is structured as follows. We first introduce a motivating example and review

existing source attribution models. The new model is described in the Design and Im-

plementation section followed by a demonstration of model fitting using sourceR in the

food.dtu.dk
foodsafety.govt.nz
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Materials and Methods section. Results and Discussion sections follow, and it concludes

with details of Availability and Future directions.

2.1.1 Example: Campylobacter food-poisoning in Manawatu,

New Zealand

In 2006, New Zealand had one of the highest incidences of campylobacteriosis in the devel-

oped world, with an annual incidence in excess of 400 cases per 100,000 people (Baker et

al., 2006). Our motivating data set was collected between 2005 and 2008 in the Manawatu

region of New Zealand with the aim of identifying the most important sources of campy-

lobacteriosis and implementing interventions. A campaign to change poultry processing

procedures, supported in part by results from previous quantitative source attribution

approaches, was successful in leading to a sharp decline in campylobacteriosis incidence

after 2007 (Müllner, Jones, et al., 2009).

Campylobacter has many subtypes which are usually defined using Multilocus Sequence

Typing (MLST), a commonly used genotyping method providing a relatively rapid method

of characterising isolates. An MLST sequence type is a unique combination of alleles at

specified gene loci, typically located in conserved regions of the genome (Dingle et al.,

2001; Urwin and Maiden, 2003). The data set consists of the dominant MLST-genotype

Campylobacter isolated from each source (potential food and environmental sources) and

human sample. The data was first published in Müllner, Collins-Emerson, et al. (2010),

and is described in detail (including data collection methods in French and Marshall (2009)

and French and Marshall (2013)). These data are included in our sourceR package (named

campy). We use this data set as a case study, and compare our results with previously

published statistical approaches.
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2.1.2 Existing methods of source attribution

The general structure of the source attribution model is that the observed case-counts yi

for strain i (occurring in a defined surveillance period) are mutually independent Poisson

distributed with means

λi =
m∑
j=1

αjpij. (2.1)

where pij is the prevalence of strain i in source j, and “source effects” α measure each

source’s capacity to act as a vehicle of infection. The estimated number of cases attributed

to a particular source j is

ξ̂j = α̂j

n∑
i=1

pij. (2.2)

Comparing the relative magnitudes of ξ̂j provides a statistical method to prioritise inter-

vention strategies to the most important sources of infection. The model is fitted in a

Bayesian framework as posteriors for functions of parameters (such as ξ) are easily calcu-

lated, and to allow previous knowledge to be incorporated via informative priors.

A significant problem is that this model does not allow for some strain types have dif-

ferential affinities for human infection resulting in over-dispersion of y. Additionally, it

does not allow for uncertainty in P , inherent in sample based source data. In the rest

of this section, we review current extensions to Equation 2.1 aimed at accounting for the

Poisson over-dispersion in observed case numbers, and incorporating uncertainty in source

surveillance data. In particular, the preliminary developments made by Hald et al. (2004)

and Müllner, Jones, et al. (2009) form an ontology on which we base our innovations.

2.1.2.1 Over-dispersion

Hald et al. (2004) address the issue of Poisson over-dispersion in Equation 2.1 by intro-

ducing a “type effect” q accounting for some strain types being more adapted to human
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infection than others.

λi = qi

m∑
j=1

αjcjpij. (2.3)

Additionally, they include an offset c representing known rates of consumption of each

source foodstuff, allowing α to be interpreted as a source-specific factor independent of

exposure. However, the addition of q as a vector of uncorrelated unknowns over-specifies

the model, with m+n parameters but only n independent disease case count observations.

Hald et al. therefore reduce the number of parameters by heuristic a priori grouping of

the elements of q, albeit with the generally undesirable property that quantification of

uncertainty in the most appropriate choice of grouping is not readily permissible.

The “Modified Hald” model of Müllner, Jones, et al. (2009) treats q as log Normally

distributed random effect, with unit mean and unknown variance τ 2

qi ∼ logNormal(1, τ 2) (2.4)

with a Gamma-distributed prior distribution imposed on τ 2. However, this approach

suffers from a posteriori non-identifiability of q and τ 2, hindering the performance of

MCMC algorithms used to fit the model (Gelfand, Sahu, and Carlin, 1995). Though this

may be ameliorated by choosing an informative prior for τ 2 with small mean, it results in

severe shrinkage of q and inference which is sensitive to the choice of prior.

2.1.2.2 Uncertainty in source sampling

The Modified Hald model introduces uncertainty into the prevalences pij by modelling the

source sampling process. Let sj denote the total number of source samples collected from

source j = 1, . . . ,m, of which xij are positive for pathogen type i. Normalisation of the
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number of positive samples xij gives the relative prevalence rij = xij/
∑n

i=1 xij of type i

in source j. The relative prevalence rij is then combined with the prevalence of positive

samples kj =
∑n

i=1 xij/sj to calculate the absolute prevalence pij = rij × kj of strain i in

source j. The Modified Hald model was fitted in WinBUGS using an approximate two

stage process (Müllner, Jones, et al., 2009). First, a posterior distribution was estimated

for the absolute prevalence of source types p, using the model specified in Eqs 2.5 and 2.6

:

r·j ∼ Dirichlet(1) ∀ j (2.5)

kj ∼ Beta(1, 1) ∀ j (2.6)

The marginal posterior for each element of p was then approximated by a Beta distribu-

tion

pij ∼ Beta(wij, vij)

(using the method of moments to calculate wij and vij) which was then used as an inde-

pendent prior in step 2. Since each isolate is assigned to only one type, we must observe∑n
i=1 rij = 1, and therefore

∑n
i=1 pij = kj. This is not enforced when using independent

Beta priors for each pij which results in kj (the probability of a sample being positive given

the sample is from source j) no longer being constrained to be between 0 and 1.

2.2 Design and Implementation

Our approach addresses the deficiencies inherent in both the Hald and Modified Hald mod-

els by fitting a joint model for both source and human case sampling with non-parametric

clustering of the type effects. This allows integration over uncertainty in the source sam-

pling process without resorting to an approximate marginal probability distribution on p.
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The over-dispersion is solved by non-parametrically clustering the pathogen types using a

Dirichlet process (DP) on the type effect vector q. This is a data driven, automatic method

which reduces the effective number of parameters in the model without requiring strong

assumptions about τ 2 in Equation 2.4. Additionally, it quantifies the similarity between

epidemiological characteristics (virulence, pathogenicity and survivability) of the subtypes

forming the basis of future research on the genetic determinants of this behaviour. Of-

ten, human case data is associated with location such as urban/rural, or GPS coordinates

whilst food samples are likely to be less spatially constrained (due to distances between

production and sale locations). Both human and source data may exist for multiple time-

periods. Therefore, we allow for spatial and temporal heterogeneity in the data.

2.2.1 HaldDP Model

As with the Hald model, we assume the number of human cases yitl identified by isolation

of subtype i in time-period t at location l is Poisson distributed

yitl ∼ Poisson(λitl = qi

m∑
j=1

αjtlpijt) (2.7)

We allow for different exposures of humans to sources in different locations and times, by

allowing the source effects to vary between times and locations, αjtl.

For each source j, we model the number of positive source samples

xjt ∼ Multinomial(s+
jt, rjt) (2.8)

where xjt = (xijt, i = 1, ..., n)T denotes the vector of type-counts in source j in time-period

t, s+
jt =

∑n
i=1 xijt denotes the number of positive samples obtained, and rjt denotes a vector

of relative prevalences Pr (typei|sourcej, timet). This automatically places the constraint
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∑n
i=1 rijt = 1. The source case model is then coupled to the human case model through

the simple relationship

pijt = rijtkjt (2.9)

where kjt is the prevalence of any isolate in source j in time-period t.

In principle, a Beta distribution could be used to model kjt, arising as the conjugate

posterior distribution of a Binomial sampling model for s+
jt positive samples from sjt tested,

and a Beta prior on kjt. We instead choose to fix the source prevalences at their empirical

estimates (kjt = s+
jt/sjt) because the number of source samples is typically high.

The type effects q, which are assumed invariant across time or location, are drawn from

a DP with base distribution Q0 and a concentration parameter aq

qi ∼ DP (aq, Q0) . (2.10)

The Dirichlet process is a probability distribution whose range is a set of probability

distributions and is defined by a base distribution and concentration parameter (Ferguson,

1973). The concentration parameter of the DP aq encodes prior information on the number

of groups K to which the pathogen types are assigned. The Gamma base distribution of

the DP Q0 induces a prior for the cluster locations. The DP groups the elements of q into a

finite set of clusters 1 : κ (unknown a priori) with values θ1, ..., θκ (drawn from the Gamma

base distribution Q0) which addresses the inevitable over-dispersion in the case counts y

robustly and clusters subtypes into groups with similar epidemiological behaviour.

Heterogeneity in the source matrix x is required to identify clusters from sources, which

may not be guaranteed a priori due to the observational nature of the data collection.
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2.2.2 Inference

This section describes how the model is fitted in a Bayesian context by first describing the

McMC algorithm used to fit this model, then developing the prior model.

2.2.2.1 MCMC algorithm

The joint model over all unobserved and observed quantities is fitted using Markov chain

Monte Carlo (MCMC, full details in Full McMC Algorithm). The source effects and rela-

tive prevalence parameters are updated using independent adaptive Metropolis-Hastings

updates (Roberts and Rosenthall, 2006). The type effects q are modelled using a DP (Eq

2.10) with a Gamma base distribution Q0 ∼ Gamma(aθ, bθ). The choice of a Gamma

base distribution with the Poisson likelihood (Eq 2.7) permits the use of a marginal Gibbs

strategy for efficient sampling from the posterior ditribution of q. Each observation i is

assigned to a cluster k with value θk, such that qi 7→ θk. The algorithm proceeds by

alternately sampling from the posterior of the group assignments (adding new clusters or

deleting empty clusters as necessary), and the posterior of θk for each cluster.

2.2.2.2 Priors

The parameters αtl and q account for a multitude of source and type specific factors which

are difficult to quantify a priori. Therefore, with no single real-world interpretation, the

distributional form of the priors were chosen for their flexibility. A Dirichlet prior is

placed on each rjt which suitably constrains the individuals rijs such that
∑n

i=1 rijt = 1.

A Dirichlet prior is also placed on each αtl, with the constraint
∑m

j=1 αjtl = 1 aiding

identifiability between the mean of the source and type effect parameters. In sourceR,

the concentration parameter of the DP αq is specified by the analyst as a modelling

decision.
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We note that the choice of base distribution Q0 may have a stronger effect than anticipated

due to the small size of the relative prevalence and source effect parameters. This can been

seen by considering the marginal posterior for θk

θk|· ∼ Gamma

(
aθ +

∑
i:Si=k

yi, bθ +
∑
i:Si=k

m∑
j=1

αj · pij

)

The term
∑

i:Si=k

∑m
j=1 αj · pij is very small (due to the Dirichlet priors on α and rj),

which can result in even a fairly small rate parameter (bθ) dominating.

2.2.3 Code implementation

Standard McMC packages (e.g. WinBUGS, Stan, PyMC3) cannot implement marginal

Gibbs sampling for Dirichlet processes, necessitating a custom McMC framework (see

section ‘Extensibility’). We chose R as a platform because of its ubiquity in epidemiology,

and advanced support for post-processing of McMC samples. Dependencies on other R

packages are required, but these are installed automatically by R’s package manager.

sourceR uses an object-oriented design, which allows separation of the model from the

McMC algorithm. Internally, the model is represented as a directed acyclic graph (DAG) in

which nodes are represented by an R6 class hierarchy. Generic adaptive Metropolis Hast-

ings algorithms are attached to each parameter node, with the conditional independence

properties of the DAG allowing automatic computation of the required (log) conditional

posterior densities.

A difficulty with the DAG setup is the representation of the DP model on the type effects q,

since each update of the marginal Gibbs sampler requires structural alterations. Therefore,

we subsume the entire DP into a single node, with a bespoke marginal Gibbs sampling

algorithm written for our Gamma base-distribution and Poisson likelihood model.
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2.3 Materials and methods

The case study below illustrates how the sourceR package is used in practice. We compare

the results of our approach with results from the Modified Hald, Asymmetric Island (see

Island model overview and D. Wilson et al. (2008) and D. Wilson (2016)), and the “Dutch”

model (see Dutch model overview and Pelt et al. (1999)). The priors for our model were

selected to be minimally informative. The prevalence kj is calculated by dividing the

number of positive samples by the total number of samples for each source. In the data

below, we note that for several samples the MLST typing failed, with the number of

positive samples exceeding the apparent total number of MLST-typed isolates. Assuming

MLST typing fails independently of pathogen type, this does not bias our results.

The model fitting process begins by formatting the data, constructing the HaldDP model

and setting the McMC parameters before running the algorithm using the update()

method.

## Format data

y <- Y(data = campy$cases , # Cases

y = "Human", type = "Type", time = "Time", location = "Location")

x <- X(data = campy$sources , # Sources

x = "Count", type = "Type", time = "Time", source = "Source")

k <- Prev(data = campy$prev , # Prevalences

prev = "Value", time = "Time", source = "Source")

## Set priors

priors = list(a_theta = 0.01, b_theta = 0.00001 , a_alpha = 1, a_r = 0.1)

## Construct model
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my_model <- HaldDP(y = y, x = x, k = k, priors = priors , a_q = 0.1)

## Set mcmc parameters

my_model$mcmc_params(n_iter = 1000, burn_in = 10000, thin = 500)

## Run model

my_model$update ()

The sourceR package provides methods to extract and subset the complex posterior,

calculate medians and credible intervals (with three possible methods percentile, SPIn

(Liu, Gelman, and Zheng, 2015), or Chen-Shao (Chen and Shao, 1991)) and plot a heatmap

with a dendrogram showing the clustering of the type effects.

my_model$extract ()

my_model$summary(alpha = 0.05, CI_type = "percentiles")

my_model$plot_heatmap ()

2.4 Results

Figure 2.1 shows the the proportion of cases attributed to each source. The HaldDP

model identified the highest proportion of human campylobacteriosis cases as coming from

chicken produced by supplier A (a median of 67 percent of cases attributed). A further

11 percent were attributed to Chicken from poultry supplier B and 17 percent to Ovine.

The median values for the proportion of cases attributed to each source are qualitatively

similar between all models except the Dutch method.

To visualise how the DP has clustered the type effects, Gower’s distance (Gower, 1971) is

used to compute a dissimilarity matrix between all pairs of types. Figure 2.2 shows that

the DP identified four main type clusters (from 91 types). The violin plots of the marginal
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Figure 2.1: Comparison of the proportion of human campylobacteriosis cases attributable to
each source. The models compared are: M1 (Dutch model), M2 (Modified Hald model), M3
(Island model) and M4 (HaldDP model). Error bars represent 95% percentile confidence or

credible intervals with medians shown as a cross. Violin plots show the marginal posteriors of
the ξj parameters.

posterior distributions for each type effect (Figure 2.3) show the largest group of types has

very small type effects and wide credible intervals compared to the other groups.

Model fit and convergence was assessed visually using trace and autocorrelation plots (see

Fig A and Fig B in Model fit and convergence diagnostic plots).

2.5 Discussion

sourceR represents a significant advance in source attribution modelling, and translation

of advanced statistical methods into mainstream epidemiological use. In particular, the

DP clustering results in a large decrease in the effective number of parameters in the

model and allows detection of unusually virulent subtypes (group 2 in Figure 2.3) by

epidemiological behaviour. The subtypes in each cluster have similar epidemiological

traits (such as virulence, pathogenicity and survivability) which forms the basis for future
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research on genetic determinants of those traits. Additionally, if a particular type moved

into the high virulence group when repeating the analysis with further data from a later

time period, it would flag that type as possibly evolving to become more risky for humans.

The type effects for group 3 subtypes have very wide credible intervals due to the sparsity

of source samples and human cases for those types.

The relatively large uncertainty for the disease origin (the credible intervals of ξ) is likely

due to C. jejuni’s complex epidemiology (Müllner, Jones, et al., 2009) giving rise to a pos-

teriori correlations between components of α and q. This is expected due to bias/variance

trade-off: the Dutch and Island models both lack type effects risking biased results due to

not all types being equally likely to infect humans. The Island model also possesses inher-

ently strong and difficult to verify a priori assumptions (see D. Wilson et al. (2008) and

Island model overview) which are not subject to uncertainty quantification. Moreover, by

removing the approximation inherent in the Modified Hald model, we expect the HaldDP

model to more accurately reflect inferential uncertainty – this is particularly important

for decision making in food hygiene policy, especially when commercial interests must be

supported by rigorous scientific advice.

Mixing and a posteriori correlations of the HaldDP model are significantly decreased in

comparison to the Modified Hald model, if not entirely resolved. Although heterogeneity

in X is required to fit the models, a sparse or highly unbalanced source matrix increases

posterior correlations between some source and type effects. In our experience, the algo-

rithm works best when the source matrix has a moderate amount of heterogeneity.

Whilst the HaldDP results for ξ are qualitatively similar to those from the other mod-

els (Figure 2.1, we note an interesting disagreement between the Island and Hald model

derivatives when comparing the the number of cases attributed to Ovine and Bovine. We

conjecture that this may be due to some non-identifiability between Bovine and Ovine
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sources as both sources have high contamination from the same types increasing the sensi-

tivity of ξ to sampling error. It may also be due to lack of explicit source and type effects

in the Island model. Resolving this disparity is the subject of ongoing research.

2.6 Availability and Future Directions

The stable release version of sourceR is available from the Comprehensive R Archive

Network, released under a GPL-3 licence. The development version is available at http://

fhm-chicas-code.lancs.ac.uk/millerp/sourceR. As this package develops, we intend

sourceR to become a platform for new source attribution model development, providing

a central analytic resource for public health professionals.

The main focus of extending sourceR will be on modelling spatiotemporal correlation in

the time and location dependent parameters. A spatiotemporal correlation model on αtl

could be used to identify particular foci of source contamination, enabling targeted inves-

tigation of particular food supply regions. Implementation of time varying type effects

may be appropriate as Campylobacter can evolve quickly and genetic variation confer-

ring virulence may not be apparent from coarse-scale MLST typing (D.J. Wilson et al.,

2009). Interaction terms between some sources and types would allow for the biologically

plausible possibility that certain types are differentially likely to survive and cause dis-

ease, dependent on the food source they appear in. Additionally, water/ environmental

samples could be attributed to the other sources of infection allowing estimation of the

proportion of cases attributed to different paths of infection (direct infection from the

source versus infection via the environment). However, including interaction terms and

additional paths of infection would significantly increase the number of parameters and

the number and strength of posterior correlations. With higher posterior correlations, the

current Metropolis-Hastings based fitting algorithm would suffer from a loss of efficiency.

http://fhm-chicas-code.lancs.ac.uk/millerp/sourceR
http://fhm-chicas-code.lancs.ac.uk/millerp/sourceR


63

This could be addressed with gradient-based fitting algorithms such as Hamiltonian Monte

Carlo (HMC) (Duane et al., 1987) which are designed to converge to high-dimensional,

non-orthogonal target distributions much more quickly. In particular, the No U-Turn Sam-

ple (NUTS) presents an attractive method for tuning HMC adaptively, a quality which

we consider necessary to minimise user intervention and maximise research productivity

(Homan and Gelman, 2014).

With increased interest in source attribution models for both foodborne pathogens, sourceR

has been written with extensibility in mind. In particular, the DAG representation allows

for rapid construction of modified and new models. The package routines are written in

R (as opposed to C or C++) to aid readability, with the node class hierarchy and three

stage workflow designed to aid the addition of new model classes. All internal classes

and methods are documented to enable prospective developers to familiarise themselves

with the source code quickly, and an extensive test suite is provided. We note that the

DAG framework is not limited solely to source attribution models and may used for other

Bayesian applications, particularly those for which a Dirichlet process is required.

2.7 Conclusions

We have presented a novel source attribution model which builds upon, and unites, the

Hald and Modified Hald approaches. It is widely applicable, fully joint, and does not

require approximations or a large number of assumptions. Mixing and a posteriori corre-

lations are significantly decreased in comparison to the Modified Hald model. Furthermore,

it allows the data to inform type effect clustering using a Bayesian non-parametric model

which identifies groups of sub types with similar putative virulence, pathogenicity and

survivability. This is a significant improvement over the previous attempts to improve

model identifiability (fixing some source and type effects a priori, or modelling the type
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effects as random using a 2 stage model). Like the Modified Hald model, the new model

incorporates uncertainty in the prevalence matrix into the model, however, it does this by

fitting a fully joint model rather than a 2 step model. This has the advantage of allowing

the human cases to influence the uncertainty in the source data and preserves the restric-

tion on the sum of the prevalences for each source. The sourceR package implements

this model to enable straightforward attribution of cases of zoonotic infection to putative

sources of infection by epidemiologists and public health decision makers.
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2.9 Supporting Information

2.9.1 Full McMC Algorithm

This section gives the full details of the algorithm used to fit our fully joint non-parametric

source attribution model. The outline McMC is shown in Algorithm 4.

Data: Human cases y, source isolates X, source prevalence s

Initialize all parameters ;
for z times do

foreach t, l do
1 Update αtl ;

end
foreach j,t do

2 Update rjt ;

end
3 Update q ;

Save chain state ;

end

Algorithm 4: Outline McMC algorithm for the HaldDP model.

The Dirichlet distributed source effects αtl across times t and locations l (Step 1), and

the relative prevalences rjt across sources j and times t (Step 2) are updated using a

constrained adaptive multisite logarithmic Metropolis-Hastings update step for 95% of

proposals, and a constrained adaptive multisite Metropolis-Hastings update step for the

remainder to prevent the chain getting stuck at very low values (Roberts and Rosenthall,

2007). The adaptive algorithm updates the tuning value every 50 updates of the parameter.

This is further explained in Algorithm 5.

For the Dirichlet process prior on q, a marginal Gibbs sampler is constructed, as described

in Algorithm 6. Let H denote a set of cluster identifiers, with the n-dimensional group

assignment vector c associating elements of q with clusters, such that ci = h assigns qi to
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Input: d-dimensional Dirichlet(a) distributed random variable W , tuning variance
vector σ, online acceptance rate vector ρ, z the current McMC iteration
number.

Output: Updated W and σ.

Let W ′ = W ;
for h times do

1 Let j ∼ UniformInteger[1, d] ;
2 Let g ∼ Uniform[0, 1];

if g > 0.05 then
Simulate W ′

j = Wj ∗ exp [N(0, σj)]

δ = W ′

W

end
else

Simulate W ′
j = N(Wj, 0.1)

δ = 1
end

3 Let W ′ = W ′/|W ′| ;

4 Accept W = W ′ with probability 1 ∧ f(W ′|a)
f(W |a)

· δ and update ρj ;

5 if h mod 50 = 0 then
if ρj > 0.44 then

σj = exp

[
log(σj) +

(
0.05 ∧ 1√

(z)

)]
end
else

σj = exp

[
log(σj)−

(
0.05 ∧ 1√

(z)

)]
end

end

end

Algorithm 5: Constrained adaptive multisite logarithmic random walk used for
Dirichlet-distributed random variables.
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cluster h. Furthermore, each cluster h assumes a value θh such that qi = θci .

In Step 1 of Algorithm 6, conjugacy between the Gamma-distributed base distribution P0

and the Poisson data likelihood permits the calculation of Multinomial conditional poste-

riors for elements of c arising from the Chinese Restaurant Process construction. Here, the

conditional posterior probability of type i being assigned to group h is as shown in Algo-

rithm 6, with conjugacy permitting marginalisation with respect to the base distribution

in order to calculate the probability of being assigned to a new group h?

ph? = aq

∫
Θ

L(y?i |θ, λ?i )dP0(θ) =
baθθ (aθ + y∗i )

Γ(aθ)(bθ + λ?i )
aθ+y?i

with y?i =
∑

t,l yitl and λ?i =
∑

t,lα
T
tl(rit � kt)

If a type is assigned to a new group, the set H is augmented and a corresponding cluster

value is drawn from the posterior of θh? . Conversely, H is shrunk if a particular group

becomes empty.

In Step 2, the group values are drawn from the posterior, conditional on c. The algorithm

therefore alternates between updating group assignments c and group values θ. Hence, it

explores the number of groups present, the type effects assigned to each group, and the

values of each group.
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Data: Human case counts y? =
∑

t,l{y1tl, . . . , yntl},
source intensities λ? : λ?i =

∑
t,lα

T
tl(rit � kt)

Input: H the set of cluster identifiers, c an n-dimensional vector of group allocators,
ci ∈ H, θ a |H|-dimensional vector of cluster values

// Update group allocation c
for i in 1 : n do

1 Sample ci from k(ci|·) ∼ Multinomial(〈ph : h ∈ H, ph?〉) where

ph = |H(−i)
h |L(y?i |θh, λ?i ), h ∈ H (2.11)

ph? = aq

∫
Θ

L(y?i |θ, λ?i )dP0(θ), h 6∈ H (2.12)

;
if ci = h? then

Set H = {H, h?} ;
Sample θh? ∼ Gamma(y?i + aθ, λ

?
i + bθ) ;

end
else if |Hh| = 0 then

Set H = H(−h) ;
end

end
// Update cluster values θ
for h in H do

2 Update θh ∼ Gamma(
∑

i:ci=h
y?i + aθ,

∑
i:ci=h

λ?i + bθ)

end

Algorithm 6: Marginal Gibbs sampling algorithm using the Chinese Restaurant Pro-
cess construction of a Dirichlet process
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2.9.2 Island model overview

In the Asymmetric Island Model (Wilson et al., 2008; Wilson, 2016), the evolutionary pro-

cesses (mutation, migration and recombination) of the sequence types are modelled to infer

probabilistically the source of each human infection using genetic data from each subtype.

The extra information in the genetic typing allows the model to attribute human cases

from a type not observed in any sources to a likely source of infection by comparing the

genetic similarity to other types that are observed in the sources (this is not possible using

the Hald and Modified Hald models). However, this model makes strong assumptions

about the evolutionary process (for example, constant molecular clocks) and the uncer-

tainty in these assumptions is not easy to quantify. As the Island model requires sequence

data, it cannot be used for source attribution where subtyping is based on phenotypic

characteristics, such as serotype.
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2.9.3 Dutch model overview

The Dutch method (Pelt et al., 1999) is one of the simplest models for source attribution.

It compares the number of reported human cases caused by a particular subtype with

the relative occurrence of that subtype in each source. The number of reported cases per

subtype and reservoir is estimated by:

λij =
rij∑
j rij

yi (2.13)

where rij is the relative occurrence of subtype i in source j, yi is the estimated number of

human cases of type i per year, λij is the expected number of cases per year of type i from

source j. A summation across types gives the total number of cases attributed to source

j, denoted by ξj:

ξj =
∑
i

λij (2.14)

As the Dutch model has no inherent statistical noise model, confidence intervals for the

estimated total attributed cases ξ̂j by bootstrap sampling over the data set. This model

implicitly assumes that there are no source or type specific effects (such as differing vir-

ulence of types, or differing consumption of food sources) which is not plausible for most

zoonoses.
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Figure 2.4: Trace and acf plots for a sample of the model parameters.

2.9.4 Model fit and convergence diagnostic plots

The trace and autocorrelation plots for a sample of the model parameters show that the

model has converged (note, plots were assessed for other parameters to conclude that the

model had converged). Comparing the marginal posteriors for each of the λi parameters

with the associated observed number of human cases shows that the model fits well.
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Figure 2.5: of each λi (estimated number of cases attributed to each type). Observed
number of cases for each type are shown as horizontal red lines.
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Abstract

Leptospirosis is an emerging zoonotic disease in urban slums with few control strategies

currently available. Developing effective, targeted interventions requires identification of

the relative risks associated with correlated risk factors which vary at fine spatial scales.

It is known that rats are carriers for leptospirosis and also shed leptospires into the en-

vironment where they can survive for long periods, especially in warm moist conditions.

However, rodent control has so far been largely ineffective at reducing the burden of lep-

tospirosis in urban slum environments where Norway rats (Rattus norvegicus) are the

primary reservoir hosts. We estimate the spatio-temporal rat distribution and identify

environmental features associated with high rat density. We then estimate comparative

risk of rat exposure and other risk factors for leptospirosis for individuals living in an

urban slum in Brazil.
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We performed a prospective study of 1123 slum residents in the urban slum settlement

of Pau da Lima, Salvador, Brazil during 2015 – 2016, whilst concurrently measuring rat

presence throughout the study area. Household interviews, weather station data, sero-

surveys, Geographical Information System surveys, and rat tracking board studies were

used to quantify individual exposure to these spatially heterogeneous risk factors. We used

a spatio-temporal Bayesian cut model to estimate the environmental drivers of rat preva-

lence distributions and estimated the risk of leptospiral challenge in humans associated

with each potential risk factor. Male gender, age (under 30), increased rainfall, decreased

income, and increased rat prevalence were all associated with an increase in the risk of

disease. However, many risk factors are highly correlated which complicates interpretation

and prevents us from attempting to infer causal patterns. Spatially correlated random ef-

fects were required in the rat distribution model as the environmental fixed effects did not

adequately explain the observed spatial variation. This allows our model to identify areas

with higher than expected rat activity/density, which could in turn identify areas with an

unexpectedly high risk of contracting leptospirosis. The human leptospirosis model did

not show any evidence of requiring spatially correlated random effects.

The analysis clearly identifies high risk groups of individuals and suggests targets for

interventions. Young black males, with low incomes, have a particularly high risk of

contracting leptospirosis and also tend to live in high risk areas (near open sewers and

rubbish dumps with high nearby rat activity). Our approach allowed us to incorporate

highly heterogeneous spatio-temporally varying covariates (with uncertainty), and may be

applicable for many other diseases with complex infection pathways.



79

3.1 Introduction

Effective public health interventions often require accurate estimation of spatially het-

erogeneous risk factors to be successful. In practice it can be challenging to collect and

analyse such data. For this reason, spatially varying risk factors are often aggregated to

block or census-tract levels which simplifies data collection and analyses, but which may

average out the effect of factors which vary over short distances. This reduces the ability

to accurately evaluate exposures and outcomes using spatially varying risk factors. It is

essential to develop methods and analyses that preserve spatially heterogeneous data while

still balancing field collection efforts.

In this paper, we address the spatial distribution of human leptospirosis cases in a Brazil-

ian slum setting, relating case incidence to a presumptive reservoir in the local wild rat

population. Urban rats (Rattus spp.) are responsible for the maintenance and transmis-

sion of a variety of pathogens important to public health (Glass et al., 1997; Himsworth

et al., 2013; Costa, F.H. Porter, et al., 2014a; Walker et al., 2017) and provide an excel-

lent system to address concerns arising from spatio-temporal heterogeneity. The habitat

for the Norway rat (Rattus norvegicus) has expanded as the world urbanises, particularly

in developing countries where expansion has been rapid and disorganised (A.I. Ko, Gal-

vao Reis, et al., 1999; McBride, Athanazio, M. Reis, and A. Ko, 2005; Puckett et al.,

2016). Nowhere is this more evident than in urban slums which are home to more than

one billion people (PSUP Team Nairobi, 2016). Residents of urban slums are at a rela-

tively high risk for zoonotic pathogens carried by Norway rats (Clinton, 1969; Mills and

Childs, 1998; UNHS, 2003; Himsworth et al., 2013). One of the most striking examples

is leptospirosis; a zoonotic disease with an estimated 1.03 million cases and 50,000 deaths

occurring annually (Costa, Hagan, et al., 2015; Torgerson et al., 2015). Urban slums

have experienced large outbreaks of leptospirosis in countries including Nicaragua, India,
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and Bangladesh (Varaiya et al. (2002), LaRocque et al. (2005), and Bacallao et al. (2014)

respectively). These outbreaks are often associated with heavy rainfall events, where envi-

ronmental damage compounds existing sanitational deficiencies, such as open sewers and

rubbish dumps (A.I. Ko, Galvao Reis, et al., 1999; Barcellos and Sabroza, 2001; Karande

et al., 2002; Kaur et al., 2003; A.I. Ko, Goarant, and Picardeau, 2009). Infections and

severe cases of leptospirosis have also been associated with flood prone and rat infested

areas, and proximity to open rubbish dumps and sewers (Sarkar et al., 2002; Maciel et al.,

2008b; R.B. Reis et al., 2008a; Costa, F.H. Porter, et al., 2014a; Costa, Ribeiro, et al.,

2014; Felzemburgh et al., 2014).

Within the urban slums in Brazil, and other temperate and tropical cities, the Norway rat

is the primary reservoir and maintenance host for leptospirosis (Levett, 2001; McBride,

Athanazio, M. Reis, and A.I. Ko, 2005; Maciel et al., 2008b; A.I. Ko, Goarant, and Pi-

cardeau, 2009). Infections are maintained within the rat population primarily by vertical

and environmental transmission, via contact with contaminated urine in the environment,

direct contact with an infected animal, and through sexual transmission World Health

Organisation, 2003; Minter et al., 2017. Once infected, rats persistently shed leptospires

into the environment (via urine) where they can survive for years in warm wet climates

(Costa, Wunder, et al., 2015). Humans become infected with leptospires through contact

with mud or water sources contaminated with rat urine, particularly through wounds or

mucous membranes (Levett, 2001; McBride, Athanazio, M. Reis, and A.I. Ko, 2005; A.I.

Ko, Goarant, and Picardeau, 2009). Forthwith, we use the term leptospirosis to refer to

human disease only. Although rats are known maintainence hosts of leptospirosis, our epi-

demiological understanding of the contribution of relative rat abundance on leptospirosis

risk, compared to other factors in urban slums, is limited. Control for rat-associated dis-

eases has relied on rodent control campaigns, which despite major investments are largely

ineffective in developing nations (Masi, P. Vilaca, and Razzolini, 2009; Masi, P.J. Vilaca,
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and Razzolini, 2009). Targeted control relies on accurate estimates of rat abundance and

distribution and identification of environmental characteristics associated with rat density

changes. Therefore, assessment of the relative importance of rat prevalence and rat risk

factors, compared to addressing other social and environmental risk factors, is critical

when resources for interventions are limited.

Evaluation of the effect rats have on leptospirosis incidence is extremely challenging, as it

requires information about individuals’ spatio-temporal exposure to rats (including direct

contact and indirect exposures, such rat urine in the dirt). Instead of trying to directly

measure exposure to rats, we can instead measure the relative abundance of rats near an

individual’s home as a proxy for their individual rat exposure. Estimating rat abundance

comes with its own challenges, particularly in highly heterogeneous environments such as

urban slums (Sandhu, 1987; UNHS, 2003; Kara Jose, 2008; Moreno, Oyeyinka, and Mboup,

2010; Hacker, Seto, et al., 2013). Assessing rat abundance using traditional capture-

recapture or trapping studies is labour intensive and may produce unreliable estimates

due to rat neophobia and trap avoidance (Ann Eileen Miller, 1985; Webster, Brunton, and

Macdonald, 1994; Brunton, 1995). Indirect measures of presence and abundance, such as

tracking plates where rat markings are recorded on ink-covered plates, are an attractive

alternative in urban slums. They provide a cheap and effective method to not only assess

the distribution of rat populations, but also estimate the relative abundance of rats across

large and small spatial scales (Sheppe, 1965; 1967; Brown, 1969; Lord et al., 1971; Lord,

1983; Taylor and Raphael, 1988; Quy, Cowan, and Swinney, 1993; Drennan, Beier, and

Dodd, 1998; Glennon, W.F. Porter, and Demers, 2002; Nams and Gillis, 2003; Connors

et al., 2005; Promkerd et al., 2008). We previously validated the use of tracking plates

to assess rat population abundance in an urban slum in Salvador, Brazil (Hacker, Minter,

et al., 2016).
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In this study, we followed a cohort of study participants in an urban slum in Salvador,

Brazil where leptospirosis is endemic, and simultaneously sampled rodent abundance and

distribution in the study area using tracking plates. A recent community-based cross-

sectional survey of 3171 slum residents in Salvador found an overall prevalence of Lep-

tospira antibodies of 15.4% (R.B. Reis et al., 2008b), with an estimated 60-80% of rats

carrying leptospires (Costa, F.H. Porter, et al., 2014b; Costa, Wunder, et al., 2015). Dense

sampling of rat activity allowed estimation of a high resolution spatio-temporal surface

of rat activity, which can be used to estimate the relative rat exposure for each study

participant. We additionally identified spatially relevant environmental features in the

micro-environment associated with rat presence and activity, and the risk of contracting

leptospirosis. We estimated the contribution of various environmental risk factors to rela-

tive rat abundance, and additionally we estimated the effect of social and environmental

factors on the risk of contracting leptospirosis.

Whilst our main objective was to quantify the effects of risk factors of leptospirosis in

urban slums, this study also serves as an example for examining spatial heterogeneous

proxies, particularly by the study design and analysis. The results of this study aim

to inform prevention and control strategies for leptospirosis, and in particular, may aid

in the development of evidence-based rodent control campaigns in these complex urban

areas.

The chapter is structured as follows. We first introduce the study area and experimental

design. We then describe the exploratory analysis, model fit diagnostics, and the final

statistical model. Results and Discussion sections follow, and the chapter ends with a

conclusion.
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3.2 Methods

3.2.1 Study Area

Our study was conducted from October 2015 - December 2016 across 3 valleys in the

slum (favela) community of Pau da Lima. Pau da Lima is located on the periphery

of Salvador and has been described in detail previously (Panti-May et al., 2016). The

city of Salvador is the third largest city in Brazil with 2.7 million inhabitants, located

on the north-east coast of Brazil (12°55’ 34” southern latitude and 38°31’ 12” western

longitude, see Figure 3.2a) (R.B. Reis et al., 2008a). Salvador has a subtropical climate

with temperatures remaining relatively constant across the year. Rainfall occurs year-

round but is heaviest from April-July (mean 272.2 mm/mo) compared to the relatively

dry season from September - December (mean 124.2 mm/mo).

The study site is composed of a series of valleys with a high population density and

characterised by a lack of structural planning, basic sanitation, and trash collection (Figure

3.1a, 3.3a, 3.3b, 3.2b). Based on a 2013 census of community members in the study area,

inhabitants are mainly squatters (88%) with low levels of education (66% did not finish

primary school) and low income (mean per capita daily household income, US$ 2.60).

Chronic infection of Norway rat kidneys exceeds 50% in areas throughout Salvador (Faria

et al., 2008; Costa, F.H. Porter, et al., 2014a; Costa, Wunder, et al., 2015). In this area,

the mean annual incidence of hospitalised leptospirosis cases at the site between 1996 and

2002 was 57.8 cases per 100,000 population (Barcellos and Sabroza, 2001). In 2013, a single

year seroincidence study of 2,003 residents at our study site estimated the leptospirosis

infection rate to be 37.8 per 1,000 person-years.

The study area was constructed by creating a polygon within 3 connecting valley systems.



84

The polygon covered all areas that were less than 35m from the base of each valley as these

areas had previously been identified as having an elevated risk of leptospirosis infection

(A.I. Ko, Galvao Reis, et al., 1999; Maciel et al., 2008a; R.B. Reis et al., 2008a). The

central portion of the northern most valley was not included in the study due to safety

concerns, as there were high levels of gang related activities in the area. Rat presence

and leptospirosis incidence were concurrently measured throughout the study area for two

consecutive campaigns including a wet and dry season.

3.2.2 Sampling Design: Leptospirosis Incidence

All residents within the study area were invited to join the cohort which made up the

leptospirosis data set. Blood samples from each participant were tested for the presence of

pathogenic leptospires, using the microscopic agglutination test (MAT), before and after

each rat tracking campaign. These paired measurements are used to classify participants

as infected by defining infection as seroconversion (a titre increase from 0 to ≤1:50) or a

4-fold increase in titre during a campaign. See Chapter 4 for more details on the MAT

method.

Of the 2076 participants invited to join the study, 1123 were retained for both campaigns

and had three consecutive and successful blood draws. The locations of the individuals

and their infection status is shown in Figure 3.4.

3.2.3 Sampling Design: Rat Abundance

Within the study area, an inhibitory plus close pairs design (Chipeta et al., 2017) was used

to randomly select 440 sites. This design guarantees good spatial coverage by enforcing

a minimum distance between a portion of the sampling locations, whilst still adhering

to the principles of random sampling to avoid bias. The addition of close pairs enables
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Figure 3.1: Field site in Pau da Lima. (A) Pau da Lima is a dense urban slum characterised
by peaks and valleys, poor construction, and lack of sanitation, which provides ample habitat
resources for Norway rats. (B) Five tracking plates were placed at each sampling point in the
formation of a five on a die. Plates are circled in red in this photograph. (C) Tracking plates

recorded rat paw prints, tail slides, and rat scratches. Tracking plates were scored by the
presence/absence of rat marks by trained experts.
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(a) Location of study area (Pau da Lima) within the region of Salvador, Brazil.
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(b) Satellite map of Pau da Lima with location of tracking boards marked as red dots,
and the study area enclosed in a black polygon.

Figure 3.2: Maps showing the location of the study area.
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(a) Elevation map of study area with the study area enclosed in a white polygon, open rubbish
dumps marked as grey dots, open sewers marked as orange lines, and elevation given by tile

colour.
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(b) Land cover map with the study area enclosed in a white polygon, public trash locations
marked as light grey dots and open sewers marked with orange lines. The estimated land cover

class is given by tile colour (green vegetation, brown soil and grey impervious surfaces).

Figure 3.3: Maps of the study area showing spatially varying covariates.
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100m 100m

campaign 1 campaign 2

Leptospirosis infection status not infected infected

Figure 3.4: Study participant locations and infection status by campaign. Study participant
locations are the addresses where they resided for the majority of the study period. Red dots
indicate individuals who tested positive for leptospirosis, and blue dots indicate those who did

not.
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quantification of short range spatial variation, helping distinguish it from measurement

error (Chipeta et al., 2017). In our study, 340 points were randomly selected to be at least

16.5m apart, with the remaining 100 sites were chosen to be at most 10m from one of the

initial sampling locations (Figure 3.6). When the nugget variance (measurement error and

short range correlation) is non-negligible, inhibitory plus close pairs designs demonstrate

improved efficiency over designs without close pairs.

Of the original 440 randomised sites, 420 (95%) were located in areas that were physi-

cally accessible and were considered for further analysis. Sites were excluded when they

were inaccessible for reasons such as: being located on a cliff, in a flooded bog, or being

in a domestic environment where access consent was not able to be obtained from the

homeowner. Of the 420 sites attempted, we successfully performed track plate surveys

at 369 (89%) sites. To limit the effects of spatial-temporal confounding, the sites were

grouped into 24 clusters, and 3 random clusters were sampled per week from October to

December. Clusters were selected by assessing the number of points that were spatially

feasible for the field team to collect in a single day (groups of approximately 20 closely

spaced points).

Prior to placing track plates, each sampling point was identified using GPS and geo-

referenced maps. The sites were marked with a unique ID label and photographed for

future reference. If the randomised point fell within an inaccessible area, and there were

no suitable locations to place tracking plates within 5m of the original randomised point,

the point was excluded from the study. If tracking plates could be placed within a 5m

radius buffer of the inaccessible point, the new location was used instead.

Tracking plate surveys used standardised protocols refined previously (Hacker, Minter,

et al., 2016). At each point, 5 tracking plates were placed in the geometric shape (as

in the number 5 on a die) shown in Figure 3.1b. The central plate was placed as close
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as possible to the selected geo-referenced point, and the remaining 4 plates were evenly

spread around it at a radius on 1m. When possible we avoided placing tracking plates in

open areas but choose natural barriers or near visible rodent signs, within a the 1m radius

buffer area.

Tracking plates were painted with lampblack on site, using methods described previously

(Lord, 1983; Hacker, Minter, et al., 2016), and left in place for two consecutive tracking

nights. Each morning, tracking plates were examined for rat activity (Figure 3.1c), pho-

tographed, and re-painted with lampblack solution. If tracking plates could not be placed

for two nights within two weeks of the original sample date, they were treated as missing

for the second night of tracking activity. All data documenting whether tracking plates

were marked by a rat, missing, or moved was recorded using standardised questionnaires in

the RedCap data system. All photos of tracking plates were saved on secure data servers

and connected to the RedCap data system following quality control protocols. Plates were

censored when >70% of the area on the plate was unreadable for rat-specific marks. Two

independent scorers scored 20% of the tracking boards to assess for agreement using meth-

ods described previously and in Hacker, Minter, et al. (2016). The scores of the randomly

selected sites (74 sites, 370 individual tracking plates) were highly correlated between the

two reviewers (r-squared = 0.94, p < 0.001). Since the scores were highly correlated,

a single scorer was designated to read the remaining tracking plates. This process was

repeated twice at the same locations, once in the dry season and once in the wet season,

producing two campaigns worth of data.

The proportion of boards that were lost at each location was low (overall 80% of boards

could be read) with 43% of locations in campaign 1 and 46% of locations in campaign 2

having zero lost boards (Figure 3.5).

Of the 369 sampling sites, 328 recorded two days of track plate activity and 189 sites
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were positive for rats over the course of the tracking period (see Figure 3.5 and Figure

3.6).

campaign 1 campaign 2
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Figure 3.5: Rat tracking board summary distributions. The top histograms show the
distribution of the proportion of rat tracking boards that were able to be read in each

campaign. The bottom histograms show the distribution of proportion of boards positive at
each site, within the two campaigns. The distributions show that most boards were successfully
read in both campaigns, and that many locations had 0 boards with rat marks. Distributions

were similar between campaigns, with some increase in proportion positive in campaign 2.
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Figure 3.6: Map of rat tracking board locations, proportion observed positive and exposure
time. The maps show distinct hotspots of rat prevalence (orange and red dots on top map),
and highlights the effect of increased exposure time (dark blue dots on bottom maps) on the

probability of detecting rat marks.
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3.2.4 Covariate collection

3.2.4.1 Environmental covariates

Satellite imagery was used to generate spatial covariates that were included in both the

rat abundance and leptospirosis models. All spatial data was recorded using either GPS or

geo-referenced maps and were entered into a secure geo-database using ArcGIS (ArcGIS,

2012). In October 2014, a trained team of health care workers mapped the location of

open sewers and public trash dumps throughout the study area and created geo-referenced

shapefiles for use in ArcGIS.

For each sampling site, three-dimensional shortest path distances to the nearest open-

sewer, valley bottom, and public trash dump were calculated in R using the polyline

shapefiles and a geo-referenced Digital Elevation Model (DEM) raster (10m resolution).

All shapefiles and raster datasets were projected to the Universal Transverse Mercator

(UTM) South America Data zone 24S coordinate system.

Satellite imagery was acquired using Digital Globe’s WorldView-2 satellite imagery (8

bands) on February 17, 2013. With this imagery we generated a supervised land cover clas-

sification model using a maximum likelihood classification algorithm in ENVI 2.0 (ENVI,

2013). Three classes of land cover were chosen: man-made structures (impervious surfaces

including pavement, cement, and different types of roofs), vegetation, and exposed soil.

Training data for the land cover types was collected from 20 sites throughout the study

area. If land cover class was not present, or had changed, the training site was disre-

garded. At each sampling location the proportion of area covered by each cover type was

calculated within a 5m radius.

Cumulative rainfall was calculated by the total amount of rainfall observed from the

Canabrava weather station during the tracking plate period. The Canabrava weather sta-
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tion is the closest station to the study site and is located approximately 1.5km away.

3.2.4.2 Social covariates

A study team of various healthcare workers assessed various demographic, socio-economic,

employment, and exposure features during household interviews and home inspections at

recruitment. Interviewers and inspectors were trained on the study tools and interview

techniques prior to initial data collection and all used a standardised questionnaire for-

mat. Information on ethnicity was self-reported. Income was defined as the household

member who earned the highest monthly income. Literacy was assessed by the ability

of the participant to read standardised sentences and interpret their meaning. Exposure

status was evaluated by questioning the participant’s about their contact with mud, flood-

water, and sewer water. Household surveys were conducted to determine the presence of

environmental features within a 5m radius of the study household.

3.2.5 Exploratory analysis

An exploratory analysis was performed to identify potential non-linearities in the relation-

ships between the environmental covariate data and rat activity and the human leptospiro-

sis response variables. Additionally, we looked for evidence of residual spatial variation to

indicate whether spatial random effects were necessary.

3.2.5.1 Identifying non-linearities

For the first of these tasks, a Binomial generalised additive model (GAM, fitted using

the R package mgcv version 1.8-24, (S. N. Wood, 2011)) was fitted to the rat presence

and human incidence data sets, where all continuous variables were represented using the

default 1D spline type in mgcv (penalised thin plate regression splines which are equivalent

to natural cubic splines in 1D) and no random effects were incorporated. We chose to
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replace the natural cubic splines used in mgcv with simpler forms (quadratic or linear

splines) to reduce the risk of over fitting and simplify model interpretation. Graphs of the

partial residuals and fitted splines for each variable were used to choose an appropriate

simple form for each covariate, and knots where appropriate. Partial residuals for a smooth

term are the residuals that would be obtained by dropping the term concerned from the

model, while leaving all other estimates fixed.
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Figure 3.7: Preliminary GAM smooths for rat data. Estimated component smooth functions
from the preliminary GAM model fitted to the rat tracking board data set. See 3.2.5.1 for more

details on the model. Area soil and vegetation are represented as proportions of total area,
distances to public dumps and open sewers are in km and mean rainfall is in m.

The exploratory GAM rat model indicated that several covariates had non-linear relation-

ships (see Figure 3.7). Therefore, in the final model quadratic terms were introduced for

the area covariates, and the distance covariates were fitted as piece-wise linear splines with

knots at 70 meters (0.07km) for distance to public dump, and at 40 meters (0.04km) for
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log income mean rat linear predictor
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Figure 3.8: Preliminary GAM smooths for leptospirosis data. Estimated component smooth
functions from the preliminary GAM model fitted to the leptospirosis case data. See 3.2.5.1 for

more details on the model. Area soil and vegetation are represented as proportions of total
area, distances to public dumps and open sewers are in km, mean rainfall is in m and age is in
years. meanlp is the mean logit of the predicted probability of rats at the study participants

home using the final Bayesian rat model (not the preliminary GAM rat model).
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distance to open sewer. It was decided not to include a quadratic term for mean rainfall

as the trend looked linear for the majority of points, with the smoothed curve shown at

the end of the GAM mostly driven by very few boards with which experienced extremely

high rainfall.

The linear splines were created as follows. For a model with a single covariate x with a

knot at w, we have the following linear predictor

α0 + αLx+ αU(x− w)+ (3.1)

where (u)+ equals u, if u is positive, and 0 otherwise. This gives a slope of αL for x < w

and αL + αU for x > w, and forces the two sides of the spline to meet at w.

A similar GAM model was then fitted to the leptospirosis data set with the mean linear

predictor from the final rat model (see section 3.2.7.1) as a covariate (see figure 3.8).

Based on the results of this exploratory analysis, it was decided that the age and log

income covariates should be represented by a piece-wise linear spline with knots at 30 and

log(40) = 3.69 respectively.

3.2.5.2 Identifying spatial correlation

A generalised linear mixed effects regression model, with independent random intercepts

for each unique location-campaign combination, was then fitted to the rat data set. A

similar model was fitted using the leptospirosis data set where the rat linear predictor

covariate value was calculated using the mean posterior predicted value from the final rat

model (see details of the final model in section 3.2.7.1). An empirical variogram of the

random intercepts from the rat model ri was used to check for the presence of residual

spatial correlation in the rat data. The leptospirosis model was not able to converge with



98

independent spatial random effects; instead, the model residuals were used to create the

variogram.

The empirical variogram was calculated as follows. Let vij = (ri − rj)2 /2 and uij be the

distance between sites i and j. Pick a grouping interval h, let nr be the number of uij

that lie between (r − 1)h and rh and v̄r the sample mean of the corresponding vij . A

plot of v̄r against (r − 0.5)h is called the sample variogram. It estimates the function

V (u) = σ2 (1− ρ (u)), called the theoretical variogram.

Figure 3.9 shows an example variogram with a Matérn covariance function. The sample

variance of the residuals/iid random effects estimates the quantity τ 2 +σ2, although some

shrinkage of the random intercepts is expected when compared to the fitted spatially

correlated random effects. The nugget τ 2 is the variation attributed to measurement error

and very short scale spatial variation (at distances smaller than the sampling distances).

The sill is the value at which the semi-variogram levels out (τ 2 +σ2) and is the variance of

the spatial random effects. The practical range is the distance at which the semi-variance

reaches 95% of the sill value. As the distance between 2 sample locations increases, their

correlation decreases. Locations further apart than the practical range have minimal

correlation. When there is no evidence of spatial correlation, the plotted points will form

an approximately flat line.

A fitted variogram can be used to visualise the effective range of the spatial correlation;

that is, the distance beyond which the correlation between observations is less than or

equal to 0.05. We can compare the empirical and fitted variograms to check that the

spatial correlation model fits the data well.

It is also possible to detect spatial correlation using a variogram of the model residuals

(with no random effect for location). This can be useful when there are very few data

points at each location, making it difficult to fit a model with iid random effects at each
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Figure 3.9: Example variogram showing relationship between model parameters and
correlation patterns over space. The fitted theoretical variogram V (u) gives a graphical

representation of the estimated variance components τ2 and σ2 and of the correlation function
ρ (u). This plot shows an example of a semi-variogram with a Matérn 3/2 covariance structure
with variance σ2, nugget τ2 and covariance τ2 + σ2 (1− ρ (u)). Simulated data is shown as grey
dots and the true semi-variance value is shown as a solid black line. Dotted grey lines show the

location of the practical range beyond which the correlation is below 0.05.
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location.

The variogram produced using the random effects (per location and campaign) from the

rat model indicated that there was significant spatial correlation at close ranges with a

practical range of nearly 50 meters (see Figure 3.10a). It also showed that although the

pattern of spatial correlation was very similar for the two campaigns, the correlation was

smaller when both campaigns were combined, indicating that a separate spatial surface

should be fitted for each campaign. The variogram produced using the leptospirosis resid-

uals indicated no evidence of residual spatial correlation (see Figure 3.10b).

3.2.6 Residuals

Residuals for Binomial and Bernoulli generalised linear models often show patterns that

do not indicate a lack of fit when n is small. There have been several methods proposed to

detect whether the patterns are problematic. Comparing the residual plots visually with

those produced using a parametric bootstrap indicates whether the observed patterns

are unusual. However, this can be very computationally intensive which limits its use

with models requiring a significant amount of time to fit. Hosmer and Lemeshow (1980)

proposed grouping the residuals to reduce the patterns due to small n. The grouped

observed and fitted values may also be used to test for lack of fit. However, this method

can be very sensitive to the sample size and number of groups chosen (Xin and Liu,

2018).

Instead, we chose to use separation plots to visually assess model fit (Greenhill, Ward,

and Sacks, 2011). Separation plots visually show the model’s ability to attribute high

predicted probabilities to actual occurrences of the event, and low probability predictions

to non-events, whilst avoiding sensitivities to arbitrary probability thresholds. Separation

plots show the observed data (0/1 for Bernoulli and empirical probability for Binomial)
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(a) Variogram of iid random effects at each location from the rat glmm model. This plot shows clear
evidence of residual spatial correlation in the iid random effects values, indicating spatially correlated

random effects are needed in the rat tracking board model. The pink line shows the median fitted
practical range. The blue ribbon shows the 95% credible interval from the fitted variogram from the

final model, and the median fitted variogram is shown as a solid black line (see section 3.3.2.1 for more
details).
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(b) Variogram of residuals from the preliminary leptospirosis glm model. This plot shows no evidence of
residual spatial correlation in the residuals, indicating spatially correlated random effects are not

required for the leptospirosis case model.

Figure 3.10: Empirical variograms from preliminary models and fitted variogram from the rat
model.
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as coloured vertical lines ordered by fitted probability, with an additional curve showing

the fitted values. If the model fits the data well, the colours associated with high observed

probabilities will cluster on the right hand side of the plot. See section 3.3.2.2 for the

separation plots for the models from this chapter.

3.2.7 Statistical modelling

A full probability model for the combined rat and leptospirosis datasets would allow in-

formation from both data sets to inform all model parameters. We chose to instead fit

a cut model (Plummer, 2015), which controls the flow of information from data to pa-

rameters, because a fully joint model displayed significant computational issues. The cut

model helps to make the model identifiable when the same environmental covariates are

used to estimate both the rat prevalence and probability of leptospirosis. The cut model

is implemented in practice by first fitting an appropriate model to the rat data (model

1), then fitting a model to the leptospirosis data (model 2), conditional on the predicted

rat prevalences from model 1. Uncertainty in the predicted rat prevalence covariate in the

leptospirosis model is incorporated by numerically integrating over the predictive posterior

distribution of the rat model at the human locations. This means that the leptospirosis

model is conditional on the fitted spatio-temporal distribution of rats from model 1. Both

the rat and human data were modelled using Binomial generalised linear mixed models

with appropriate random effects structures. The following section outlines the techni-

cal implementation of the model. The model parameters are defined in table 3.1 and a

graphical representation of the model is given in Figure 3.11.

3.2.7.1 Rat prevalence model

Each board was classified as marked or unmarked by rats, and this data (along with a

set of covariates) are used to produce a spatio-temporal binomial generalised linear model
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(Diggle, Tawn, and Moyeed, 1998) of rat abundance/ activity allowing prediction of rat

abundance at any location within the study area. Due to weather and safety concerns,

some boards were left out for multiple nights before being photographed. Therefore, we

added an offset to the model to account for the increased probability of rat marks as

exposure time increases.

We then combined the information at each site i during campaign c to give a number of

positive boards m out of the total number able to be read n (at most 10, made up of 5 per

night). When some boards at a particular location were exposed for a longer period than

others, we did not combine those boards in the model. Therefore, the number of boards

positive for rat marks mich (observation h, at location i during campaign c and exposed

for k nights) out of a total nich boards laid, is modelled using a Binomial likelihood with

probability νich of a rat mark being present.

mich ∼ Binomial (nich, νich) (3.2)

A complementary log log (referred to as cloglog and defined as cloglog(x) = log (− log (1− x)))

link function was chosen for the binomial model as it best reflects the data generating pro-

cess and correctly offsets for differing exposure times. The following paragraph explains

the relationship between the data generating process, the data measurement process, and

the derivation of the cloglog link function linking the two together. It is plausible that

rat marks occur on tracking boards according to a Poisson process. The count of rat

marks on a board yic is recorded as a binary presence/ absence of marks mic. If we

assume that the number of marks yic are Poisson distributed with some rate λic per

night (varying by location i and campaign c) then the probability that a board is marked
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P (mic = 1) = P (yic > 0) when exposed for kic nights is

P (yic > 0|λic, kic) = 1− P (yic = 0|λic, kic) = 1− exp (−kicλic) (3.3)

Applying the cloglog transformation to this probability creates linear combination of the

log offset log kic and log rate of rat marks per night log λic.

cloglog (P (yic > 0|λic, kic)) = log (− log (1− (1− exp (−kicλic)))) = log λic + log kic

(3.4)

This allows us to estimate the log rate of rat marks per night using a linear combination

of environmental risk factors Zic and random effects Sc (i) using Binomial mixed effects

model with a cloglog link function.

cloglog (νich) = Zicβ + Sc (i) + log kich (3.5)

Sc ∼ Multivariate Normal (0,Σc) (3.6)

The spatial random effects Sic are a set of values from a spatially continuous process

Sc (x) evaluated at locations i = 1, ..., N which describes how the prevalence of rats in

the cth campaign varies over space, after all covariate effects have been adjusted for. The

model assumes that the Sc (x) are independent copies of a stationary Gaussian process

with mean 0, and correlation function ρ (d) = Corr
(
Sic, S(i−d)c

)
. We chose a Matérn
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covariance structure with ω, variance σ2 and correlation ρ (d) =
(

1 + d
√

3
φ

)
e
{
−d
√

3
φ

}
,

where φ describes the rate at which the correlation decays towards zero with increasing

distance d. The value of ω determines the smoothness of the process; a process with

ω = k + 1/2 is k times mean square differentiable. In practice ω is often difficult to

identify precisely from data (H. Zhang, 2004). We chose to fix it at 3/2 which assumes

a reasonably smooth surface (i.e. it is more smooth than an Exponential correlation

structure (ω = 1/2; k = 0), but less than a Gaussian (ω = inf; k = inf) correlation

structure). We also include a nugget effect τ 2, such that Σc (i, i) = σ2+τ 2, which represents

both measurement error and the within campaign variation in rat prevalence on shorter

distance scales than the shortest distances between measured locations.

The model only incorporates covariates that were not strongly correlated and were avail-

able for all possible points in the study area to enable predictions at all locations. These

are 3-dimensional distance to nearest sewer and public trash, mean rainfall, area of veg-

etation and impervious surfaces within a 5 meter radius of each location, and a binary

domestic status. Preliminary modelling (see section 3.2.5.1) suggested several covariates

had non-linear effects. Hence, area of soil and vegetation were fitted with quadratic effects

while distance to public dump and distance to open sewer were fitted using linear splines

with one knot.

3.2.7.2 Leptospirosis model

The infection status bljc of individual l at household location j in campaign c is Bernoulli

distributed with probability µljc of being infected. We chose a logit link function as all

individuals were exposed for the same time period (no offset required) and to enable

interpretations of risk factors to be made on the odds (or log-odds) scale which is more

commonly used in public health research.
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bljc ∼ Bernoulli (µljc) (3.7)

logit (µljc) =
[
Xjc, Z

∗
jc

]
α + θw∗jc + κl (3.8)

κl ∼ Normal
(
0, δ2

)
(3.9)

where x are leptospirosis model specific covariates, z are environmental covariates (that

are also present in model 1), κl is a random intercept for individual l, and w? is the

predicted rat activity at location j in campaign c determined by the rat model (Equation

3.10). The marginal posterior distribution of α, θ, and δ is calculated as

π (α, θ, δ|X,Z∗, Z,m) = Ew [π (α, θ, δ, w∗|X,Z∗, Z,m)] =

∫
W

π (α, θ, δ|X,Z∗, w∗) π (w∗|m,Z) dw∗

(3.10)

where π (w∗|m,Z) is the predictive distribution of the predictor in equation 3.10, Xjc is

the model matrix of leptospirosis only covariate effects, Z and Z∗ are the model matrices

of environmental covariates shared by both models, and ŵjc is the expectation of the rat

model posterior at location j in campaign c.

The parameter θ quantifies the effect of the rat prevalence near the subject’s home, on

the probability that they are infected with leptospirosis. Single point predictions using

some measure of centre for each of the parameters does not account for the variation in

our estimates of these parameters. Hence, we fit a separate leptospirosis model for each

post burn-in iteration h in the rat model, where the predictions from the rat model are

calculated using the estimates of the parameters at iteration h.
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Parameter Description

Rat model

h, i, c, k Observation h from site i in campaign c exposed for k nights
mich Number of positive boards
nich Total number of boards able to be read
Zic Environmental covariates
νich Fitted probability of rat mark
β Estimated covariate effects

Sc (i) Estimated spatial random effects
Σ Estimated covariance matrix (spatial random effects)

ω, σ, φ Matérn covariance parameters
τ Nugget effect

Leptospirosis model

l, c, j Individual l in campaign c at household location j
bljc Leptospirosis status (0/ 1)
Z∗jc Environmental covariates
Xljc Other covariates
µljc Fitted probability of leptospirosis
α Estimated covariate effects
θ Estimated rat effect
w∗jc Estimated rat linear predictor
κl Individual level iid random effects
δ2 Random effect variance

Table 3.1: Model parameter descriptions. See sections 3.2.7.1 and 3.2.7.2 for more details
about the rat and leptospirosis models.

The models are then combined to give estimates of the leptospirosis model parameters

α, δ and θ which account for the variation in β, φ, σ2, and τ 2 from the rat model. A

joint leptospirosis-rat model would have accounted for this implicitly; however, it was not

possible to fit this model with our data due to computational fitting issues.

3.2.8 Priors

Weakly informative Normal priors were selected for each of the fixed effect parameters in

both the human leptospirosis and rat tracking board models.

βw, αv ∼ Normal
(
0, 102

)
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Figure 3.11: Diagram showing the full cut model for the rat and leptospirosis data set. The
parameters and data relating to the rat model are shown in yellow (first 3 rows), the

predictions (and prediction data) from the rat model are shown in green (4th row), and the
parameters and data relating to the human model are shown in blue (rows 5-7). The dotted
arrow shows the location of the cut in the model. The cut prevents information from flowing
from the blue section of the model into the green or yellow sections. Note, dR and dL denote

structural data such as locations of tracking boards and study participants which are accounted
for using spatially correlated and iid random effects. Prior parameters are not shown in this
diagram. See sections 3.2.7.1 and 3.2.7.2 for details of the models and table 3.1 for a table of

parameter descriptions.
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Priors for the covariance terms were selected to include a wide range of plausible values

bounded away from zero for computational stability. Gamma priors, with shape 2 and a

small rate, are suggested by Chung et al. (2013) as a good default for variance parameters

which may have a mode near to their boundary. This prior has a positive constant deriva-

tive allowing the likelihood to dominate if it is strongly curved near 0. We decreased the

shape of the Gamma prior for φ because it was expected to be reasonably large due to the

scale of the spatial coordinates.

τ 2, σ2, δ ∼ Gamma (2, 0.5)

φ ∼ Gamma (1.5, 0.05)

3.2.9 Inference

All models were fitted in a Bayesian framework using the python package PyMC3 (Sal-

vatier, Wiecki, and Fonnesbeck, 2016) using the No-U-Turn Sampler (NUTS). This algo-

rithm is highly effective compared to traditional Metropolis samplers in high-dimensional,

highly correlated sampling spaces, as it uses gradient information from the posterior to

sample around correlated spaces.

The rat study model was run for 100000 iterations with a burn-in of 2000 iterations.

The resulting 100000 iterations were thinned by 100, resulting in 1000 iterations. A

leptospirosis model was run for 500 iterations (with a burn-in of 4000, and thinned by 5)

using the rat logit probability from each of the 1000 rat model iterations to give a total

of 100000 iterations.
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3.2.10 Coefficient of determination

We calculate coefficients of determination (CoD), and partial coefficients of determination

(PCoD), to show the relative proportions of variation in the dependent variable explained

by the covariates included in each model. The CoD is well defined for linear models;

however, it is not straightforward to apply to generalised linear models. Many different

definitions have been proposed; we prefer to use the definition in D. Zhang (2017) as

it reduces to the classical R2 for linear models and does not overstate the proportion

of variance explained by explanatory variables compared to other generalisations of the

coefficient of determination to GLM’s (Giorgi, 2018).

The variance function is used to define the total variation of the dependent variable after

modelling the predictive effects of the independent variables. For a response variable with

its mean changing from a to b, its variation moves accordingly along the variance function

from φV (a) to φV (b) (where φ is a dispersion parameter). The variation change of the

response variable can be measured by the squared length of the variance function V (·)

between V (a) and V (b)

dV (a, b) =

{∫ b

a

√
1 + [V ′ (u)]2du

}2

This measure of distance of variation is more appropriate than the distance used for

linear models ((a− b)2) when the underlying variance function is non-linear (as in many

popularly considered exponential family distributions (Morris, 1982; 1983)).

This is used to define the CoD for a generalised linear model as follows

R2
V = 1−

∑n
i=1 dV (yi, ŷi (X))∑n
i−1 dV (yi, ŷ (1n))
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where ŷi (X) is the prediction for yi based on the covariates X calculated by plugging-in

the estimated regression coefficients via maximum likelihood and ŷ (1n) is the prediction

in the null (intercept only) model. In a Bayesian context, we can estimate the distribution

of R2
V values using the posterior distribution of fitted values.

This can be extended to a CoPD which measures the proportion of variation in the response

variable, not explained by a set of predictors, that can be explained by an additional set of

predictors. For example, if we consider two set of predictors X1 and X2, we can define

R2
V (X2|X1) =

R2
V (X1, X2)−R2

V (X1)

1−R2
V (X1)

=

∑n
i=1 dV (yi, ŷi (X1, X2))∑n
i=1 dV (yi, ŷi (X1))

This can be extended to generalised linear mixed models in the following way (see Giorgi

(2018) for further details).

R2
V = 1−

ES|y,X [
∑n

i=1 dV (yi, ŷi (X,S))]∑n
i−1 dV (yi, ŷ (1n))

≈ 1−
1
B

∑B
j=1 [

∑n
i=1 dV (yi, ŷi (X,Sj))]∑n

i−1 dV (yi, ŷ (1n))

where Sj are predicted random effects (which may be spatially, temporally or otherwise

correlated).

3.2.11 Model Interpretation

There are two measures of variable importance in the previous models. A covariate is

defined as statistically significant if the probability that the associated coefficient is larger

or smaller than 0 is above 0.95. Although this identifies variables which are highly likely

to be associated with the response, we must also consider the effect size for practical

significance. We assess the practical effect of each covariate by comparing predictions at

lower and upper quartile values for each continuous covariate, and at each level of factors.
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This gives an effect size that is roughly comparable between all covariates even when

they have non-linear effects on the response or are measured on very different scales and

enables an intuitive interpretation of the effect of the covariate on the outcome of interest,

accessible to non-statisticians.

Although both the rat mark model and the leptospirosis incidence model use a Binomial

likelihood, the differing link functions suggest different comparisons for practical impor-

tance. A cloglog link function was used for the rat model; therefore, we interpret the

practical significance of covariates using rate ratios (RR) which compare the mean rate

of the underlying rat mark deposition process (which we have converted to a binary pres-

ence/absence) at the upper and lower quartiles of each covariate. These can be interpreted

in the following way: for an increase in covariate x from the lower quartile xL to the upper

quartile value xU , the rate of marks is changes by a factor of RR = exp (βX (xU − xL))

As a logit link was used for the leptospirosis model, we interpret covariates using odds

ratios (OR) where odds are compared at the upper and lower quartiles of each covariate.

These can be interpreted in the following way: for an increase in covariate x from the

lower quartile to the upper quartile value, the odds of infection are changed by a factor

of OR = exp (βX (xU − xL)). Note that the odds of infection may change non-linearly for

some covariates.

3.3 Results

3.3.1 Rat tracking board model

Maps of the median predicted probability, of rat marks for each campaign, showed that

the distribution of rat activity was not homogeneous throughout the study site; rather,

there were distinct hotspots of rat activity throughout the three valleys. Rat activity, par-
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ticularly in valleys two and three, changed dramatically across short distances (see Figure

3.13), with a practical range of about 50 meters (see Figure 3.10a and Table 3.2).

100m

Campaign 1

100m

Campaign 2

0.00 0.25 0.50 0.75 1.00
Proportion of boards marked by rats

Figure 3.12: Rat model: map showing median predicted probability of rat marks. The
predictions used a rainfall value of 1.62mm for campaign 1 and 7.25mm for Campaign 2. These

were the observed mean rainfall values throughout the relevant campaign. The fitted
probability maps show that rat prevalence/activity is highly heterogeneous within a campaign,

and reasonably consistent between campaigns.

Several covariates are significant (see Table 3.2). However, the spatial random effects have

a larger influence on the overall surface than the fixed effects (see Figures 3.13). Increasing

mean rainfall (RR 1.46 CI: 1.26, 1.66) and increasing area of soil (RR 1.49 CI: 0.95, 2.26)

were associated with increased probability of rat marks. Increasing area of vegetation

(RR 0.71 CI: 0.43, 1.07), increasing distance to public dump (RR 0.60 CI: 0.38, 0.82)

and increasing distance to open sewer (RR 0.76 CI: 0.60, 0.96) were all associated with

a decrease in the probability of rat marks. The coefficients for distance to public dump

indicate that the probability of rat marks decreases as distance increases, until about 70

meters, after which the probability of rat marks plateaus (increases by a small amount as

distance increases). The same effect is observed in distance to open sewer (with the change

at about 40 meters), although the increase in probability after 40m is driven by a small



114

100m

100m

100m

100m

100m

100m

Campaign 1 Campaign 2
F

ixed effects
S

patial random
 effects

Linear predictor

−2.5

0.0

2.5

Figure 3.13: Rat model: fitted rat map comparisons. These maps show the relative
contributions of the fixed effects (row 1) and the spatial random effects (row 2) to the overall
probability of rat marks (shown on logit scale in row 3). Comparison of these maps show that

there is significant spatial variation that is not explained by the environmental covariates (fixed
effects). The spatial random effects allow identification of areas with unexpectedly high rat
activity/ prevalence. Note, fixed effects maps are centred near -2.5 as this map includes the

intercept term. The predictions used a rainfall value of 1.62mm for campaign 1 and 7.25mm for
Campaign 2.
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number of points, so may be spurious. We decided not to include a covariate for campaign

as it was highly correlated with mean rainfall due to the two campaigns occurring in the

dry and wet seasons respectively. Instead, we let the spatial random effects (which were

spatially correlated within a campaign, and independent between campaigns) incorporate

any residual temporal trend. If more time periods were available, a full spatio-temporal

model could have been fitted; however, this is not suitable for only 2 time periods.

Parameter Median Credible interval Prob > 0 Prob < 0 Sig.
Intercept -3.06 (-3.52, -2.61)
Area soil 5m 0.87 (-0.15, 2.00) 0.943 +
Area soil 5m squared -3.76 (-6.89, -1.04) 0.992 **
Area veg 5m -0.52 (-1.28, 0.17) 0.934 +
Area veg 5m squared 2.42 (0.04, 4.50) 0.984 *
Mean rainfall 58.32 (38.14, 80.39) 1.000 ***
Distance 3d public dump -16.11 (-26.50, -5.45) 0.999 ***
Distance 3d public dump 20.52 (6.14, 36.22) 0.998 **

above 70m
Domestic 0.13 (-0.17, 0.39) 0.795
Distance 3d open sewer -19.87 (-38.14, -3.29) 0.983 *
Distance 3d open sewer 51.69 (12.29, 84.97) 0.997 **

above 40m
phi 17.31 (12.85, 22.86)
sigmasq 2.03 (1.40, 2.71)
tausq 0.39 (0.08, 0.85)
Significance levels: *** [1 - 0.999) ** [0.999 - 0.99) * [0.99 - 0.95) + [0.95 - 0.90)

Table 3.2: Summary statistics for coefficients of the parameters in the rat tracking board
model described in section 3.2.7.1. Credible intervals (CI) are 95% highest posterior density

intervals. Statistically significant results (95% probability of being above or below 0) are shown
in bold and borderline significant variables (90% probability of being above or below 0) are

shown in italics. Distances measured in km; rainfall measured in m; areas measured in
proportion.

3.3.2 Leptospirosis model

The interpretation of the leptospirosis model is complicated by the fact that several envi-

ronmental covariates are present in both models. Due the the cut model implementation,
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Covariate Rate Ratio Data Quartiles
Continuous RRU/L Data LQ Data UQ

Area soil 5m 1.49 (0.95, 2.26) 0.06 0.41
Area veg 5m 0.71 (0.43, 1.07) 0.00 0.57
Mean rainfall (m) 1.46 (1.26, 1.66) 0.0003 0.0068
Distance 3d public dump (km) 0.60 (0.38, 0.82) 0.0305 0.0966
Distance 3d open sewer (km) 0.76 (0.60, 0.96) 0.0096 0.0176

Binary RR1/0

Domestic / non-domestic 1.14 (0.82, 1.45)

Table 3.3: Rate ratios for covariates in the rat tracking board model described in section
3.2.7.1 with 95% highest posterior density credible intervals. These compare the rate of rat

mark deposition at the upper and lower quartile values of the covariates for continuous
variables and at 0 and 1 for the binary variables. Distances measured in km; rainfall measured

in m; areas measured in proportion.

this complication does not affect the rat model results. Although environmental covari-

ates are unlikely to “cause” disease directly, they can be associated with an increase or

decrease in risk for several reasons. Some environments are more or less desirable habitats

for rats (which shed leptospires), some environments are more conducive to free leptospire

survival (e.g. warm moist areas), whilst others may be associated with a change in risk

due to a correlated unknown cause. When rat and environmental covariate levels cannot

be controlled directly and are correlated, it is difficult to separately estimate the effect

of environmental covariates independently of rat density. Hence, any effect of environ-

mental covariates may be partially absorbed by the predicted rat linear predictor value

w∗. Consequently, care must be taken when interpreting the estimated rat exposure and

environmental covariate results on the risk of leptospirosis for this data set. For example,

the results show that individuals living close to an open rubbish dump have a reduced risk

(OR: 0.44, CI 0.28, 0.63); however, rat levels are high in these areas (RR: 0.60, CI 0.38,

0.82). Therefore, the individuals living near open rubbish dumps may have less risk than

expected (given the high estimated rat prevalence), but may still have an overall high risk

of challenge compared to individuals living in other areas.
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The leptospirosis model shows that several covariates have a substantial impact on the

probability of leptospirosis (see Tables 3.4 and 3.5) including θ (see Tables 3 and 4). In-

creasing total rainfall (OR 4.02, CI: 2.42, 6.14), being male (OR 3.75, CI: 2.01, 6.27),

increasing age (OR 12.71, CI 5.15, 25.21), and increasing rat covariate (OR 1.03, CI 1.00,

1.07) were significantly associated with increased probability of leptospirosis challenge.

Increasing distance to public dump (RR 0.44, CI: 0.28, 0.63) and increasing log income

(OR 0.66, CI: 0.32, 1.11) were significantly associated with a decrease in the probability

of leptospirosis challenge. The variables distance to open sewer, area soil, area vegetation,

race, literacy status, sewer exposure, mud exposure, and flood exposure were not signifi-

cant. Again, note that although some environmental covariates are not significant, they

may still be associated with a change in risk of leptospirosis through their association with

rat prevalence changes.

The largest increase in risk is that of age. This is a non-linear effect where increasing age

is associated with increased odds of leptospirosis until approximately age 30, after which

the odds of leptospirosis decrease slightly. The coefficients for log income indicate that as

income increases, the odds of leptospirosis challenge increase a little, until about 40 reais

a month, after which they decrease steeply.

Increasing rat prevalence at a person’s home is borderline significantly associated with

a small increase in their probability of having leptospirosis. This effect is very small

compared to the increase in risk by some other covariates, such as being young, male,

having a low income, living near a public dump, and being exposed to a large amount of

rainfall.

The coefficient of determination for this model is 0.39, whilst partial coefficients of deter-

mination for different sets of parameters are as follows: 0.12 for social parameters only

(age, income, gender, race, literacy), 0.33 for environmental parameters only (distances
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to open sewer and public dumps, total rainfall, area of soil and vegetation; the rat linear

predictor; and exposure to sewers, mud and floods), and 0.02 for the rat linear predictor

only. This shows that the majority of variance in the dependent variable is explained by

the environmental variables, but overall, most of the variation is still unexplained. The

variance explained by the rat linear predictor is very small, so although the covariate is

significant in the model, it has a very small practical effect (also evidenced by the small

odds ratio, see Tables 2 and 3). This weak evidence of an effect is not unexpected the

estimated cloglog rat abundance covariate has been shrunk towards 0 due to it’s errors-

in-variables nature (regression to the mean). This makes it more difficult to quantify the

effect of rats prevalence on risk of leptospirosis.

3.3.2.1 Variogram

A comparison of the empirical and fitted theoretical variogram from the final rat model

shows that, modulo some shrinkage in the independent random intercepts, the fitted spa-

tial random effects are accounting for the spatial correlation in the data well (see Figure

3.10a). Fitting a model allowing differing spatial parameters for each campaign showed

that they had very similar posteriors, indicating the parameters were not significantly dif-

ferent between campaigns. Whilst the median fitted spatial surfaces for the two campaigns

are similar, there have been some changes to the size and exact location of hotspots from

campaign 1 to campaign 2 (see Figure 3.13). If more campaigns of data were available, it

may be possible to explain the changes over time using a temporal correlation structure

rather than fitting separate surface to each time. However, this is not possible with only

2 time points.
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Figure 3.14: Map of fitted median probabilities of leptospirosis for each individual in each
campaign. This map shows the fitted probability of infection (colour) by observed infection

status in each campaign (facet). There is a clear increase in the risk of leptospirosis in season 2.
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Parameter Median Credible interval Prob > 0 Prob < 0 Sig.
Intercept -2.12 (-3.36, -0.95)
Distance 3d open sewer 10.47 (-3.12, 23.63) 0.938 +
Distance 3d public dump -14.00 (-21.00, -7.10) 1.000 ***
Total rainfall 1.22 (0.84, 1.64) 1.000 ***
Area soil 5m 0.28 (-0.84, 1.39) 0.694
Area veg 5m 0.83 (-0.18, 1.89) 0.944 +
Age 0.17 (0.12, 0.23) 1.000 ***
Age (above 30 years) -0.18 (-0.24, -0.11) 1.000 ***
Sex (male = 1, female = 0) 1.32 (0.77, 1.88) 1.000 ***
Race Black -0.02 (-0.45, 0.46) 0.528
Literate -0.11 (-0.67, 0.47) 0.656
Log income 0.25 (0.02, 0.49) 0.984 *
Log income above 40 -0.72 (-1.24,-0.21) 0.997 **

reias per month
Sewer contact 0.41 (-0.15, 0.97) 0.927 +
Mud contact 0.21 (-0.36, 0.75) 0.774
Flood contact 0.01 (-0.54, 0.56) 0.513
Rat linear predictor 0.17 (-0.02, 0.38) 0.966 *
σ (sd individual level 1.65 (1.09, 2.24)

random effect)
Significance levels: *** [1 - 0.999) ** [0.999 - 0.99) * [0.99 - 0.95) + [0.95 - 0.90)

Table 3.4: Summary statistics for coefficients of the parameters in the leptospirosis model
described in section 3.2.7.2. Credible intervals are 95% highest posterior density intervals.

Statistically significant results (95% probability of being above or below 0) are shown in bold
and borderline significant variables (90% probability of being above or below 0) are shown in
italics. Distances measured in km; rainfall measured in m; areas measured in proportion; age
measured in years; income measured in reais per month. Contact variables (sewer, flood and

mud) are evaluated near the study participant’s home.
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Covariate Odds Ratio Data Quartiles
Continuous ORU/L Data LQ Data UQ

Area soil 5m 1.10 (0.72, 1.57) 0.03 0.37
Area veg 5m 1.16 (0.96, 1.38) 0.00 0.17
Cumulative rainfall 4.02 (2.42, 6.14) 0.56 1.70
Distance 3d public dump 0.44 (0.28, 0.63) 0.0327 0.0906
Distance 3d open sewer 1.12 (0.97, 1.28) 0.0062 0.0169
Age (years) 12.71 (5.15, 25.21) 15 42
Log income 0.66 (0.32, 1.11) 0.00 6.59
Rat linear predictor 1.03 (1.00, 1.07) 0.033 0.214

Binary OR1/0

Male / Female 3.75 (2.01, 6.27)
Race Black / Race Other 0.98 (0.58, 1.49)
Literate / Illiterate 0.90 (0.45, 1.49)
Sewer contact: Yes / No 1.51 (0.78, 2.49)
Mud contact: Yes / No 1.23 (0.65, 2.04)
Flood contact: Yes / No 1.01 (0.52, 1.64)

Table 3.5: Odds ratios for covariates in the leptospirosis model described in section 3.2.7.2
with 95% highest posterior density credible intervals. These compare the odds of leptospirosis
infection at the upper and lower quartile values of the covariates for continuous variables and
at 0 and 1 for the binary variables. Distances measured in km; rainfall measured in m; areas

measured in proportion; age measured in years; income measured in reais per month.
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3.3.2.2 Residuals

The separation plots (see Figure 3.15) show that the rat and leptospirosis models fit

reasonably well. Leptospirosis is a relatively rare disease even in our high prevalence

study area. This means that individuals with covariates indicating they are at high risk

for leptospirosis have a much lower than 1 probability of experiencing an event. This

is shown on figure 3.15 as the median fitted probability line reaches about 0.75 for the

highest risk individuals in our data.

3.4 Discussion

We present the results of an urban slum based study designed to estimate spatio-temporal

rat prevalence and human leptospirosis incidence. We followed a cohort of residents for

1 year, and simultaneously tracked rat presence using tracking boards. We developed a

temporal mixed model to estimate the contribution of various environmental and social

covariates to the risk of leptospirosis, alongside the estimated risk attributable to rat

prevalence near the residents’ homes. We predicted rat prevalence near the residents

homes using a spatio-temporal mixed effects model with environmental covariates. These

analyses quantified the relative effects of social and environmental covariates on the risk

of leptospirosis in urban slums. Our results agree with previous studies (Maciel et al.,

2008a; R.B. Reis et al., 2008a; Costa, F.H. Porter, et al., 2014a; Costa, Ribeiro, et al.,

2014; Felzemburgh et al., 2014), indicating that the risk of leptospirosis infection in urban

slums is strongly affected by social and environmental features. Additionally, our study

quantifies the effect of rat prevalence near the home on the risk of leptospirosis.

The model results clearly identify high risk groups of individuals for leptospirosis, and

suggests targets for interventions. Young males with low incomes are at particularly high
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(a) Rat model separation plot. The observed empirical probability of a rat mark is given by colour (0
boards marked is shown as dark blue and all boards marked shown as yellow).
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(b) Leptospirosis model separation plot. The results are grouped by individual over the two campaigns.
Individuals with 0 observed events are shown in blue, individuals with 1 observed event are shown in

pink, and individuals with 2 observed events are shown in yellow.

Figure 3.15: Separation plots. Each observation in the model is shown as a vertical line,
coloured by the observed empirical probability of success (i.e. leptospirosis positive or marked

by a rat). The vertical bands are ordered by median fitted probability of success, and the
estimated probability for each observation is shown as a solid black line. When the model has
high predictive accuracy, the line should move from near 0 on the left to near 1 on the right,

and the colours should reflect low observed probabilities on the left, and high observed
probabilities on the right. A model with near 0 predictive accuracy would show a nearly flat
black line at y = 0.5 and the coloured bars would be distributed randomly along the x axis.



124

risk. This agrees with previous studies in this population (Hagan et al., 2016), and studies

in other populations (Adler and Pena Moctezuma, 2010; Lau et al., 2010; Goarant, 2016).

This is likely due to young, poor males having greater exposure to leptospires in soil and

standing water (for example, occupational exposure as a labourer). Although race was not

identified as a strong predictor of leptospirosis risk, it is self identifying in our data and

is a proxy for social class and poverty. In Pau da Lima, black individuals tend to be less

educated, earn less, and live in less desirable areas (such as near open rubbish dumps and

sewers). Overall, individuals in the high risk category for socio-economic factors are also

more likely to live near open sewers and rubbish dumps, which tend to have high nearby

rat activity. The high (sometimes non-linear) correlation between many risk factors makes

it difficult to separate out the effect of rats, socio-economic, and environmental factors on

the risk of leptospirosis, and highlights the large increase in risk shouldered by the poorest

inhabitants of the community.

We show that although the spatial distribution of rat prevalences changes between cam-

paigns, the hotspots remain in a similar location (qualitatively stationary). Although it is

unclear whether this stability would be maintained over longer periods, it indicates that

the study method is finding stable areas of high rat activity or prevalence. This is partly

due to stationary risk factors for rats (open sewers, open rubbish dumps, presence of soil/

mud); however, the qualitative similarity of the two spatial random effect surfaces (Figure

3.13) suggests that there are unmeasured covariates which make some areas more attrac-

tive to rats. Many of these risk factors are likely to be stationary across small time scales

(e.g. presence of a fruit tree), indicating that it is likely that at least some rat hotspots

are reasonably stationary over time (with some stochastic temporal changes). More cam-

paigns worth of rat tracking data is necessary to separate out the spatial and temporal

correlations of rat prevalence in the study area. It was not possible to investigate many

of these additional covariates as the main focus of the rat model was to build a predictive
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surface for use in the leptospirosis model. Therefore, only covariates which were able to

be measured at all study locations were included in the model.

In our study area there is a distinct socio-economic gradient, with the most impoverished

individuals living closer to the valley bottom near open sewers and rubbish dumps. These

locations also tend to be associated with increased rat prevalence and increased damage

during flooding events. Flooding events are not unusual during the wet season, often

causing environmental damage such as mudslides and overflow from open-air sewers in

urban slums with poor infrastructure and urban planning. Our study was conducted in an

el niño year; significant environmental damage occurred in the study area during campaign

2, including slips, structural damage to housing, and overflowing sewers. These changes

likely affected the rat prevalence and leptospirosis risk. This meant it was not possible to

separate out the effects of rainfall and rat prevalence on leptospirosis risk from any time

trend caused by other unmeasured factors. Due to this severe confounding, campaign was

not put as a covariate into the leptospirosis model. Note, campaign was also excluded from

the rat model; however, the GP was able to account for any campaign effects by having

a non-zero posterior mean for the random effects. Further seasons of data are required

to accurately quantify the effect of rainfall and rat prevalence on leptospirosis risk, and

to more fully understand the effects of increased rainfall in the absence of environmental

damage. However, there is strong evidence in the literature for an increase in leptospirosis

following flooding events (A.I. Ko, Galvao Reis, et al., 1999; Barcellos and Sabroza, 2001;

Flannery et al., 2001; Karande et al., 2002; Varaiya et al., 2002; Maskey et al., 2006; Lau

et al., 2010; Agampodi et al., 2011; Hagan et al., 2016; Naing et al., 2019) which agrees

with our model results.

This correlation of many risk factors makes it difficult to independently quantify the

increase in risk attributable to high rat prevalence, rainfall and flooding, and living near
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open sewers and rubbish dumps. This may have contributed to the small estimated effect

of rat prevalence on leptospirosis risk, given rats are known leptospirosis reservoirs and

have high infection prevalences in the study area (Faria et al., 2008; Costa, F.H. Porter,

et al., 2014a; Costa, Wunder, et al., 2015). A better estimate of the increase in risk,

directly attributable to living in an area with high rat activity, could be estimated using

a controlled factorial study where rat prevalences in different regions of the study area

are altered independently of the correlated environmental risk factors (for example, using

poisoning). An experiment of this nature has been performed in Pau da Lima, although

results are not yet finalised and published.

Due to the correlation between distance to valley bottom, distance to open sewer, and

absolute elevation it is not easy to uniquely and concurrently estimate the effects of each

covariate. Therefore, I only included distance to open sewer in the model. However, we

must consider that any, or all of these 3 variables, may contribute to the observed result

of increased risk close to open sewers. It is likely that they contribute in a similar way.

The study area was reasonably small, so weather and temperature differences attributable

to elevation should be small. Additionally, it is likely that valleys without open sewers

collect rubbish and storm water at the bottom, forming a makeshift sewer (particularly

during flooding events).

Additional difficulties arise because rat activity/prevalence near an individuals home does

not directly correlate with an individuals exposure to rats. Many individuals likely spend

significant amounts of time away from home in areas with unknown rat activity, which

changes their rat exposure in ways we did not observe, and thus cannot be accounted for

in the model.

The MAT method used to detect leptospirosis infections has some significant drawbacks.

It easily identifies the first time an individual is infected by detecting seroconversion (the
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presence of any antibodies). However, further challenges by leptospires are more difficult to

detect due to the long decay period for antibodies in humans (Budihal and Perwez, 2014).

As titre measurements are very noisy, the paired serology method typically requires a 4

fold increase in titre, between paired measurements, before designating an individual as

infected to keep the test specificity high (Chirathaworn et al., 2014). However, it decreases

the test sensitivity severely as it ignores titre decay over time. Sensitivity reduces further

when measurements are so far apart that multiple challenge events may occur between

them, complicating the decay pattern further. Additionally, a high titre measurement

relies on an individual having a strong immune response to the pathogen. This can be

difficult for immune-compromised individuals, such as those suffering from malnutrition

(Bourke, Berkley, and Prendergast, 2016). This may explain why the model showed that

individuals on extremely low incomes (under 40 reais a month) had a slightly increased

probability of testing positive for leptospirosis as income increased.

3.5 Conclusion

This study combines ecological and epidemiological studies, and establishes a spatio-

temporal link between rat prevalence and its effect on disease risk. It highlighted a common

difficulty in observational epidemiological studies, trying to estimate the effect of corre-

lated risk factors, and identified a more suitable experiment to directly estimate the effect

of rat prevalence on leptospirosis incidence. Despite the limitations of the study, a robust

analysis allows us to identify risk factors for leptospirosis which are consistent with results

from other studies. In particular, individuals living near open sewers and rubbish dumps

have increased risk of leptospirosis, which may be attributed directly to these attributes,

or may be due to increased rat exposure and flooding risk during high rainfall events. Ad-

dressing these two variables may reduce leptospirosis more than expected by also reducing
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rat activity and flood risk during high rainfall events. Finally, our results suggest that

socio-economic interventions should focus on individuals under 30 years old, particularly

low income males.
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Abstract

Infectious diseases, such as covid-19, are responsible for a large portion of the global

burden of illness, disability and death (World Health Organization, 2015; World Heath

Organisation, 2018). Identification of risk factors can significantly reduce disease burden

through mitigating risk using targeted interventions. Identifying risk factors requires a

comparison of potential factors among infected and uninfected individuals, which requires

accurate disease status labels for all study participants. For many diseases, a significant

portion of individuals have only mild, sub-clinical or non-specific symptoms, which makes

diagnosis challenging unless testing methodologies have very high specificity and/or sensi-

tivity. Serological diagnosis is used for many diseases including leptospirosis. This method

measures antibody concentration or titre values at several time points. However, it results

in noisy censored observations that make diagnosis challenging. The criteria for diagnosis

often ignores the expected concentration time trends post challenge. These deficiencies

make diagnosis challenging, and estimation of time of infection difficult.
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We analysed time series data from an ovine leptospirosis challenge trial with 24 animals

over 42 days. We developed a Bayesian model which uses a highly stylised mechanistic im-

mune system model to generate a time series of fitted titre values for each individual (given

parameters), with an interval censored noise model. This model was used to estimate the

parameters governing the shape of the fitted titre curve over time. We then estimated the

time of infection for hold-out individuals, given the estimated parameter distributions.

Although the immune system is highly complex, our simplified mechanistic model fitted

the data well and allowed estimation of reasonably accurate times of infection. The results

indicate Pomona infected animals experience a quicker titre rise to a higher peak, followed

by a more rapid decline of antibodies compared to Hardjobovis infected animals. This

was attributed to differences between serovars in the parameters controlling the rates of

pathogen growth and antibody (or equivalently B-cell) death, but not parameters responsi-

ble for the rates of antibody/B-cell growth or pathogen death. The results were reasonably

robust to exclusion of an individual (using 24-fold cross validation by individual). The

estimated times of infection were most accurate for Hardjobovis infected animals, with

Pomona infected animals showing a bias of 2-3 days. Two animals had bimodal posterior

distributions for time of infection, both of which had unusual titre patterns, and one of

which may have in fact been infected prior to the challenge times.

This model shows that the highly complex immune system can be adequately modelled

using a reasonably simple process model, and that accurate fitted curves and predictions

can be generated even when the data is noisy, heavily censored and from a small sample

of individuals. While the results from our particular data set cannot be generalised due

to the experimental design, they are consistent with other observations in the literature.

This model could be used to estimate titre and pathogen temporal patterns post challenge

for many diseases in animals and humans. Additionally, it can be used to estimate the

time of infection.
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4.1 Introduction

Infectious diseases are responsible for a large portion of the global burden of illness, disabil-

ity and death (World Health Organization, 2015; World Heath Organisation, 2018). The

development of vaccines has significantly reduced the disease burden in the 20th century,

however, they are not always available or may provide only partial protection. Where vac-

cines are not available, targeted interventions can be an effective disease reduction strategy.

These interventions aim to reduce disease incidence and/or severity by reducing exposure

to risk factors (e.g. environmental alterations, education and behaviour change or vector

control) or by decreasing individual susceptibility (e.g. nutritional changes and preven-

tative drugs). Identifying risk factors typically requires a comparison of potential risks

among infected and uninfected individuals. An example of this can be seen in Chapter 3,

where risk factors for leptospirosis in urban Brazilian slums were developed. A critical as-

pect of this methodology is identifying infected individuals, often at multiple time points.

This can be challenging, particularly for diseases where many individuals have mild, sub-

clinical or non-specific symptoms and/or where tests have low sensitivity/specificity. In

chapter 3 we used a standard criteria for diagnosing leptospirosis infection, namely, a 4

fold increase in titre between two paired measurements on an individual. As discussed

in Chapter 3, this criteria likely has low sensitivity as it ignores expected temporal titre

changes, particularly, titre decay.

In this chapter, we use leptospirosis in sheep as a model system to develop a flexible

method to model temporal titre patterns and predict time of infection at an individual

level. We develop our model using data from an ovine leptospirosis vaccine trial conducted

at Massey University, New Zealand (Fang, 2014). This data is used to estimate temporal

titre trends for two serovars of leptospirosis and to estimate the time of infection.
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4.1.1 Introduction to leptospirosis in New Zealand

Leptospirosis is a leading zoonotic cause of morbidity and mortality, with an estimated

1.03 million cases and 50,000 deaths occurring annually in the world (Costa, J.E. Hagan,

et al., 2015; Torgerson et al., 2015). Less than 10% of challenges result in severe manifes-

tations such as Weil’s disease, with the rest being asymptomatic or producing mild generic

symptoms such as myalgia and flu (Ko, Goarant, and Picardeau, 2009). Most of these

cases occur in developing economies in warm wet climates (Costa, Wunder, et al., 2015)

where humans become infected through contact with soil or water contaminated with the

urine of an infected mammalian host, particularly through wounds or mucous membranes

(P.N. Levett, 2001; McBride et al., 2005; Ko, Goarant, and Picardeau, 2009).

In recent years, the incidence of human leptospirosis in New Zealand has ranked high

among developed countries with an average of 2.24 (95% CI 1.85-2.64) cases per 100,000

people a year during 2001-2014 (Health Intelligence Team. and Health Group., 2015). Ap-

proximately 80% of the notified cases in New Zealand are associated with farmers, abat-

toir workers and other occupations requiring frequent contact with animals (Hartskeerl,

Collares-Pereira, and Ellis, 2011; Musso and La Scola, 2013; Costa, J. Hagan, et al., 2015;

Haake and P. Levett, 2015; Health Intelligence Team. and Health Group., 2015; Frigolett,

2016), and 50% of notified cases require hospitalization (IESR, 2013). This is because

unvaccinated livestock are a major reservoir for leptospires and infected animals routinely

shed leptospires in their urine (Higgins et al., 1980; Cousins et al., 1989; Gerritsen et al.,

1994; Magajevski et al., 2005). This indicates that ovine and bovine animal leptospirosis

vaccines have the potential to significantly reduce the number of cases in New Zealand.

Animal vaccines and targeted interventions also have the potential to relieve animal suf-

fering due to clinical illness (Cordes et al., 1982; Ayanegui-Alcerreca et al., 2007) and

reduce economic losses by reducing associated reproductive failure, decreased milk and
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meat production (Pearson, Mackie, and Ellis, 1980; Ellis, 1994; Langoni et al., 1999) and

reduced growth (Subharat et al., 2012).

The gold standard for detection of exposure to leptospires is a serological method called

the Microscopic Agglutination Test (MAT). The following section introduces serological

methods in general, before briefly discussing the MAT method for leptospirosis.

4.1.2 General introduction to serology diagnosis methods

When an individual is challenged by an infectious organism, the antigens present on the

pathogen trigger the adaptive immune system to begin a complex web of events designed

to disable or destroy the invading organism. The adaptive immune system creates novel

antigen-binding molecules (antibodies) with high specificity to an invading pathogen by

somatically rearranging gene elements (Chaplin, 2010). There are a number of different

methods to detect antigens and antibodies under the umbrella term of serological diag-

nostic methods. These methods exploit the fact that many antigens and their associated

antibodies are highly specific to particular pathogens.

The temporal antibody concentration pattern depends on this highly complex immune

response and may vary greatly between individuals (see Chaplin (2010) for an introduction

to the immune system). Although the process is extremely complicated, a simple temporal

antibody concentration pattern is commonly observed. After the body detects a pathogen

and recognises specific antigens, B-cells are triggered to begin to proliferate and produce

antibodies against them. Once an individual has produced detectable levels of antibodies,

they are said to have seroconverted against the pathogen. The concentration of antibodies

grows quickly until the infection is cleared, then begins to decline as antibodies die and

are not replaced. The body often maintains low levels as an immunological memory long

after the pathogen has been cleared to allow a quicker response to future challenges.
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If antibody levels decrease to very low concentrations quickly after clearing the pathogen,

then antibody presence is indicative of recent challenge. It is more complicated when the

antibody concentration decay is slow, as the presence of antibodies in the body may be

from historic exposure. This reduces the effectiveness of antibody presence/absence as a

diagnostic tool for current infections. Observed antibody concentrations post challenge

are typically highly variable between individuals (Fierz, 1998; Antia et al., 2018), and

the antibody concentration peak is often short lived. This makes it difficult to diagnose

disease based on a high concentration of antibodies as samples are unlikely to be taken

whilst the concentration is near its peak, and it is difficult to tell what constitutes a

high concentration at an individual level. Therefore, accurately detecting recent challenge

requires more complex methods.

Paired serology is a useful diagnostic tool for individuals suspected to have the disease, as

it can be repeated several times over a short time period until a diagnosis is confirmed,

and results can be evaluated in combination with other diagnostic tests and clinical ob-

servations. As a public health research tool, it is more difficult to use, as accurate results

require several closely spaced tests (relative to the immune response length). Many public

health studies use a single paired serology test and class individuals as infected during the

study period if they experienced a large increase in titre value. However, this does not

account for the decay in antibody concentration, and likely has a high false negative rate

for many diseases, particularly when the time points are far apart. The lack of precision

when classifying infected individuals leads to difficulties when trying to correlate cases to

potential risk factors.
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4.1.3 Introduction to MAT method for leptospirosis

The MAT test detects antibodies to leptospires by incubating patient serum with various

serovars of leptospire, and visualising antibody binding (agglutination) using fluorescent

tags. If a sample contains the relevant antibodies, the plate will fluoresce indicating that

the individual (from whom the sample was taken) has been challenged by the relevant

serovar. Relative antibody concentrations can be estimated by recording the number of

serial dilutions required to dilute the antibody concentration enough that it is no longer

classified as a positive result. A positive result is usually chosen to be 50% agglutination

(i.e. half the plate fluorescing). The MAT procedure records the highest 2 fold dilution

at which agglutination levels on the plate drop below 50%, or some a priori maximum

dilution is reached. As the maximum titre (or equivalently, dilution factor) at which

the test changes from positive to negative is not observed directly, the results are heavily

interval censored, which contributes to the difficulty in classifying individuals disease status

correctly using this data.

Due to the expected large between individual variation, a common method of diagnosis

paired serology compares titre values at two time points within an individual and defines

a infection as seroconversion or a two or four-fold increase in titre between these mea-

surements. Determination of a positive/negative result can be difficult and is somewhat

subjective, resulting in large measurement errors. Seroconversion or a four fold increase

in titre is often chosen as the cut off for infection diagnosis (Goris and Hartskeerl, 2014)

as this reduces the number of false positives due to measurement error. However, this cri-

teria likely results in many undiagnosed infections as it requires a large positive change in

concentration and ignores the expected antibody decay between samples when taken after

the peak (Cauchemez et al., 2012; Costa, J.E. Hagan, et al., 2015; Zhao et al., 2017). This

is a particular problem when the disease is relatively asymptomatic in some individuals
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or if the disease causes generic symptoms as detection rates are already low. Cauchemez

et al. (2012) and Zhao et al. (2017) suggest using a 2 fold change in titre which reduces

the number of false negatives, at the expense of increasing the number of false positive

results.

The MAT method requires a high level of technical expertise and a large panel of live

Leptospira standard cultures (Niloofa et al., 2015) which creates a significant risk of lab-

oratory acquired leptospirosis. Other methods of detection are not suitable for routine

use due to technical limitations and low sensitivity (Niloofa et al., 2015). Although titre

data does not measure antibody concentrations directly, they are strongly and positively

correlated. This justifies using titre measurements as a proxy for antibody concentrations

when modelling. Other methods of measuring antibody concentration, such as avidity,

optical density or ELISA, are also suitable for modelling.

4.1.4 Current statistical models

There have been many approaches to modelling data of this type, particularly in the last

5 years (including 2 R packages). Our approach is most similar to those of de Graaf et al.

(2014) and Borremans et al. (2016). de Graaf et al. (2014) developed a simple within-host

model using a system of differential equations (ODE) describing the interaction between

a pathogen and the immune system and the waning of immunity after clearing of the

pathogen. Their initial model has been extended significantly, including the production of

an R package seroincidence which estimates the frequency of seroconversions (infections)

in a sampled population. This package does not allow for interval censored antibody

concentrations, and uses cross sectional antibody data which makes it inappropriate for

use with our data. Borremans et al. (2016) uses splines to estimate time-series antibody

titre patterns (initial model), then predicts individual time of infection from cross sectional
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data using covariates such as age, season and presence of pathogen in a separate second

model. Spline methods are extremely flexible and perform well when the time trend is

complex and there are a large number of individuals with frequent titre measurements, as

occurred in the example data for this paper. However, splines (and other semi-parametric

methods) tend to perform poorly in the presence of sparse data. The authors note that

this semi-parametric model can be replaced with a mechanistic model when a suitable one

can be created (Borremans et al., 2016). The paper does not consider censored response

data, but this could be incorporated simply by modifying the likelihood. We also use a 2

stage model which initially estimates titre dynamics, then use these results to predict time

of infection at an individual level. However, we prefer to use a simple phenomenological

within-host model to describe the temporal antibody patterns as this performs better with

sparse data and gives additional insights into the differences in immune response between

individuals and pathogen types. We additionally allow for censored biomarker data.

In contrast, A.J. Kucharski et al. (2015) and A. Kucharski et al. (2018) develop a model

which combines individual specific infection history with a shared antibody response pro-

cess. They use a dynamic model which multiplies a fixed underlying titre with changes

expected due to processes such as antigenic superiority, boosting and cross-reactivity. In

A.J. Kucharski et al. (2015) the log titre is modelled using a Poisson distribution which

is only suitable when all log titres are measured using the same baseline dilution (to give

integer log titres). Our data used two labs to analyse the titres, and each used a dif-

ferent baseline dilution, resulting in many non-integer log titre values. A. Kucharski et

al. (2018) in contrast use an interval censored Normal likelihood for the log titre values

which reflects the data generating process better than using a discrete observation distri-

bution. This model can be used to infer complex interactions between related strains of

a pathogen, but cannot be used to estimate the within-host immune response to differ-

ent strains. Following on from this work Hay et al. (2019) created an R package called
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serosolver which jointly infers prior infections and cross-reactive antibody dynamics using

antibody titre data. The process model used to generate temporal fitted antibody mea-

surements in serosolver is essentially a linear combination of the contribution of antibody

responses from each prior infection. Although this efficiently combines temporal antibody

measurements from multiple strains of the pathogen, it does not provide additional in-

formation about the mechanistic antibody changes within host when challenged by the

relevant pathogens.

In contrast, Owers and Diggle (n.d.) use a simple non-linear model to capture the temporal

antibody titre pattern. The model allows for censored observations and incorporates

covariate effects through a log-linear dependence of one of the model parameters on a

vector of covariates x. This approach does not require large sample sizes (as do many of

the non-parametric spline based models), but does not provide any additional insight into

the possible mechanistic causes of observed differences in titre pattern between individuals

or groups.

Our data contains time series interval censored titre measurements for individual animals

with a single known challenge time. seroincidence is not suitable as it focuses on es-

timating infection frequency using cross sectional antibody data and does not allow for

interval censored data. serosolver does not use a mechanistic within-host model and in-

corporates multiple infections with different strains over years. We do not have enough

data to reliably estimate a time trend semi-parametrically as done in Borremans et al.

(2016), and we do not have large numbers of additional covariates to include in the model.

Hence, we develop a stylised mechanistic within-host model allowing for interval censored

observations and prediction of infection time. Modelling the full immune system response

mechanistically is not practical, as it is highly complex, and we only observe the relative

concentration (or titre) of a particular antibody at a (usually small) number of times for
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a small number of individuals. Hence, we restrict ourselves to a highly stylised within-

host model describing both the interaction between pathogen and the immune system and

the waning of immunity after clearing of the pathogen. Although this model is highly

simplified, it captures the essential time trend well and fits the data adequately.

4.2 Motivating dataset

We develop our method using data from an ovine leptospirosis vaccine trial which was

previously analysed by Fang, 2014 as part of a PhD thesis at Massey University. This

data is particularly useful for model development as it has multiple measurements per

animal over time and a known (shared) infection time.

A commercial research organisation, Estendard Ltd., was contracted by a vaccine company

to run challenge trials on sheep and cattle with serovars Hardjobovis (L. borgpetersenii

sv Hardjobovis) and Pomona (L. interrogans sv Pomona). The Hopkirk Leptospirosis

Research Laboratory at Massey University was given the data from these trials, which

was subsequently analysed by Fang (2014) as part of a PhD thesis. Trial B consisted

of 8 animals challenged with Hardjobovis, whilst trial C had 16 animals challenged with

Pomona (AES approval number 019/09). Note, data from challenge A was not included as

it was a pilot study; data from challenge D was not included as it was performed in cows

rather than sheep. All animals were clinically healthy and screened to be seronegative (at

a minimum dilution of 25). See Fang (2014) for more details around experimental design

and data collection. Around 2mL of Hardjobovis or Pomona culture (containing between

107 - 109 leptospires) was administered to each animal (1mL administered into the nasal

cavity, and 1mL administered through conjunctival instillation). The inoculations were

administered on 3 successive days.

Titres were measured for each animal between 5 and 8 times over 42 days. This time
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range adequately captured both the rise and fall of titre values in response to leptospirosis

challenge. Each serum sample was initially diluted either 1:24 or 1:25, followed by serial

two fold dilutions until 50% agglutination no longer occurred or until 7 serial dilutions

had been performed. This produces titre values y that are left (0 < y < min titre where

min titre was either 24 or 25), interval censored, or right (y > max titre where max titre

was either 3200 or 3072). Note, we could also define the left censored observations as

interval censored, however, it is more efficient to calculate the likelihood when they are

considered left censored (as 0 is the minimum supported value for the chosen likelihood

distribution). Figures 4.1 and 4.2 show the interval censored titre values for each sheep in

the study.

All animals experience some increase in titre values, with Pomona infected animals peaking

earlier and higher than Hardjobovis infected animals. The titre patterns are reasonably

consistent between animals within a serovar.

4.3 Methods

Our approach first develops a model which combines a highly stylised mechanistic process

model with an interval censored observation model. We use this model to estimate the

antibody titre dynamics, which are combined with new data to predict individual times

of infection.

4.3.1 Model

The limiting dilution assay process creates interval-censored observations of the underlying

antibody concentration. We first formulate a process model for the underlying antibody

concentration at any time t > τ0, where τ0 is the inoculation time, then develop an

observation model which accounts for the interval censored nature of the measured data.
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Figure 4.1: Observed censored titre values for each animal. The black vertical line segments
show the observed titre intervals which are left (0 < y < min titre where min titre was either 24
or 25), interval censored, or right (y > max titre where max titre was either 3200 or 3072). The
observations are interpolated using ribbons coloured by serovar (red for Hardjobovis and blue

for Pomona). The facet labels give the individuals unique ID, and which trial they belonged to
(B or C). The horizontal grey dotted lines show the censoring intervals.
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Figure 4.2: Observed censored titre values for each animal (log scale). The black vertical line
segments show the observed titre intervals which are left (0 < y < min titre where min titre was

either 24 or 25), interval censored, or right (y > max titre where max titre was either 3200 or
3072). The observations are interpolated using ribbons coloured by serovar (red for

Hardjobovis and blue for Pomona). The facet labels give the individuals unique ID, and which
trial they belonged to (B or C). The horizontal grey dotted lines show the censoring intervals.

When plotted on the log scale, censoring intervals are approximately equal.
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We extend the model to estimate of the time of infection for each individual using a cut

model (as previously described in chapter 3).

4.3.1.1 Mechanistic antibody concentration pattern model

The trajectory of antibody concentration over time is modelled using a similar approach

to a Lotka-Volterra predator prey model (Lotka, 1910; de Graaf et al., 2014) using a set of

ordinary differential equations (ODE’s) to describe the mean fitted curve over time. We

assume that the presence of antigen (A) triggers clonal expansion of antibody-secreting B-

cells (C) which produce antibodies in proportion to the number of cells currently present.

The rate of B-cell expansion βCtAt and the rate of antigen removal δCtAt both depend on

the current number of cells and antigens. We allow the antigen (or at least the pathogen

to which the antigen is a part) to undergo a reproduction process, resulting in growth at

rate γAt which depends only on the current number of pathogens in the system. Finally,

we assume that cells undergo a death process at rate ρCt, which allows the antibody

concentration to reduce to near 0 after clearing the antigens from the system.

We denote by At the antigen concentration (or any measure for the severity of the infection)

and by Ct the B-cell concentration at time t. The dynamics of A and C are determined

by

dC

dt
= βCtAt − ρCt (4.1)

dA

dt
= γAt − δCtAt (4.2)

where βCtAt is the rate of B-cell replication, ρCt is the rate of B-cell death, δCtAt is the

rate of antigen consumption as a result of antibody-antigen binding and γAt is the rate of
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pathogen growth at time t. We note that the parameters β, δ, ρ and γ are quantities that

describe the emergent properties of complex immunological interactions which we consider

here to be linear with respect to C and A. This set of ODE’s can result in cyclical patterns

with respect to C and A (as see in typical Lotka-Volterra prey-predator curves), however,

the data and priors are used to constrain the fitted curves to include only one peak (cycle)

within the range of the data.

We observe a time series of C (the titre values) for each individual, but are missing

information on the associated antigen concentrations A. This makes it impossible to

estimate the starting values (A0, C0), therefore, these parameters either need strong in-

formative priors, or can be fixed. Here, we choose to fix both initial values as follows:

{A0 = 1, C0 = 1}.

4.3.1.2 Observation model

The censored titre observations for individual i at time t (lower limit yLit and upper limit

yUit ) are assumed to be Log Normally distributed with mean µt

(
yLit, y

U
it

)
∼ Censored Log Normal (µt| {A0, C0, β, ρ, δ, γ} , σ) (4.3)

where µt = Ct is the solution to the set of differential equations in the previous section.

The censored log normal density function is defined as follows for an observation y which

may be uncensored (4.4), left censored (4.5), interval censored (4.6) or right censored (4.7)

with censoring limits L and U
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p (y|µ, σ) = f (y|µ, σ) (4.4)

p (y > U |µ, σ) = 1− F (U |µ, σ) (4.5)

p (L < y < U |µ, σ) = F (U |µ, σ)− F (L|µ, σ) (4.6)

p (y < L|µ, σ) = F (L|µ, σ) (4.7)

where

f (x|µ, σ) =
1

xσ
√

2π
exp

(
−(log x− µ)2

2σ2

)
(4.8)

F (x|µ, σ) = Φ

(
(log x)− µ

σ

)
(4.9)

and Φ is the cumulative distribution function of the standard normal distribution.

4.3.1.3 Covariates

The complex interaction between an individual’s immune system and the invading pathogen

results in highly variable antibody concentration curves between individuals, particularly

if they are exposed to different pathogens. We can partially capture this variability by

allowing different fitted curves for each pathogen or sub-type of a pathogen. However,

there may still be unexplained individual specific differences that are not accounted for by

this approach. We use a hierarchical model to pool information from many individuals,

allowing estimation of unique individual specific titre curves which vary around a shared

pathogen specific curve. As the fitted curves depend on a complex interaction between the

ODE parameters (β, δ, ρ and γ), we allow all four parameters to vary with serovar, that
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is, we treat serovar as a fixed effect in the model. Although we could also allow each ODE

parameter to vary by individual using random effects, this results in a complex model

with many parameters which can easily over fit given that titre data is often sparse, noisy

and heavily censored. Instead, we incorporate a multiplicative independent identically dis-

tributed (iid) individual level random effect ζi which applies the serovar level fitted curve.

For example, a data set with serovars j = 1, 2 and individual ids i = 1, 2, ..., I results in

the following model

dCj
dt

= βjCA− ρjC (4.10)

dAj
dt

= γjA− δjCA (4.11)

ζi
iid∼ Log Normal (0, σζ) (4.12)

µijt = µjtζi (4.13)(
yLijt, y

U
ijt

)
∼ Censored Log Normal (µijt, σ) (4.14)

where serovar effects are defined multiplicatively. For example, the pathogen growth rate

for each serovar γj can be defined as follows

γj =


γ1, if serovar 1

γ1γ2, if serovar 2

(4.15)

This allows us to easily compare pathogen growth rates between serovars, as γ2 defines

the difference between Serovars 1 and 2 (note, γ2 = 1 when there is no difference). Other

functional forms are possible, but we leave this extension as future work.
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4.3.1.4 Estimation of time of infection

An individual’s time of infection is typically unknown, and of great interest to the re-

searcher. Hence, we extend the model to enable estimation of the time of infection. The

time of infection τ0 is the estimated length of time before observations began (at t = 0)

giving estimated observation times t∗ = t+ τ0. Therefore, the likelihood for observed titre

range
{
yL, yU

}
at time t∗ is

dC

dt∗
= βCA− ρC (4.16)

dA

dt∗
= γA− δCA (4.17)(

yLt∗ , y
U
t∗

)
∼ Censored Log Normal (µt∗ , σ) (4.18)

Estimating the time of infection jointly with β, δ, ρ and γ over-parametrises the model.

This is because there are 3 parameters (β, γ and τ0) that can affect the shape of the initial

increase post-challenge, causing strong posterior correlations particularly when data is

sparse and heavily censored, and when pathogen concentrations are unobserved (see Figure

4.3). This correlation can be greatly reduced by simplifying the model to assume no

pathogen growth (i.e. removing γ from the model), however, it is biologically known that

the pathogen multiplies within host, and the fitted curve shows significant bias during the

first 5 days when pathogen growth is ignored. Additionally, there is no data between times

t ∈ (−τ0, 0) to inform the fitted curve, which can result in poor fits (for example showing

decreases in titre concentrations pre t = 0). It also results in wide posterior densities

for all parameters, indicating that the model has serious non-identifiability issues. It is

possible that this could be mitigated by constraining the fitted curve to be monotonically

increasing until the peak concentration, however, this is left as future work. Instead, we
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Figure 4.3: Correlation between model parameters. The scatter plot shows the strong
observed correlation between model parameters β and γ. These parameters control the rate of

antibody production and the rate of pathogen growth, respectively, and both affect the
observed antibody concentration increase in the initial times post infection.

focus on a more practical approach, predicting the time of infection given “known” ODE

distributions using a cut model.

The cut model is implemented in practice by first estimating the ODE parameters (β, δ, ρ

and γ) using data from individuals with known infection times (henceforth called the “ODE

model”). These parameters describe how the disease progresses over time and are assumed

to be applicable to other similar individuals. The time of infection τ0 is then estimated for

a new individual, conditional on the previously estimated joint posterior distribution of

the ODE parameters (henceforth referred to as the “τ0 model”). Uncertainty in the ODE

parameters is incorporated into the τ0 model by numerically integrating over the posterior

distribution of the ODE model. More formally, the marginal posterior distribution of τ0

is calculated as
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π (τ0|y, y∗) = Eθ [π (τ0, θ|y, y∗)] =

∫
Θ

π (τ0|y∗, θ) π (θ|y) dΘ (4.19)

where θ = {β, ρ, γ, δ} is the vector of ODE parameters, y is the data from the individuals

used to fit the ODE model, and y∗ is the data from the individuals used to fit the τ0

model. This mimics a situation in which the dynamics of infection are “known” (for

example, through previous studies), but the time of infection for an individual of interest

is not. This is likely to be more practically useful than a fully joint model as most

epidemiological studies are unlikely to contain enough informative data to estimate both

the within-host antibody trend and the time of infection. Instead, studies could estimate

the time of infection given a reference titre curve distribution estimated using alternative

data sources (e.g. challenge or vaccination trials).

4.3.2 Massey Data

The Massey data set has few individuals and all have known infection times. Therefore,

we use a leave-one-out cross validation procedure to estimate the time of infection for each

individual. For each hold-out individual g, with associated data yg, we first fit the ODE

model using data y−g (that is, data from all individuals except g). We then estimate τ0

for individual g using yg giving

π (τ0|y−g, yg) = Eθ [π (τ0, θ|y−g, yg)] =

∫
Θ

π (τ0|yg, θ)π (θ|y−g) dθ (4.20)

In practice this is achieved by fitting the τ0 model many times using draws from the

posterior of the associated ODE model, and combining the resulting posterior distribu-
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Figure 4.4: Massey data timeline shift. The grey ribbon shows an example observed titre
trajectory over time. The true infection time occurred at t = 0. The new time scale is shifted
by subtracting 4 days from the true observed times, and deleting any observations that occur

before 0 in the new time scale (those falling in the blue zone).

tions.

The animals were challenged 3 times (once daily) from Day 0, therefore, the true time

of infection is t = τ0 = 0, with additional doses at times τ0 + 1 and τ0 + 2. Our model

assumes that the time of infection occurs before the first observation (prior to t = 0), which

makes inference challenging due to the true parameter value occurring on a boundary. To

mimic a situation in which the time of infection is unknown, we reset the time scale to

begin at t = −4, and retain only data from day 4 onwards (see Figure 4.4). Day 4 was

chosen so that only a small portion of the data was removed due to the small sample size.

This means that the true time of infection is τ0 = 4, with additional doses given during

the following 2 days (exact time of administration not recorded). Note that we plot all

results on the original time scale. Given the small number of data points per individual

(particularly after removing the measurements from before Day 4), we choose to fix the

random effect ζi to 1 when predicting the time of infection.
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Hardjobovis is considered to be in a maintenance host relationship with at least cattle

and deer, and probably sheep, in New Zealand, and therefore, the disease caused by

this serovar may behave differently to that of a Pomona infection (Heuer et al., 2012).

Therefore, we allow unique but related mean antibody titre curves for each individual, and

for each infecting serovar. We used fixed effects for each serovar and random effects for each

individual. Note, in this dataset serovar and trial ID are totally confounded. Hence, whilst

results may discuss differences between serovars, it is possible that the observed differences

were caused by other trial specific effects. Whilst this is an unavoidable limitation with

our data set, the data was sufficient for model development. The resulting model can

easily be applied to other data sets.

4.3.3 Inference

Models were fitted in a Bayesian framework using the development version of rstan (Stan

Development Team, 2020). This package implements No-U-Turn Samplers for each param-

eter (NUTS), and incorporates an ODE solver. This algorithm is highly effective compared

to traditional Metropolis samplers in high-dimensional, highly correlated continuous sam-

pling spaces as it uses gradient information from the posterior to sample around correlated

spaces. This is particularly important when using ODE models as the parameters are non-

linearly related and often correlated. These models were first implemented using a custom

program written in R (a heavily modified version of the code used to fit the sourceR mod-

els in chapter 2), however, the adaptive metropolis samplers were very inefficient, so the

decision was made to re-implement the model in (Stan Development Team, 2020) as an

ODE solver was recently added.

The ODE models (full, and excluding each ID) were run with 3 chains for 1500 iterations

with the first 500 iterations discarded as burn-in. A cut model was implemented to
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estimate the time of infection τ0 for each individual. Two hundred and fifty τ0 models

were fitted using randomly selected draws from the associated ODE model. The posteriors

from the τ0 models were combined together to form a single joint posterior. The τ0 models

were run with 2 chains for 300 iterations with the first 250 iterations discarded as burn-in.

Model diagnostics (including divergence, tree depth, energy, effective sample size and Rhat

values) were checked for each model.

Starting values cannot be totally randomly selected because many combinations of ODE

parameters create invalid differential equations or fitted curves which are wildly inconsis-

tent with the observed data. Hence, we set the starting values to be close to the “correct”

values (as assessed using the parameters estimated with the prior generation algorithm

as discussed in section 4.3.3.1). This makes it more challenging to find alternative modes

if the posterior is multimodal, and to detect non-convergence, however, it is necessary to

generate fitted models in a reasonable time frame.

4.3.3.1 Priors

The base model parameters β, δ, ρ and γ have independent half Normal (positive) priors.

We chose to fit the random effects on the log scale for computational reasons. Hence,

the random effects ζ∗i = log (ζi) were Normally distributed with mean 0 and standard

deviation σζ . Both square root variance components σ and σζ , and the initial time of

infection τ0 have independent Gamma distributed priors.

β, ρ, δ, γ ∼ Half Normal (0, 1) (4.21)

ζ∗i ∼ Normal (0, σζ) (4.22)

σζ , σ, τ0 ∼ Gamma (2, 0.5) (4.23)
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In some situations, prior information may be available and the incorporation of informative

priors may improve model identifiability and posterior results. However, it is challenging

to create informative priors for the ODE parameters based on information about titre

curves (which is typically what an expert would have). This can be accommodated by

fitting a model where fit is judged using a weighted combination of squared deviations

from a chosen set of values (for example, peak titre value, peak titre time, time to decay

to below 50). This is easily accomplished using optimisation algorithms such as with the

optim function in R. The optimisation can be repeated several times using a range of

values (for example, minimum and maximum a priori expected peak titre time) to give a

range of plausible ODE parameters. These can then be converted into reasonable prior

distributions (using method of moments, or another suitable method).

4.4 Results

The stylised nature of the process model (alongside fixing A and C), means that interpre-

tation of model parameters β, δ, ρ and γ requires caution, particularly when comparing

between individuals who are suspected to have very different true initial values for C and

A. The animals used in our example were all given a standard dose of the pathogen

and had not been exposed to leptospirosis before, so it is reasonable to assume that

their initial pathogen and antibody levels were similar to each other. Given known (or

assumed constant) starting values for a set of individuals, comparison of the relative pos-

terior distributions for the ODE parameters gives information about possible differences

in antibody dynamics between individuals and serovars. In other situations, it may be

better to only compare the fitted antibody titre curves and estimated times of infection.

The results described in section 4.4.1 are from the ODE model fitted using all the data.

The τ0 model results in section 4.4.2 reflect the ODE and τ0 models fitted using hold-out
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individuals.

4.4.1 ODE model

Overall, the model fitted the data well, particularly when incorporating the individual level

random effects (see Figures 4.5a, 4.5b and 4.6). The fitted curves show clear differences

between serovars, and smaller differences between individuals within a serovar.

The fitted curves can be summarised in many ways. We choose to characterise the curves

by estimating the duration and timing of high titre levels (where titres larger than 100 are

considered high given the minimum detection level of 25 for a positive MAT result), when

the peak titre occurs, and what the value of the peak titre is (see Figure 4.7 and Table

4.1 for results):

� Day start: first time at which the fitted titre exceeds 100

� Day peak: time when the fitted titre is highest

� Day end: first time, after Day peak, that the fitted titre decreases below 100

� Titre peak: titre value at Day peak

Alternative summary values may be more applicable depending on the shape of the curves,

and questions of interest. The day start values are significantly earlier for Pomona infected

animals with an average start day of around 5.4 for Pomona and 7.8 for Hardjobovis. The

Pomona challenged animals experience their peak titre at approximately day 7.4, whilst

Hardjobovis infected animals peaked on average 3.4 days later (on day 10.8). The Pomona

infected animals also returned to low titre values more quickly, with an average end time

of 26.3 (giving approximately 20.9 days where the mean titre was above 100). Hardjobovis

animals had fitted titres above 100 for an average of 25.6 days (returning to sub 100 titres

by day 33.4). The average maximum titre experienced by Hardjobovis infected animals was
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Figure 4.5: Fitted titre curves for each serovar. Median value given as a solid black line with
95% credible intervals shown as dashed grey lines. The observed data are shown as vertical

segments coloured by Serovar (red for Hardjobovis and blue for Pomona). The observed data
have been plotted with a small amount of jitter on the x axis and at 50% opacity to avoid

over-plotting. The fitted curves were calculated without the random effects (equivalently, with
random effects fixed at 1 for all animals), giving an overall mean fitted curve per serovar. The

results are shown on the original (a) and log (b) scales.
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Figure 4.6: Fitted titre curves for each individual. Median value given as a solid black line
with 95% credible intervals shown as dashed grey lines. The observed data are shown as

vertical segments coloured by Serovar (red for Hardjobovis and blue for Pomona). The fitted
curves were calculated with the random effects, giving an individual specific curve.
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Hardjobovis Pomona
Mean Lower Upper Mean Lower Upper

Day start 7.8 7.3 8.4 5.4 5.1 5.6
Day peak 10.8 9.8 12.1 7.4 6.5 8.2
Day end 33.4 28.5 39.5 26.3 24 28.5
Titre peak 900 510 1519 1725 1102 2736
Titre peak (log) 6.8 6.2 7.3 7.4 7.0 7.9

Table 4.1: Summary statistics for fitted curves by Serovar. The results give the mean and
95% credible interval values for each summary statistic (calculated without random effects).

See definitions of each summary statistic in section 4.4.1.

900. Pomona infected animals experienced an average maximum titre of nearly double this

value (1725). Note that the estimated time of peak titre is shared between all individuals

within serovar by construction (as random effects per individual are multiplicative on the

entire fitted curve).

The possible causes of the observed differences in fitted curves between serovars can be

assessed by considering the relative values of the ODE parameters. The results show

that there is no evidence that β or δ vary between serovars (the posterior distributions

for βPomona and δPomona are both centred on one, see Figure 4.8), whilst there is strong

evidence that γ and ρ are larger for Pomona infected animals (the distributions of γPomona

and ρPomona are located significantly above 1). This means that the estimated pathogen

rate of growth and cell rate of death are both larger for Pomona challenged animals, whilst

the rates of cell growth and pathogen death remain similar. This causes the fitted titre

curves for Pomona challenged individuals to peak earlier, achieve a higher titre value and

decay more rapidly (see Figures 4.7 and 4.5a).

The random effects variance is smaller than the error variance (see 4.8) indicating small

estimated between host differences. This may be due to the large censoring hiding small

differences between individuals, or may be due to the chosen model structure (where

random effects are multiplicative on the entire fitted curve). It is possible that random
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Figure 4.7: Distributions of summary statistics for fitted curves. The Individual (green) plots
include the random effect, whilst the Combined (red) plots do not. Day start is the distribution

of the day at which the fitted titre first exceeds 100. Day peak is the day at which the
maximum titre occurs. Day end is the first time post peak that the fitted titre retreats to

below 100. Max titre is the maximum fitted titre during the study period. The results show
large between serovar differences, however, between individual differences are reasonably small.
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effects on the ODE parameters would explain more of the variance, at the cost of a much

more complex model. Although the individual differences are reasonably small on the log

scale, they allow the upper bounds of the fitted curves (on the linear scale) to nearly double

when comparing individuals at the extremes of a serovar (see Figures 4.6 and 4.7).

4.4.2 τ0 models

The ODE model was fitted using data from all individuals and the results summarised in

section 4.4.1. To estimate the times of infection for each individual, we refit the ODE model

with each individual excluded from the data set in turn. The posterior densities of the ODE

parameters from these models were used in the τ0 models to estimate the time of infection

for each holdout individual. This also enables us to assess the ODE model for robustness

and sensitivity to the data from each individual by comparing the marginal posterior

distributions for parameters of interest. The results show that overall the model was very

robust, with all parameters showing similar marginal posterior distributions. Individual

B6 was shown to have the largest influence, particularly on β, γ and σ. This is likely

due to the observations for individual B6 following a different pattern compared to other

Hardjobovis infected animals. Fang (2014) concluded that it was possible that individual

B6 was infected before the trial began due to this unexpected pattern, particularly as B6

had a positive titre on Day 0. We chose to retain individual B6 in our data set as it is

possible that the positive Day 0 titre was a false positive and we did not want to remove

such a large portion of the data, particularly as it did not have an unduly large influence

on the parameter estimates (see Figure 4.9). Additionally, it may be possible to estimate

the true time of infection for B6, if it were indeed infected prior to Day 0. Individuals

C2, C9 and C10 (from group Hardjobovis) had similar observed titre curves, which were

much lower than the others in their group. Excluding only one of these individuals has

little effect on the model results. This is likely due to two reasons, excluding only one
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Figure 4.8: Log marginal posterior distributions for main ODE model parameters. The prior
distributions are shown as solid grey violin plots and the posterior distributions are shown as
white violin plots with a black outline. The baseline serovar in this model was hardjobovis,
hence baseline ODE parameters (β, δ, ρ or γ) give the value for hardjobovis, and pomona
parameters give the multiplier required with baseline for the pomona value. For example,
β∗hardjobovis = βbaseline whilst β∗pomona = βbaseline × βpomona. A non-baseline ODE parameter is

non-significant if it’s value is 1, hence, a dotted black line has been added at log(1) = 0. The
results show that β and δ are not significantly different between Pomona and Hardjobovis
challenged animals, whilst γ and ρ are significantly higher for Pomona infected animals.
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individual means that their uncommon pattern is still represented in the data by the other

two individuals, and because the sample size is larger for this group (16 versus 8 animals).

This highlights the importance of collecting a large enough sample size (both within and

between animals) to help ensure that the model is robust and generalisable.

The posterior distributions of τ0 vary by ID, but are generally similar within serovar

(see figure 4.10). Pomona infected individuals had earlier estimated times of infection

compared to Hardjobovis infected animals. The posterior distributions for Hardjobovis

individuals were centred around the true time of infection, whilst the Pomona infected

individuals were centred 2-3 days prior to the true time of infection. Although there is a

bias of several days, this is still a reasonably accurate estimate given very small quantities

of individual level data. Additionally, if this bias were consistent enough, it could be

incorporated into the model to correct the time of infection estimates. Individuals B6 and

C2 had bimodal marginal distributions with long tails. These individuals are discussed

further in the Discussion.

4.5 Discussion

We develop a stylised mechanistic immune system model for temporal censored antibody

titre data. The model was used to estimate temporal titre trends for sheep challenged with

leptospira serovars pomona and hardjobovis. The results suggest potential differences in

immune response to the different leptospiral serovars, and enables estimation of the time of

infection for each animal. The results were robust to exclusion of an individual (using 24-

fold cross validation by individual). The estimated times of infection were most accurate

for Hardjobovis infected animals, with Pomona infected animals showing a bias of 2-3

days.

There were significant negative posterior correlations between β and γ because an increase
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Figure 4.9: Summary statistics for ODE model parameters estimated from ODE models fitted
with hold-out individuals. Median values shown with a cross, and 95% credible intervals shown
using vertical line segments. The excluded individual is the label on the x axis. The results for

the full model (excluding no individuals) is labelled “None”. This plot shows influential
individuals, and which parameters they influence most. No individuals have an unduly large
effect, however, individual B6 is the most influential, with particular effects on β, γ and σ.
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Figure 4.10: Marginal posterior distributions for time of infection τ0 + 4 for each individual.
Note, the time scale was shifted by subtracting 4 Days before model fitting, hence, we add 4

days to the estimated time of infection so that the plot is on the original time scale. The
posterior distributions are shown as black violin plots with the prior distribution shown as grey.

The approximate true challenge times are shown as red dotted lines. Individuals B6 and C2
show evidence of multimodality. Pomona challenged individuals show evidence of a bias of 2-3

days.
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in observed antibody concentrations can either be caused by pathogen concentrations

quickly increasing and triggering B-cell production (large γ, small β), or by B-cells quickly

reproducing even with relatively low pathogen concentrations (small γ, large β). The two

processes are difficult to identify from each other as pathogen concentrations are not

observed. This is a considerable problem when jointly estimating these parameters and

τ0, as there are now 3 parameters (β, γ and τ0) which can affect the shape of the initial titre

increase and, usually, very little informative data. The cut model we used circumvents this

problem by estimating τ0 after estimating the other two parameters. The cut model process

was only possible as our data had known times of infection enabling accurate estimating

of the ODE parameters independently of τ0. This may not be possible for many other

data sets, particularly for serious diseases affecting humans, as ethical concerns around

inducing illness restrict researchers abilities to collect suitable data (Franklin and Grady,

2001). However, natural experiments such as point source exposures (Lupidi et al., 1991)

or vaccine trial data could provide suitable data sets when controlled challenge studies

are not available. Alternatively, strong informative priors could be combined with data

where the time of challenge is unknown to jointly estimate the ODE parameters and

τ0. Although vaccine studies produce valuable data for this purpose, care must be taken

when generalising results to the general population as individuals may respond differently

when not in controlled experimental conditions. For example, vaccination titres can be

lower than those induced by infection for leptospirosis in cattle (Kiesel and Dacres, 1959;

Strother, 1974). Future work includes a simulation study to investigate the impact of

sample size, observations times and various parameter values on the observed posterior

correlations.

The timing of the observations is critical, particularly when estimating the antibody dy-

namics. The titre increase was very rapid, with the time taken to increase from unde-

tectable levels (< 25) to peak titre values being in the range of 2-5 days. The model
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absolutely requires data during the upward phase to differentiate between pathogen γ and

B-cell β rates of growth, and to estimate time of infection accurately. Alternative ODE

equations and/or strong informative priors would need to be considered if data were only

available during the downward trajectory. Although our model can estimate the time

of infection using a single titre for an individual, the estimate will be highly uncertain,

strongly affected by the chosen prior for τ0, and likely bimodal (as it is unclear whether

the titre is occurring on the increasing or decreasing phase of the temporal curve). The

minimum number of titre observations per individual required to estimate the antibody

titre dynamics and time of infection is highly dependent upon the timing of the measure-

ments and the degree of censoring. For our data, the model could reliably estimate the

time of infection with 5 temporally spaced observations, although some bias was seen for

Pomona animals.

Although collecting more data at pre-peak times would greatly improve predictions of

τ0, this is typically very difficult due to added expense and diagnosis typically occurring

some time after challenge. The diagnosis delay has many intertwined causes including

many diseases displaying a lag phase where there is little to no increase in antibody

concentration for a short period after exposure (Nicholson, 2016). Although our model

allows for a phase where titres remain very low, the structure of our ODE model requires

that fitted titre values continuously change over time. Comparison of figures 4.5a and

4.5b shows that, for our data, the titres continuously increase from the time of challenge

even when the fitted curves appear near flat on the original scale. If titre values were

collected beginning immediately post-challenge (with much smaller censoring intervals),

it would be possible to estimate an additional lag time (where antibody levels do not

increase). Alternatively, the model could be modified to add on a predetermined lag time

using expert opinion.
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MAT titres detect antibodies which are based on the infected individuals immune response

to the pathogen (here leptospires). This means that it can be unclear whether an infec-

tion is active, particularly with only one or two samples for an individual, and cannot

be used to differentiate between a vaccine induced response and a pathogenic challenge.

This means that any data reliant on measuring antibody concentrations will not work

reliably if individuals in the data set have previously been vaccinated against the disease

of interest. However, if the time of vaccination was known, and enough correctly spaced

measurements were observed, it would likely be possible to estimate additional challenges

post vaccination.

Although the multiplicative random effects captured much of the between animal variation,

there was still evidence of some systematic additional between animal variation. For

example, animals B6 and C14 do not follow the typical trajectory given their serovar. It

is unclear with so few animals whether this result is a normal (albeit uncommon) titre

pattern, if there was some additional unmeasured covariate affecting the result, or if it

was simply noise. The random effects would likely explain significantly more variance

if they affected the ODE parameters directly (for example, βij = βjζi). However, this

would greatly increase the model complexity, and risk over-fitting and non-identifiability

problems, particularly with temporally sparse, heavily censored data and small sample

sizes. The animals in our data set displayed reasonably small between animal differences.

This is likely due to the controlled experimental setting where all animals in the trial

had a similar initial dose of pathogen at same time and experienced the same diet and

other environmental factors. The large between individual variability observed in some

other epidemiological studies may be due to larger environmental differences, or may

vary by pathogen type and host species. We chose not to jointly estimate the individual

level random effect alongside τ0 because the data for an individual animal is very sparse

(typically 6 - 8 temporally spaced measurements), and we felt it was excessive to estimate
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two parameters from so little data. Therefore, our predicted time of infection is given the

posterior distribution of fitted curves for an average animal from the appropriate serovar.

The random effect could easily be added into the τ0 model if enough data was present to

estimate it well (e.g. more measurements per individual, or smaller censoring ranges). The

marginal posterior distribution for initial infection time τ0 was bimodal for individuals B6

and C2. Individual B6 is a clear outlier, modes centred 3 and 14 days prior to the true

time of infection. It was suspected that B6 was infected prior to the study as the observed

titre before challenge (t = 0) was non-zero, whilst a screening measurement at t = −16

showed no antibodies present. B6 also showed an atypical titre pattern with relatively

high titres before t = 10 (see Figures 4.1 and 4.11). If individual B6 was infected prior

to the initial challenge at t = 0, then the expected infection time would have likely been

between t = 0 and t = −16. This range of times is consistent with the marginal posterior

distribution for τ0 which has modes near t = −3 and t = −14. Individual C2 also showed a

bimodal posterior distribution for τ0 with most mass near t = −3 (similar to other animals

in the same trial), but with significant mass near t = −12. This result is likely due to the

unusually low titre values recorded for this animal which, combined with the small sample

size, high noise and censoring, mean that the titre pattern is consistent with a very early

time of infection (see Figure 4.11).

The Massey data was not designed and collected for the purpose of modelling antibody

titre dynamics and estimating times of infection, hence, it has some limitations in this

context. Ideally, titre measurements would have been more frequent, particularly during

the rapid initial rise in titre. Had this data been available, the shape of the titre curve

could have been ascertained with more certainty. Additionally, the trial ID is totally

confounded with serovar (one trial per serovar). We have so far interpreted results as

though observed differences are serovar effects, however, they could plausibly be due to

any (unrecorded) differences between the two trials. This confounding makes it impossible
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Figure 4.11: Sample of fitted curves from τ0 models for 6 individuals. The observed data are
shown as vertical line segments coloured by serovar. Individuals B6 and C2 exhibit some
bi-modality in estimated times of infection. The true time of infection is within the green

rectangle. The prior for τ0 excludes any times after the first observed titre value, therefore, it
excludes values outside the green and blue regions. The results show that the predicted curves

fit the data well, including those in both posterior modes for individuals B6 and C2.
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to generalise the results, however, we note that the observed differences are consistent with

published serovar effects. In particular, serovars causing more severe infections (Pomona

and Copenhageni) have been found to produce higher titres than Hardjobovis infections

(Carter et al., 1982; Faine and World Health Organization, 1982; Ayanegui-Alcerreca,

2006; Heuer et al., 2012) as Hardjobovis is likely a maintenance host in sheep (Heuer et al.,

2012). To our knowledge, there are no other comparable data sets for leptospirosis in sheep,

so it is not possible to compare the resulting fitted titre curves with independent data.

Vallée (2016) investigated titre patterns over nearly 4 years in naturally infected sheep on

New Zealand farms. The testing intervals were 2-6 months, and true time(s) of challenge

unknown. Vallée (2016) showed that predicted log titres were strongly dependent on age

(likely due in part to the presence of maternal antibodies and environmental conditions).

Maximum titres were estimated to occur 5-10 months after maternal antibodies had waned,

and antibodies had a half life of over 6 months. Due to the irregular and infrequent

testing, shorter term patterns are unclear. However, they showed a quicker decrease for

Pomona infected animals than Hardjobovis infected ones, which is consistent with our

results. The maximum log titre observed for Hardjobovis infected animals was around 5,

whilst Pomona infected animals peaked at around 3. This contradicts our results, which

showed less difference between serovars (and Pomona being higher on average) and much

higher peak average peak values (6.8 for Hardjobovis and 7.4 for Pomona in our dataset).

However, it is challenging to estimate maximum titre values, particularly with infrequent

sampling, as they occur for such a short period of time. Therefore, the maximum log titre

estimates in Vallée (2016) may be underestimates. Alternatively, our maximum observed

titres may be much larger due to increased initial pathogen dose, or because antibody

dynamics are different for naturally versus experimentally challenged individuals.

Although we have focused this chapter on modelling titres, our model (perhaps with some

modifications) is appropriate for many other measures of immune response such as optical
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densities (OD), or direct antibody concentration measurements. This main requirement is

that the measured variable is strongly correlated with the true antibody concentration. We

could also extend the model to use observed pathogen concentration measurements rather

than antibody concentration data. The set of ordinary differential equations we used

were adequate to fit the Massey data well, but could easily be extended to accommodate

different temporal patterns of immune response for different animal species, humans or

pathogen types or other covariates. Additional future work includes fitting models with

random effects on the ODE parameters, extending the model to allow for multiple challenge

times, jointly estimating τ0 with the ODE parameters and applying the model to other

data sets.

4.6 Conclusion

Our model estimates sensibly fitted titre curves (including sensible peak antibody titre

values and times) and is able to accurately predict the time of infection from a single test

individual. This implies that time of infection can be estimated at an individual level

given enough prior information about the antibody decay pattern. Although we cannot

generalise the biological results given the limitations of the data, it demonstrates that the

model is valid and works well on real world data.
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4.7 Supporting Information

4.7.1 MCMC fitting details

The functional form of the system of ordinary differential equations (ODE) used in this

chapter restricts the fitted B-cell and pathogen counts to be positive. The data suggests

that the counts get near to zero at times far from the peak. This can cause numerical

issues for the ODE solvers implemented in Stan causing occasional negative fitted values

when the true value is very close to zero. There are a number of ways of addressing

this issue, including adding a very small “fudge factor” to the fitted values, increasing

tolerances (causing much slower fitting), changing priors to pull fitted values away from

zero (not appropriate for this model) and rewriting the equations such that they solve for

the concentrations on the log scale.

We chose the final option as our relatively simple equations are easily log transformed. The

general formula for log transforming an ordinary differential equation is as follows:

dy

dt
= f (y, t) (4.24)

d log y

dt
=

1

y

dy

dt
=
f (y, t)

y
(4.25)

The log transformed ODE equations for our model (see equation 4.10) become

dC∗

dt
=
βCA− ρC

C
= β expA∗ − ρ (4.26)

dA∗

dt
=
γA− δCA

A
= γ − δ expC∗ (4.27)

where C∗ and A∗ are the log number of antibody cells and pathogens respectively.
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Chapter 5

Discussion

Advanced statistical models are a key tool in developing interventions to reduce disease

incidence, particularly in low resource settings. Epidemiological studies typically include

complexities such as multi-level dependency structures, correlated covariates, missing and/

or censored data and unexplained overdispersion. The data are typically generated from

a complex biological system which is only partially observed (with high noise). These

challenges are integral parts of the 3 projects in this thesis, and we address them using

Bayesian models. The following sections will discuss these challenges in the context of

each project and propose future work.

5.1 Chapter overviews

Chapter 2 develops a novel class of Bayesian non-parametric source attribution model,

which classifies strain types by differential epidemiological behaviour and accurately quan-

tifies uncertainty. Our R package sourceR provides the first standard software for source

attribution and is designed for use by epidemiologists and public health decision makers.

Our model provides significant advancements over previous source attribution models and

identifies sub-types that have unusually high virulence, pathogenicity and/or survivability

which alongside further genetic sequencing could be used to predict the danger posed by

emerging strains. The model is particularly important for foodborne zoonotic diseases

such as campylobacteriosis, but can also be used in other settings such as estimating

transmission pathways of diseases such as leptospirosis (which can spread directly though
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contact with animal carriers and through environmental sources).

Chapter 3 expands the scope from estimating risk from known sources of infection (in

Chapter 2) to consider a wide range of potential risk factors for contracting disease in com-

plex heterogeneous environments. This chapter developed a methodological approach to

incorporate highly heterogeneous spatio-temporally varying covariates (with uncertainty),

into traditional epidemiological risk models using marginalisation. This modelling strat-

egy relies on accurate disease status labels for study participants. The criteria commonly

used to diagnose an individual as infected, using serology data, is not particularly robust.

Therefore, it is important to improve methodologies for estimating infection status using

serology data.

In Chapter 4, the challenges of estimating infection status were addressed. We developed

a mechanistic model for antibody concentration changes after challenge, and use it to

estimate the time of infection, using noisy, censored serology data with small sample sizes.

This is also the first study to model short term titre trends post challenge with leptospirosis

in sheep. We identified consistent differences between serovars, a result which provides

room for hypotheses on the observed differential immune responses of an individual, with

reference to the infecting serovar. Our model is highly extensible and could be integrated

with many epidemiological studies for infectious diseases.

5.2 Limitations and challenges of the data and ap-

proaches utilised

The projects in this thesis highlighted some common challenges and limitations of epidemi-

ological studies, including complex correlation and dependency structures; confounding;

noisy, missing and censored data; and technical challenges when fitting Bayesian models.
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We suggest some future work including extensions and improvements to the developed

models, and proposals for further research to address these limitations.

5.2.1 Complex correlation and dependency structures

Our source attribution model, introduced in Chapter 2, could be extended to incorpo-

rate spatio-temporal information in a more sophisticated manner than using independent

source and type effects for each time and location. Incorporating correlation structures,

such as those used in Chapter 3, would allow estimation of changes in source effects and

type effects; but most importantly, the proportion of cases attributable to the various

sources over time and space if given enough informative data. This could give valuable

insight into the processes driving infection, and highlight areas or times when certain

sources have an increased risk. It is likely that there is some seasonality and the possibil-

ity of source-type interactions; for example, cases attributable to chicken may increase in

summer months when chicken is more likely to be inadequately cooked (e.g. on BBQ’s)

and will spoil more quickly if not safely stored and prepared.

MLST sub-typing is based on similarities in housekeeping genes which are chosen as they

mutate slowly. Genes responsible for virulence, survivability, and pathogenicity (type ef-

fects) may mutate more quickly, resulting in several sub-strains within an MLST sub type.

These strains could have different infection characteristics which would hinder clustering

based on type effects. Directly incorporating additional genetic information could allow

estimation of genetic relatedness between samples and inform type effect clustering. This

would be particularly effective if sequences with associations to survivability, pathogenicity

or virulence were known; although, this is rarely the case. Comparison of full sequences

between strains that cluster into low and high type effect groups may help to identify these

sequences, and could inform estimation of the level of danger posed by a novel subtype
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based on sequence data. A Dirichlet Process may not be the best approach for modelling

the type effects if additional genetic information is available, as it does not account for

correlations between sub-types. Incorporating this additional complexity (particularly al-

lowing for interactions) significantly increases the complexity of the model, and severely

risks over-fitting; however, with enough data and techniques such as cross validation or

shrinkage methods (e.g. Horseshoe prior Carvalho, Polson, and Scott, 2010) the risks of

over-fitting could be mitigated.

Chapter 3 highlighted some of the difficulties in quantifying contributions to risk factors

in the presence of correlated covariates and when data is highly unbalanced. This is an

ongoing problem in epidemiological studies due to the complex biological processes driving

infection patterns alongside ethical and practical constraints. Although complex models

can go some way to adjusting for these issues, low quality data cannot be “fixed” using

advanced modelling strategies. Even with these reservations, we believe that our study

has provided practically useful results which are consistent with other published literature.

The following paragraphs introduce some of the challenges and limitations of our data and

method with respect to these issues.

Practical limitations meant that rat data was collected from a small (randomly selected)

sub-area over a period of weeks, rather than all at once. This causes significant confounding

between spatial and temporal effects on rat mark distributions. Collecting data from

multiple areas per time period, and from each area at multiple times, would likely give

enough information to separate out the effects; but would be much more expensive, and

was not feasible for our study. Instead, we must assume that important changes to rat

density occur at longer time scales than those taken to collect data within a campaign.

Additional confounding occurred between time (campaign), environmental damage, and

rainfall. Our study included two main time periods (campaigns) which were chosen to fall
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in the wet and dry periods of the year respectively. The study area experienced extensive

environmental damage caused by flooding in campaign 2 (wet season), which was not

captured by our covariates. Therefore, we cannot disentangle the rainfall, environmental

damage and other season/time effects solely based on this data. However, there is strong

literature support for high rainfall being associated with increased cases of leptospirosis,

which supports our conclusion that increased rainfall is likely associated with increased

risk of leptospirosis in Pau da Lima. Eight campaigns worth of data were collected for both

rat distribution and human cases, however, only two campaigns were available when this

analysis was performed. Expanding the analysis to include the other six campaigns would

provide significantly more information about the risks attributable to each of the potential

risk factors, in particular, removing the confounding between campaign and rainfall. The

estimated spatial surfaces at the two time points was similar enough to suspect that

hotspots are reasonably consistent in Pau da Lima. This means significant gains could

be made by estimating a joint spatio-temporal surface, rather than independent surfaces,

for each time point. This would have the additional benefit of allowing prediction of the

rat prevalence surface at times not present in the data set. If the rat prevalence hotspots

are reasonably stable over longer time periods, further work could be done to identify the

unknown risk factors for rat prevalence. This could produce more accurate predictions of

rat prevalence and leptospirosis risk for regions outside the study area.

The data contained additional correlation structures which complicated model fitting and

interpretation. Many of the socio-economic and environmental risk factors for leptospiro-

sis are inextricably linked. Additionally, covariates may affect the risk of leptospirosis

directly, or indirectly, by affecting rat prevalence/activity levels. For example, individuals

who identify as black in our study typically had a lower household income, lower education

level, and are less likely to have a job when compared with other individuals in the area.

These individuals were also more likely to be adversely affected by floods as they lived in
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the least desirable areas, near open sewers and rubbish dumps, at the bottom of valleys.

This also potentially increased their exposure to leptospire shedding rats which are esti-

mated to have higher prevalence/ activity near food sources such as rubbish dumps, and

their exposure to leptospires which can survive for long periods in moist soil near open

sewers. All of these variables potentially contribute to the risk of contracting leptospirosis.

These correlations make it extremely difficult to disentangle the individual effect of each

variable to disease risk. Instead, we interpret the results with caution, and rely on existing

biological and epidemiological leptospirosis knowledge to guide our interpretation. Fur-

ther studies which directly manipulate targeted covariates may help to disentangle some of

these variables, but these studies are typically expensive and more invasive (for example,

randomly allocating residents to reside near open sewers).

The large correlations between covariates and complex chains of infection make variable

selection challenging, particularly when we expect some continuous covariates to require

polynomial or spline terms. I decided to include all collected covariates rather than perform

variable selection, as variable selection methods can produce poor outcomes, particularly

when there are many correlated variables (Harrell, 2001). We did not consider interactions

as none were expected a priori, and inclusion of all possible interactions (even restricting

to just two way interactions) would have produced an extremely complicated model and

risked over-fitting the data. Cross validation could reduce the risk of over fitting, but it is

difficult to design an effective cross validation strategy when there is significant structure

in the data and a low sample size.

The leptospirosis challenge data from Chapter 4 experienced severe confounding, due

to the experimental design allocating only one serovar per trial. This prevents us from

generalising the results outside of the animals used in the study; however, the differences

we observe are consistent with other published studies, suggesting that the differences we
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observe may be caused by Serovar. This was an unavoidable constraint due to the low

availability of appropriate data sets for model development (where time of infection is

known, and many measurements are made for each individual throughout the infection

process).

5.2.2 Missing, censored and unreliable data

There is likely significant under-reporting of campylobacteriosis cases in our source at-

tribution data set, largely due to the non-specific mild symptoms experienced by a large

proportion of infected individuals. It is probable that the severity of illness depends, in

part, on the sub-species causing the illness. This means that data is missing not at random

(MNAR), causing biased estimates of the proportion of cases attributable to each food

source. However, it is arguable that the unobserved cases are of less importance, as they

are typically less severe than those included in the data set. Hence, if we redefine our

response to be “cases of moderate to severe illness” rather than “all cases of illness”, the

results are likely much less biased. This bias could be addressed by randomly sampling

individuals (regardless of disease status) from a population, and testing for evidence of

campylobacteriosis challenge. However, this relies on tests having good sensitivity and

specificity at widely varying prevalences, and is likely to be very expensive given the

relative rarity of the disease. Additionally, many surveys of randomly selected individu-

als often experience low response rates, and rates would likely be even lower due to the

requirements that respondents provide a stool sample.

We estimated rat prevalence/activity as a proxy for the missing rat exposure covariate val-

ues for each individual in the Brazilian leptospirosis study. There are many complications

and limitations of this approach to consider. Although we know that rats carry leptospires

and shed them into the environment, there are many methods by which they could infect
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a person. For example, individuals may be directly exposed whilst killing rats, they may

be exposed to rat urine on tin cans or other food packaging; or they may be exposed to

leptospires by touching rat-urine contaminated dirt, water, or other surfaces in the wider

environment. Additionally, it is unclear using our method, whether areas identified as

having a high probability of observing rat marks are areas of high rat population density,

or areas with high rat activity levels. To some extent, both high rat numbers and high rat

activity may contribute to an increased risk of disease, as both may lead to increased risk

of direct contact and higher urine presence. An additional complication is that individuals

may be exposed to rats not only in their home (the geo-located point used in our study),

but also anywhere they visit within and outside the study area. This is also a concern when

aiming to estimate individuals exposure to environmental covariates, for example, open

sewers. Additional geo-located places where individuals spend significant portions of their

time, could be added into the model; for example, school, work, or shopping locations.

However, this requires detailed knowledge of individuals locations over long time periods

which raises some ethical considerations. Additionally, it is not clear how to incorporate

data from all locations, especially if many fall outside the study area, and are therefore

missing covariate information such as GIS ground cover data. A possible remedy would

be to integrate individuals exposure to the entire study area using (likely self identified)

weights depending on the proportion of time spent in regions of the study area during

each campaign.

The rat models predictive and explanatory power could likely be improved by including

additional covariates such as the presence of food sources (e.g. fruit trees). However,

this data is difficult to collect at a large number of sites, as it requires manual recording

(rather than extraction from a map or photograph as is possible for covariates such as sewer

location). Future technological advancements, such as high resolution satellite imagery,

combined with image recognition algorithms, may make large scale collection of such data
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feasible.

Direct manipulation of rat exposure, for individuals in treatment and control areas, would

greatly improve estimates of the effect of rat exposure on the risk of leptospirosis because

rat exposure would no longer be correlated with other risk factors. A similar experiment

was conducted in Pau da Lima where 2 of the 3 valleys were treated with rat poison.

Preliminary results (personal communication with Peter Diggle) showed little difference

in leptospirosis cases; however, this may be partly due to unforeseen practical challenges.

For example, the treatment areas were not able to be intensively poisoned due to safety

and consent issues. Many individuals did not consent to rat poison being laid near their

home, resulting in large swathes of the treatment area not experiencing the full treatment.

Additionally, it is likely that rats from the untreated zones will migrate into the habitat left

unclaimed; therefore, poisoning must be intensively maintained over time to keep numbers

low. This also has the effect of reducing rat density in the untreated areas, lessening the

difference in exposure between treated and untreated individuals. Additionally, high levels

of environmental disturbance and damage occurred in the control zone (due to intensive

public works beginning) which likely had the effect of reducing rat numbers by destroying

their habitat and food sources.

The source attribution method, described in Chapter 2, could be used in this setting to es-

timate the proportion of leptospirosis cases attributable to sources such as rats, hedgehogs,

open sewers, and moist soil. This would require isolation and genetic typing of leptospires

collected from potential sources of infection, and from infected individuals, which could

be challenging. This approach may be difficult given that animals infect humans through

environmental contamination. It may be possible to estimate this transmission pathway

by comparing the subtypes found in environmental sources with those found in nearby rat

populations, in addition to comparison with types found in human cases.
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The MAT methodology likely results in many false negative tests for individuals. This

makes it difficult to identify risk factors, as many individuals (in high risk areas) who

have the disease will test negative. However, if false negatives occur totally randomly,

they should not introduce significant bias other than underestimating the overall disease

prevalence. We did not attempt to correct the labels, or estimate which individuals were

most likely the false negatives, as this is difficult when there are so few titre measurements

for each individual over time.

The titre data in Chapter 4 was generated from a process that is known to be extremely

complicated, and is only partially observed. It is challenging to fit this model when

observations of pathogen concentrations are structurally missing. This results in some non-

identifiability, and when combined with the heavy censoring of titre values, it means initial

values are impossible to estimate. This also complicates model interpretation, because

parameter estimates depend on these initial values. However, it allows comparison between

serovars/trials within the experiment. This provides valuable insights into the possible

mechanisms driving the differences in observed titre patterns between these groups.

An additional difficulty was that all individuals within a trial had their titres observed

at the same times, which means we have no data for many time periods. This means

that we cannot be sure our model is fitting well between observation times, as no data is

available to compare it to. This is particularly problematic during times of rapid antibody

concentration change, such as near the peak. It is more expensive and time consuming to

measure a portion of individuals each day, rather than all individuals on a subset of days;

but this method would have provided more information given the same number of animals

and MAT tests.

A richer data set (e.g. larger sample size, more closely spaced temporal measurements,

lower censoring, and/or less noisy data) could allow more sophisticated exploration of the
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differences between individual mean fitted curves. The addition of random effects on each

of the ODE parameters, could allow us to estimate the variation in effect size for each

parameter between individuals in a population, compared with that seen between pathogen

types or other covariates. This could provide valuable information about the expected titre

patterns for future individuals, and perhaps shed light on differences between immune

processes within host. The model could additionally be modified to include a lag phase

where titre concentrations do not change for a short initial period. The duration of this

period could be estimated given enough informative data. Other advancements could

include estimation of time of infection jointly with the ODE parameters (rather than using

the cut model). This would be a significant improvement as it would remove the need for

an initial data set with known infection times to be available. However, this would require

more informative data, by some combination of more individuals, more measurements per

individual over time, lower levels of censoring, and perhaps, more informative priors or

other restrictions such as enforcing monotonicity on either side of the peak.

Application of this methodology to new populations and pathogens would likely require

changes to the ODE equations in some instances, as not all disease processes show the same

type of titre pattern over time. The model is flexible enough to easily modify the ODE

equations as required for new applications. The mean function could also be replaced with

a non-ODE based curve, such as a spline or polynomial; however this makes it harder to

infer possible causes of difference in observed patterns between groups using the model. In

particular, the ODE model could be extended to incorporate multiple challenges at known

times, or to allow estimation of additional challenge times (using change point methods) if

given sufficient informative data. A future study of humans in the Pau da Lima area, that

employs a more regular titre testing regime, and is carried out in conjunction with regular

rat tracking, could enable far more accurate estimation of leptospirosis prevalence and of

the relative threats posed by the various risk factors. Titre data could also be incorporated
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into traditional infectious disease models (such as Susceptible-Infected-Removed models),

which estimate times of infection for all individuals, to enable inference on transmission

patterns and pathways, identify risk factors, and predict future spread.

5.2.3 High noise, high uncertainty and small sample size

Due to the complex biological data generating processes involved in each study, and the

limited information from the data available, the results from our 3 studies had high un-

certainty and wide credible intervals for many parameters of interest. This limits our

ability to identify interventions with a high probability of success. This is a challenge

common to many epidemiological studies, but is preferable to overconfidence which can

prove expensive and undermine public trust in intervention strategies. Before implement-

ing expensive intervention strategies, potential interventions can (and should) be tested

using pilot studies to more accurately estimate their potential effect. For example, the

risk of leptospirosis attributable to rat exposure was difficult to estimate using our data,

due to the complex correlations and interactions between rats and other risk factors; and

the unreliability of the disease diagnostic tests. A well designed pilot study could be im-

plemented to directly assess the effect of a potential rat reduction intervention. Although

a pilot study of this type may greatly improve estimates of the rat effect, they are more in-

trusive for study participants, raise ethical issues around withholding potential treatments

from at-risk individuals, are generally more expensive to run, and only improve estimates

for a the risk factors that are directly manipulated. Therefore, although the study design

used in Chapter 3 resulted in significant limitations and challenges, it was an essential first

step in risk factor identification and quantification, and generated valuable suggestions for

future intervention studies.

The titre model in Chapter 4 was challenging to fit due to the small sample size (both the
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number of measurements per individual and the number of individuals), heavy censoring,

and large noise. This resulted in wide credible intervals, due to the uncertainty associated

with so little informative data. The wide credible intervals (and high noise variance

estimate) were also partially due to the simplicity of the model. It is expected that different

individuals exposed to the same pathogen will all respond slightly differently; however, it

is hard to detect individual level differences with so little data. We chose to implement

a simple, multiplicative, individual level random effect to account for this dependency,

however, more data may show that different adjustments (such as random effects on some

or all of the ODE parameters) may be more suitable. Another simplification, was the

assumption in the model of a single challenge time (on day 0), when we knew that the

animals in the Massey dataset were challenged daily for the first 3 days of the trial. We do

not attempt incorporate this into the model because there is not sufficient information in

the data to warrant complicating the model further (particularly as no titre measurements

were done on days 1 to 4).

When the data are not sufficiently informative to identify the timing of the peak, the

titre model may return a bimodal estimated time of infection distribution. This can make

estimation of time of infection more challenging, particularly when quantifying uncertainty

limits (which may require splitting the uncertainty interval into two sub-intervals). The

likelihood of getting a bimodal time of infection estimate depends on the amount of data

per individuals, how informative each individuals data is (including whether it includes

the peak), and how unusual the individuals titre pattern is. As was observed in our data,

it is more challenging to estimate accurate times of infection for individuals with unusual

titre patterns. A larger data set would be able to account for unusual titre patterns using

some extensions; however, in our data set unusual patterns are indistinguishable from

noise.
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Challenge data sets allow identification and quantification of any bias in the results, as the

true time of infection is known. The Pomona challenged individuals had a bias of 2-3 days

in the estimated times of infection. The fitted curves fit the data well, and the bias was

small. Given it is so consistent, it would be possible to adjust for this for future animals (if

it was shown to occur in other more generalisable data sets). This observed bias is small

compared to the overall time course of the titre patterns. Narrower censoring intervals, and

more titre observations during the early phase of challenge, would likely provide enough

information to the model to more accurately estimate the time of infection.

5.2.4 MCMC sampling

Bayesian modelling is extremely flexible, interpretable, and allows incorporation of prior

knowledge, which can help with identifiability issues in complex models. However, model

fitting can be challenging, particularly when off the shelf samplers (such as PyMC3 and

Stan) are not suitable.

Although Dirichlet Processes can be fitted using off the shelf samplers (such as PyMC3), at

the time this model was being coded they only supported the stick breaking construction,

whereas our model used the chinese restaurant process construction. Additionally, the

Hald model (similar to my model) had displayed fitting issues when coded in WinBUGS.

Therefore, I decided to hand code the fitting algorithms in R, using adaptive Metropolis-

Hastings samplers. I gained a much deeper understanding of Bayesian modelling, MCMC

methods, and designing modular code through this endeavour.

The models in Chapter 3 were fitted using PyMC3. This significantly reduced the coding

overhead compared to the source attribution model. However, it was still challenging to

implement as PyMC3 does not natively support cut models or pseudo marginal samplers.

Therefore, we manually implemented a cut model which required fitting hundreds of mod-
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els for the human case data and combining their results. This is much less efficient than a

pseudo marginal sampler because there is a burn-in period associated with every model.

Although this increased run time significantly, it decreased the time taken to code the

models, which resulted in an overall more efficient modelling process.

In Chapter 4 I originally coded the model in R, using a heavily modified version of the

code used in Chapter 2, as ODE solvers were not integrated into any common Bayesian

inference programs (such as PyMC3, WinBUGS or Stan). This model was ill-suited to

simple Metropolis-Hastings samplers due to the strong posterior correlations, was very

slow, and had poor mixing. The model was reimplemented using the development version

of Stan, after they implemented an ODE solver allowing variable time vectors in July,

2019. The NUTS algorithm significantly improved sampling efficiency, and consequently

run time. Even with this speed up, the cut model implementation resulted in long run

times due to the need to discard burn-in iterations for so many models. It may be possible

to jointly infer the time of infection with the ODE parameters by increasing the volume of

informative data, using strong informative priors, or implementing other constraints.

Another sampling difficulty caused by these strong correlations, is a restriction on the

allowable starting values for the sampler. Many combinations of starting values produce

ODE equations that cannot be solved, causing the model to fail to run. Therefore, the

model must be started using carefully chosen values rather than totally randomly selected

values. This makes it challenging for the model to sample from any possible alternative

modes, and hinders our ability to judge convergence.

5.3 Conclusions

In conclusion, this thesis outlined 3 approaches to modelling complex epidemiological data

to advance understanding of the hidden biological and environmental processes that drive
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infectious disease progression and spread. These approaches were developed as part of 3

projects, each of which highlighted common challenges, limitations, and successes. The

models developed in this thesis were developed to be readily generalisable to other data

types, pathogens, environments, and host species. Common challenges include small data

sets, large noise, missing data, and complex dependency structures. These challenges

were addressed by developing novel zoonotic disease models (Chapters 2 and 4), and

by developing data collection and modelling strategies to inform practical interventions

(Chapter 3). Further exploration of these methods could prove exceedingly helpful in

assessing various epidemiological challenges globally, and further stresses the challenges

and importance of thorough study design and implementation.
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