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Received: date / Accepted: date

Abstract This work tackles a rich VRP problem integrating a Capacitated
Vehicle Routing Problem with Time Windows (CVRPTW), and a Service
Technician Routing and Scheduling Problem (STRSP) for delivering various
equipment based on customers’ requests, and the subsequent installation by
a number of technicians. The main objective is to reduce the overall costs of
hired resources, and the total transportation costs of trucks/technicians. The
problem was the topic of the fourth edition of the VeRoLog Solver Challenge
in cooperation with the ORTEC company. Our contribution to research is the
development of a mathematical model for this problem and a novel hyper-
heuristic algorithm to solve the problem based on a population of solutions.
Experimental results on two datasets of small and real-world size revealed
the success of the hyper-heuristic approach in finding optimal solutions in a
shorter computational time, when compared to our exact model. The results
of the large size dataset were also compared to the results of the eight finalists
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in the competition and were found to be competitive, proving the potential of
our developed hyper-heuristic framework.

Keywords Transportation · Optimisation · Routing · Metaheuristics ·
Hyper-heuristics · VRP

1 Introduction

VeRoLog, the Euro Working Group on Vehicle Routing and Logistics optimi-
sation, has been organising challenges for the routing community, where each
challenge aims to promote the design and development of an applicable and
effective algorithm for a particular Vehicle Routing Problem (VRP). The or-
ganisation of the challenges is a collaborative effort with companies, such as
PTV, the leading German company in developing software solutions and con-
sultations in traffic, transportation, and logistics, who organised the first and
second editions in 2014 and 2015. The third edition in 2017 was organised by
ORTEC, one of the largest providers of advanced planning and optimisation
solutions and services. They provided a real-world VRP problem involving the
pickup and delivery of tools to measure milk quality at a number of farms, for
a cattle improvement company.

This paper addresses the problem introduced in the VeRoLog Solver Chal-
lenge 2019 1, which was organised by VeRoLog in cooperation with ORTEC.
The challenge presented a new and exciting variant of a Vehicle Routing Prob-
lem (VRP), based on a real-world problem of one of ORTEC’s clients. This
problem is about the delivery of equipment, such as vending machines, to
satisfy customers’ requests, and the scheduling of a number of technicians
each with a certain set of skills, who are required to install the equipment
at least a day after the delivery. More formally, the overall problem is an
integrated version of the Capacitated Vehicle Routing Problem with Time
Windows (CVRPTW) (Laporte, 2009), and the Service Technician Routing
and Scheduling Problem (STRSP) (Cordeau et al., 2010). The problem is
highly complex, combining two interacting and co-dependent NP-hard routing
problems into a single model, each problem having its own set of constraints,
making it a unique and challenging topic for VRP researchers and practition-
ers. The key issue in this challenge is to find efficient and low cost routes for
both the delivery and installation, while scheduling the appropriate techni-
cians according to their skills and working days for a given instance. The main
objective is related to the total costs, aiming to reduce the total number of dis-
patched trucks and hired technicians on a single day, and within the planning
horizon, in addition to minimising the penalties incurred due to equipment
awaiting installation. Many companies operating in the delivery and equip-
ment installation businesses would benefit significantly from an effective and
efficient solution to the proposed problem.

1 https://verolog2019.ortec.com/ - last access: February 28, 2020
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For such real-world complex problems, exact approaches, such as, mathe-
matical programming often fail to provide solutions as the size of the instances
get larger, and so heuristic-based search methods are preferred. As we have
investigated different solution methods for the integrated problem from the
VeRoLog Solver Challenge, we had a similar observation. Hence, in this study,
we provide a mathematical model for the problem and report the results on
a number of small instances. Additionally, we also present a population-based
hyper-heuristic approach for the large scale problem instances. The proposed
solution methods indeed provide competitive results with respect to the high-
est ranked scores for each challenge instance.

The remainder of the paper is organised as follows: Section 2 reviews the
previous literature on the VRP, focusing on the CVRPTW and the technician
routing problem. Section 3 provides a description of the tackled problem and
Section 4 formulates the mathematical model, defining the objectives and the
problem constraints. Section 5 describes the applied hyper-heuristic frame-
work. Finally Sections 6 and 7 present the results and conclusion, respectively.

2 Related Work

The problem we deal with from the VeRoLog Solver Challenge 2019 is a unique
Vehicle Routing Problem (VRP), that combines a pickup and delivery problem
with time windows with the scheduling of technicians to install the delivered
equipment. However, it has much in common with some well-known variants
of the VRP, thus in the following subsection we provide a brief overview of
relevant previous studies. Following this, we cover selection hyper-heuristics
in relation to this study.

2.1 An Overview of History and Variants of VRP

The VRP (Vehicle Routing Problem) is a generic term for a class of combi-
natorial problems that are concerned with the design of efficient routes for a
number of vehicles serving a set of customers’ requests, originating and ending
at a depot location. A solution to a VRP instance is a tour for every vehicle,
such that all customers’ locations are visited, and each vehicle finishes its tour
at a depot. An optimal solution is the one in which the total distance of all
tours is minimised along with the associated costs. The term VRP was first
introduced in (Dantzig and Ramser, 1959) as a truck dispatching problem,
where they modelled the problem of how a homogeneous fleet of vehicles can
serve the oil demand of a number of gas stations from a central hub, with
a minimum travelling distance. This method was then generalised in (Clarke
and Wright, 1964) to a linear optimisation problem: how to serve a number of
customers located around a central depot, using a fleet of vehicles with varying
capacities. This has been known since then as the VRP problem which is one
of the most researched topics in the field of operations research and logistics.
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Over the past decades, the VRP has grown more popular in the literature,
and other variations have been developed to model real-life scenarios.

The Capacitated VRP (CVRP), which imposes a capacity constraint on
the size of vehicles, is considered one of the elementary variants of VRP from
which other variants originated. Amongst exact mathematical approaches to
the CVRP, branch-and-cut (Augerat et al., 1995; Lysgaard et al., 2004) and
algorithms based on the set partitioning formulation (Balinski and Quandt,
1964; Fukasawa et al., 2006) are the most popular approaches. Many studies
also applied heuristic methods (Fisher and Jaikumar, 1981) and genetic al-
gorithms (GAs) have also been widely used, usually by combining them with
local search techniques (Prins, 2004; Mester and Bräysy, 2007; Nagata, 2007;
Nagata and Bräysy, 2009).

A generalisation of the CVRP is the CVRP with Time Windows, which
imposes a time interval (“time window”) on the delivery of each customer’s
request. Exact methods for the CVRPTW have been successful for cases with
up to 100 customers (Kolen et al., 1987), and as a result heuristic and meta-
heuristic methods have been preferred for solving instances of larger scale. Ex-
amples of heuristic methods applied to the CVRPTW problem can be found
in (Solomon, 1987; Potvin and Rousseau, 1993; Russell, 1995; Sontrop et al.,
2005), and other studies that applied metaheuristic methods such as genetic
algorithms, ant colony optimisation, tabu search, and simulated annealing are
in (Belhaiza et al., 2014; Cheng and Wang, 2009; Ding et al., 2012; Tavakkoli-
Moghaddam et al., 2011).

In our proposed problem, customers’ deliveries are scheduled within a plan-
ning period, with each customer requiring one or more visits during this pe-
riod, similar to the Multi-Period VRP Problem (MPVRP). In contrast to the
MPVRP, where service days are known and the frequency of customers visits
is predetermined, the visits in our case are scheduled within predefined time
windows. The MPVRP is a well-studied variant in the literature of VRP. In a
paper by Rahimi-Vahed et al. (2013), a path relinking algorithm is applied to
the multi-depot periodic vehicle routing problem. This is done by generating
a reference set of elite solutions, and combining characteristics from those so-
lutions to find even better solutions. The computational results show that this
method produces good results in both run-time and solution quality. Archetti
et al. (2015) present three ways to formulate the multi-period vehicle routing
problem with time windows, then they solve the problem using a branch-
and-cut algorithm. The algorithm was able to find good solutions for small
problems with 10 customer orders, but was unable to find many good solu-
tions for larger problems. Alonso et al. (2008) present a tabu search algorithm
for the periodic vehicle routing problem with multiple trips and accessibility
restrictions such that not every vehicle can visit every customer. When tested
on randomly generated test cases, it performed reasonably well with regards
to solution quality. Furthermore the computation time was manageable for
instances up to 1000 orders. We refer the reader to (Campbell and Wilson,
2014) for more literature on MPVRP.
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The multi-compartment VRP, and the multi-commodity VRP concentrate
on delivering different types of commodities to the customer either using a
single vehicle, or by splitting them to several vehicles, thus requiring multiple
visits to the same customer. Mirzaei and Wøhlk (2017) conducted research
on two variants of the MCVRP, one concentrates on split deliveries for differ-
ent commodities, and the second focuses on delivering all commodities by a
single vehicle. They proposed a branch-and-price method and compared the
optimal costs of the two variants. The computational results were presented
for instances with up to 100 customers, and the algorithm optimally solved
instances with up to 50 customers and four commodities. Heuristic examples
include (Cattaruzza et al., 2014) who proposed an iterated local search al-
gorithm for solving the multi-commodity multi-trip VRP with the objective
of minimising the number of used vehicles. In (Gu et al., 2019) the authors
addressed the commodity constrained split delivery VRP, where multiple com-
modities can be mixed in a single vehicle while satisfying the capacity con-
straint, and similar to our problem, each customer can be visited more than
once, and each visit should deliver only one commodity type. They proposed
a heuristic based on adaptive large neighbourhood search (ALNS) and tested
their approach on benchmark instances. Among the metaheuristic methods
applied to the MCVRP, genetic algorithms are the most common so far. One
example can be found in (Zhang and Chen, 2014), which describes a VRP
encountered in frozen food delivery. Similar to our model, they associated a
penalty cost for late delivery based on the types of products. A GA was pro-
posed for solving the model on instances with real data.

Our problem involves loading-unloading operations from the depot to a
customer location, similar to the classical VRP. The difference in our case
is that a single customer demand can be split into several requests, if the
customer requires more than one machine type, thus several visits by differ-
ent vehicles may be required. This draws a similarity to the class of VRP
problems with Split Deliveries (SDVRP) (Dror and Trudeau, 1989). In the
SDVRP, the constraint that each customer is visited by only one vehicle is
relaxed, and thus customers’ demand can be split between several vehicles for
delivery. The first heuristic approaches to solve the SDVRP were introduced
by Dror and Trudeau (1989, 1990). After these studies, most of the subsequent
work focused on metaheuristic or hybrid schemes. One example is the work
of Archetti and Speranza (2012) who applied a tabu search algorithm, and
Boudia et al. (2007) used a genetic algorithm combined with a local search
procedure. Hybrid algorithms have since grown in popularity. Examples are
found in (Archetti et al., 2008; Cheng and Wang, 2009). Many exact models
have also been proposed for this problem and one example is the study in
(Archetti et al., 2011). For further literature on SDVRP we refer to (Archetti
and Speranza, 2012).

Recently, attention has been paid to a class of VRPs that model multi-
ple vehicle trips under the name “Multiple Trips Vehicle Routing Problem”
(MTVRP). A clear improvement can be obtained by allowing a single vehicle
to perform multiple trips, especially when the vehicle capacity is limited and
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the replenishment of stock is required. The problem assumes that trucks can
visit the depot more than once in the time horizon of the problem. Exam-
ple of studies that modelled multiple depot visits are (Tsirimpas et al., 2008;
Tatarakis and Minis, 2009). A survey paper on the literature of MTVRP for
further details can be found in (Cattaruzza et al., 2014).

Finally, we mention the Workforce Routing and Scheduling Problem (WSRP),
which is the focus of the second part of our model that involves the routing of
the technicians for the installation of machines at the delivery points. There
are some scenarios where personnel are required to perform tasks in certain
locations, and hence require some sort of transportation to these locations.
These scenarios are known as the Workforce Routing and Scheduling Prob-
lem (WRSP), which has become a widespread term used by many service
providers.

A similar problem to the WRSP, is the Service Technician Routing and
Scheduling Problem (STRSP), which involves designing the least cost routes
for vehicles carrying a number of service technicians. Each task demands the
allocation of a technician with the required skills set, and this may also be
associated with a time window. One of the pioneering publications in this field
is the work of Cordeau et al. (2010) who solved a real life technician scheduling
problem for a large telecommunication company set as a competition by the
French Operational Research Society in 2007. In this paper an adaptive large
neighbourhood search algorithm is implemented. In (Xu and Chiu, 2001), the
authors concentrated on a field technician scheduling problem in the telecom-
munications industry, and their purpose was to maximise the number of served
requests as well as considering the request’s priority and the technician’s skill
level. A local search algorithm, a Greedy Randomised Adaptive Search Pro-
cedure (GRASP) and a greedy heuristic algorithm were proposed to solve
the problem. Kovacs et al. (2012) studied the service technician routing and
scheduling problem with the objective of minimising the total routing and
outsourcing costs. The authors used an adaptive large neighbourhood search
algorithm for solving the problem on artificial and real-world instances. Pillac
et al. (2013) proposed a parallel matheuristic approach for solving a variant of
the TRSP in which a number of technicians with a set of accompanying skills,
tools and spare parts need to be scheduled and routed within given time win-
dows. The study dealt with the availability of tools and spare parts for the
technicians and routing them to the depot for the replenishment of tools. Xie
et al. (2017) used an iterated local search algorithm to solve the TRSP. They
studied a variant where it was given which technicians can serve which orders.
The algorithm was benchmarked on instances ranging from 25 to 100 orders
and compared to an ALNS algorithm, where it was found that it performs
significantly better on large instances with fast computational times.

In addition to technician routing, similar problems can also be found in
other fields where scheduling is important, such as the home health care (Ber-
tels and Fahle, 2006), and the scheduling of security personnel (Misir et al.,
2011).
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The problem studied in this paper is a unique version considering its set of
constraints and the integration with the staff rostering and routing problem.
To the best of our knowledge there is no similar version investigated in the
literature, and the best matching study to our problem description is by Bae
and Moon (2016) where they extended the Multi-Depot Vehicle Routing Prob-
lem with Time Windows (MDVRPTW) to a problem of service vehicles used
for delivery and installation of electronics. They developed a mixed integer
programming model, a heuristic and a genetic algorithm, and compared their
performances. There are differences between this study and our problem, for
example we consider a longer planning horizon, and deal with multiple types
of machines. We also allow multiple visits to the customer by different vehicles,
while their model only allows a single visit for both delivery and installation.
They also assign a maximum period of time between delivery and installa-
tion that must not be exceeded, while in our model we restrict this time by
imposing a penalty.

2.2 Selection Hyper-heuristics

Hyper-heuristics are general purpose search methodologies for solving difficult
combinatorial problems. They operate at an abstract and higher level than
heuristics, that is, over the low level heuristics space (Drake et al., 2020). One of
the earliest hyper-heuristic frameworks proposed requires that hyper-heuristics
should not use any specific knowledge from the solution domain (Cowling
et al., 2000), a feature which makes them applicable to problem instances
with different characteristics or even different problems, without a need for
further algorithmic or parametric adjustments. This feature forms a principle
concept of hyper-heuristics in past and modern research. Hyper-heuristics are
defined as “heuristics to choose heuristics” in (Cowling et al., 2000), although
the first attempt to design hyper-heuristics dates to as early as 1963 (Fisher,
1963). Burke et al. (2019) identifies two categories based on the nature of
the heuristic search space: selection and generation hyper-heuristics. In the
former class, a heuristic is selected from an existing repository of heuristics
to try to discover the behaviour of these heuristics in order to enable/disable
some of them during the search process; while in the latter, new heuristics are
built by discovering the characteristics of the input heuristics. The approach
in this study uses the former type of hyper-heuristics, which are based on
a single-point based search framework with two consecutive operations that
work iteratively to improve a single initial solution through heuristic selection
and move acceptance. With the existence of a defined number of low level
heuristics, the selection method chooses one of these heuristics and applies
it to a solution in hand, generating a new solution. The move acceptance
decides on the acceptance of the new solution based on the fitness/objective
evaluation. Heuristic selection can be carried out using simple methods such
as random selection or by selecting from a pre-defined ordering of the low level
heuristics, or it can incorporate learning by defining some probability measures
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for the performance of low level heuristics. For the most recent advances and
classification of selection hyper-heuristics we refer to (Drake et al., 2020).

There are different criteria to classify selection hyper-heuristics, and one
of them is the solution nature, where selection hyper-heuristics are classi-
fied based on this measure into single point or multiple point. Multiple point
(population) selection hyper-heuristics utilise multiple current solutions dur-
ing the search, while single point (single solution) hyper-heuristics are based
on a single current solution that is iteratively improved during the search.
The majority of the previous studies on selection hyper-heuristics present ap-
proaches based on single-point-based search, and only a few used a population
of solutions or a mixed approach alternating between using single and multi-
ple solutions for the search. Moreover, those previously proposed population
based approaches are mostly a hybrid between a selection hyper-heuristic and
an evolutionary algorithm framework.

Cowling et al. (2002) investigated a genetic algorithm based on hyper-
heuristics for the personnel scheduling problem. A GA is implemented and
applied as a high level selector, and a set of low level heuristics are used at
each generation to locally improve the quality of each individual, where the
low level heuristics are applied in any sequence. Sabar and Kendall (2015)
proposed a Monte-Carlo tree search hyper-heuristic framework that tries to
identify good sequences of heuristics using the Monte-Carlo search tree. A
memory mechanism containing a population of solutions is utilised, and at
each iteration a solution from the population is selected, and the population
is subsequently updated using several updating rules. Lei et al. (2015) pro-
posed a memetic algorithm based on hyper-heuristics to solve an examination
timetabling problem. Their approach constructs several heuristic lists based on
graph colouring heuristics and applies evolutionary operators to generate new
lists. A local search method is used to further optimise the solutions. Hsiao
et al. (2012) implemented a hyper-heuristic based on variable neighbourhood
search (VNS) iterating in two stages, first using a population of solutions,
and the second stage uses only a single solution. Their approach consists of
two main steps, shaking and local search. The shaking phase improves the
exploration of the search space, and the local search step looks for the local
optima. A population of solutions is used in the shaking stage, where the au-
thors argued that the diversity of solutions is important in the first stages of
the search to explore the right search path, and after a period of time the best
solution is picked from the population. Tournament selection is used to filter
unfit solutions from the population. Lehrbaum and Musliu (2012) introduced
a hyper-heuristic that alternates between working on a single solution and a
population of solutions. Their algorithm starts by scoring the available local
search heuristics, and a serial phase working with single solutions starts by
applying the heuristics sequentially according to their quality scores. A par-
allel phase uses a population of solutions, and a heuristic is applied to each
individual in the population. The algorithm switches back to the serial phase
whenever a global improvement is found (i.e., better than the best found so-
lution so far) .
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We also discuss here the successful application of hyper-heuristics in dif-
ferent variants of VRP problems, since the VRP is considered an active re-
search field in hyper-heuristics. In (Pisinger and Ropke, 2007) the Adaptive
Very Large Neighbourhood Search (AVLNS) hyper-heuristic was successful in
finding the state-of-the-art results for many benchmark instances of several
variants of VRP. Also the CVRP with time windows is one of HyFlex (hyper-
heuristic flexible framework) problem domains, for which newly developed ap-
proaches in hyper-heuristics are tested (Walker et al., 2012). Other VRP prob-
lems solved using selection hyper-heuristics include the periodic VRP (Chen
et al., 2016), dial a ride (Urra et al., 2015), urban transit routing (Ahmed
et al., 2019), and inventory routing (Kheiri, 2020).

The previous VeRoLog challenge 2016-2017 tackled a rich VRP problem
related to a cattle improvement company that regularly measures the milk
quality at a number of farms using specialised tools. These tools have to be
delivered to a number of farms (customers) on request and picked up again
a few days after delivery. The key challenge is how to schedule the deliveries
to satisfy the requests, whilst at the same time design efficient routes for the
pick-ups and deliveries. The second place winner on this challenge used a
hyper-heuristic approach based on an online selection method (Kheiri et al.,
2019).

3 Description of the Problem

The real-world problem from VeRoLog Solver Challenge 2019 can formally
be stated as follows. There are a number of customers Cr = {cr1, cr2 ... cr|Cr |}
geographically spread at different locations, and a depot located at H0. The
distance between any two locations i and j is given by di ,j . The purpose is
to respond to customers’ requests by delivering machines and getting them
installed by a technician within a defined time horizon T given as a consecutive
number of days.

An unlimited number of identical trucks (i.e. vehicles) K = {k1, k2, ... }
can be hired to transport the machines to the customers. They are located
at the depot each with a maximum capacity C . Also, a number of machines
M = {m1,m2 ...m|M|} are available to be delivered to the customers at their
request, and there are different types of machines with different sizes expressed
in the same size unit as the truck capacity. The machines are all located in
the depot, with enough machines to satisfy all the demand. A set of customer
requests R = {r1, r2 ... r|R|} should be satisfied. The requests are known at the
start of the planning period. A single request ri = {cri ,wi ,mi , ni} asks for one
machine type mi ∈ M, of quantity ni , for exactly one customer cri , and wi is
the associated time window to deliver the request, where wi is specified by the
earliest day ei and the latest day li to deliver request ri . A request of the same
type of machines cannot be split and should be delivered by the same truck,
and if a customer requires another machine type, a separate request is made.
Each truck journey on a day should start and end at the depot location H0
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C1

C2D

T1

T2

C3

C4 C5

C6

C7

C customer requiring installation C delivery and installation complete

C customer requiring delivery and installation technician route

truck route D depot T technician

Fig. 1: Problem description

and can carry different types of machines to satisfy several customers’ requests,
and each request occupies ci of the truck capacity, and should not exceed its
maximum capacity C . The truck can return back to the depot location multiple
times during the day to pick up more machines. Also, there is a limit D on
the maximum distance a single truck can travel per day. It does not take any
time to load a machine at the depot or to unload a machine at a customer.

There is a fixed number of technicians S = {s1, s2 ... s|S|} who are respon-
sible for installing the delivered machines, at the customer location, at least
one day after the delivery. Each technician si ∈ S is located at a certain home
location Hsi . A technician’s daily route starts and ends at his/her home lo-
cation, and like trucks, there is a maximum distance Dsi the technician can
travel per day. In addition, there is a maximum limit Nsi on the number of
requests a technician can carry each day, where carrying out a request means
installing all the machines for that request. The technician can maximally
work for 5 consecutive days, and must have two days off if he/she has worked
for 5 consecutive days.

Each technician has a skill set for installing certain types of machines. asm
refers to technician s ∈ S installing machine m ∈ M, and is equal 1 if the
technician is eligible to install this machine, and zero otherwise. Installing a
machine does not take any time. A technician is described with the following
entry s = {Hs ,Ds ,Ns , {asm1 , asm2 ... asm|M|}} referring respectively to the tech-
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nician home location, maximum travel distance per day, maximum number of
installations per day, and which machines they have the skill to install.

The last point to mention, is that the technician should install a delivered
machine as soon as possible after the delivery, and for each delayed installation
of request ri , a penalty Cli is added to the cost, and each machine type has a
different penalty value.

The main objective is to reduce the overall costs associated with trucks,
technicians and idle machines costs. The trucks/technicians total cost is con-
stituted of the following parts: the cost of hiring a truck/technician per day,
the cost of hiring a truck/technician within the planning horizon T , and the
cost per unit of distance for the travelling of truck/technician. The distance
between coordinates (x1, y1) and (x2, y2) is defined as the ceiling of the Eu-
clidean distance, d

√
(x1 − x2)2 + (y1 − y2)2e. In addition, there is the cost for

penalising idle machines that remain without installation for more than one
day. This penalty cost is dependant on which machine it is and the number
of days it was idle. The objective function is described by Equation 1 in the
following section.

A solution gives, for each day in the planning horizon, the routes followed
by each truck/technician. Assuming that {1, 6, 7, 0, 1, 2} is the route of a single
truck in one of the planning days. The first element in the route ‘1’ is the truck
ID, followed by the requests ID’s that this truck served. The ID ‘0’ refers to
the depot, and it means that truck 1 visited the depot after serving requests
‘6’ and ‘7’ and was loaded to serve requests ‘1’ and ‘2’. Each series of requests
before the truck goes back to the depot is named “tour”. In this route, there
are two tours given as {6, 7} and {1, 2}. The start and end of the truck journey
at the depot is not explicitly written in this route format.

The technician routes are very similar, starting with the technician ID,
followed by the ID’s of the requests that this technician served. Also, the
start and end of the technician journey at their home location is not explicitly
mentioned in the solution.

3.1 Problem Instances

We have used two datasets of instances, one of them has been developed for this
work and one, referred to as the hidden dataset, was used in the competition to
evaluate the participants’ algorithms in the VeRoLog Solver Challenge. Each
of the instances provides different types of information such as the weights of
the objective function components, the maximum truck capacity, the number
of days in the planning horizon, and the maximum travel distance allowed
by each truck. The details of the requests, locations given as x , y coordinates
(i.e. depot, technicians homes, customers) and technicians are also given. The
characteristics of these datasets are provided in Table 1.

The small dataset, which includes instances of sizes varying between 6 to
16 requests, is developed specifically for this work. The reason for generating
this dataset is to provide an ideal size of instances for testing the mathematical
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0 6 7 1 2 0

T1 6 7 1 T1

(a)

Day = 1
Number of Trucks = 2
1 6 7 0 1 2
2 3 4 5
Number of Technicians = 0

Day = 2
Number of Trucks = 1
1 8 10 0 9
Number of Technicians = 1
1 6 7 1

(b)

Fig. 2: Solution example, and the routes of truck 1 in day 1, and technician 1
in day 2. The red and blue arcs represent two different tours. The pink and
grey coloured boxes represent the depot and technician Ti respectively

model which can only be applied on instances of such sizes. It is also essential
to test our developed hyper-heuristic approach on instances with different
characteristics and scales and to compare its performance to the exact model
by its ability of finding optimal solutions in a short duration of time.

The hidden dataset was used to assess the performance of the competitors
algorithms and rank the finalists in the restricted resource challenge2. This
dataset contains instances of large sizes up to 900 requests. The number of
different types of machines vary between 3 and 7 in each instance, and the
number of technicians range from 25 to 125. The highest variation can be
found in the costs of using trucks and technicians, distance costs, and the costs
per day that trucks and technicians are used. These values range from 10 to
100,000. We refer the reader to (Gromicho et al., 2019) for a comprehensive
description of the problem and the formal challenge rules3.

2 The solvers of the finalists were run on the hidden dataset for a limited computational
times determined by the challenge rules

3 A detailed description of the challenge and the datasets is also provided here:
https://verolog2019.ortec.com/
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4 Mathematical Formulation of the CVRP for Delivery and
Installation of Machines

Sets and Indices

R: requests (i , j ∈ R)
R0: requests and the depot (R0 = H0 ∪ R)
K : vehicles (k ∈ K , |K | = maxt{Mt})
S : technicians (s ∈ S)
Rs : requests that technician s can install and the home location of technician s

(Rs = {s, i : asi = 1,∀i ∈ R} ∪ Hs)

Parameters

T : number of days in the entire planning horizon
H0: location of the depot
D: maximum distance a vehicle can travel per day
Mt : upper bound on the number of visits a vehicle can do to depot on day t
dij : distance between request/depot/home i and j
ei : earliest (first) day that request i can be delivered
li : latest (last) day that request i can be delivered
C : vehicle capacity
ci : capacity needed to deliver request i
asi : 1, if technician s is eligible to satisfy request i; 0, otherwise
Hs : home location of technician s
Ds : maximum distance that technician s can travel per day
Ns : maximum number of installations that technician s can do per day

CIi : cost of delaying the installation of request i per day
CV: cost of using a vehicle any day during the planning horizon
CT: cost of using a technician any day during the planning horizon

CVU: cost of using a vehicle per day
CTU: cost of using a technician per day
CVT: cost of travelling unit distance by a vehicle
CTT: cost of travelling unit distance by a technician

Decision Variables

x tijk : 1, if vehicle k visits {request j}/depot right after {request i}/depot on day
t; 0, otherwise

z tijs : 1 if technician s visits {request j}/home right after {request i}/home on day
t; 0, otherwise

mk : 1 if vehicle k is used during the planning horizon; 0, otherwise
rs : 1 if technician s is used during the planning horizon; 0, otherwise
v t
k : 1 if vehicle k is used during day t; 0, otherwise
pts : 1 if technician s is used during day t; 0, otherwise
w t
i : 1 if request i is delivered on day t; 0, otherwise
y t
i : 1 if request i is installed on day t; 0, otherwise
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qik : upper bound on the weight of the machines on vehicle k right after leaving
{request i}/depot

gis : number of visits done by technician s before visiting {request i}/home
bi : number of days installation of request j is delayed after its delivery

Mathematical Modelling

min

vehicle cost︷ ︸︸ ︷∑
k∈K

CVmk +
T∑
t=1

∑
k∈K

CVUv t
k +

T∑
t=1

∑
k∈K ,

i ,j∈R0,i 6=j

CVTdijx
t
ijk

+
∑
s∈S

CTrs +
T∑
t=1

∑
s∈S

CTUpts +
T∑
t=1

∑
s∈S,

i ,j∈Rs ,i 6=j

CTTdijz
t
ijs

︸ ︷︷ ︸
technician cost

+
∑
i∈R

CIibi︸ ︷︷ ︸
idling cost

(1)

subject to∑
j∈R0,i 6=j

x tijk =
∑

j∈R0,i 6=j

x tjik ∀i ∈ R0, k ∈ K , t ∈ [1,T ] (2)

∑
i∈R

x tH0ik =
∑
i∈R

x tiH0k ≤ Mtv
t
k ∀k ∈ K , t ∈ [1,T ] (3)∑

i ,j∈R0,i 6=j

dijx
t
ijk ≤ D ∀k ∈ K , t ∈ [1,T ] (4)

v t
k ≤ mk ∀k ∈ K , t ∈ [1,T ] (5)

x tijk ≤ v t
k ∀i , j ∈ R0, k ∈ K , t ∈ [1,T ] (6)∑

k∈K ,j∈R0,i 6=j

x tijk = w t
i ∀i ∈ R, t ∈ [ei , li ] (7)

li∑
t=ei

w t
i = 1 ∀i ∈ R (8)

qjk ≤ qik − x tijk(C + cj) + C ∀i ∈ R0, j ∈ R, i 6= j , k ∈ K , t ∈ [1,T ] (9)

qH0k = C ∀k ∈ K (10)∑
j∈Rs ,i 6=j

z tijs =
∑

j∈Rs ,i 6=j

z tjis ∀i ∈ Rs , s ∈ S , t ∈ [1,T ] (11)

∑
i∈R

z tHs is =
∑
i∈R

z tiHs s = pts ∀s ∈ S , t ∈ [1,T ] (12)∑
i ,j∈Rs ,i 6=j

dijz
t
ijs ≤ Ds ∀s ∈ S , t ∈ [1,T ] (13)

∑
i∈Rs ,j∈R,i 6=j

z tijs ≤ Ns ∀s ∈ S , t ∈ [1,T ] (14)
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pts ≤ rs ∀s ∈ S , t ∈ [1,T ] (15)

z tijs ≤ pts ∀i , j ∈ Rs , s ∈ S , t ∈ [1,T ] (16)∑
s∈S,j∈Rs ,i 6=j

z tijs = y t
i ∀i ∈ R, t ∈ [ei + 1,T ] (17)

T∑
t=ei+1

y t
i = 1 ∀i ∈ R (18)

gjs ≤ gis − z tijs(1 + Ns) + Ns ∀i ∈ Rs , j ∈ R, i 6= j , s ∈ S , t ∈ [1,T ] (19)

gH0s = Ns ∀s ∈ S (20)

t+4∑
u=t

pus ≤ 5− pt+5
s ∀s ∈ S , t ∈ [1,T − 5] (21)

t+4∑
u=t

pus ≤ 5− pt+6
s ∀s ∈ S , t ∈ [1,T − 6] (22)

T−1∑
u=T−5

pus ≤ 5− pTs ∀s ∈ S (23)

T∑
t=ei+1

ty t
i −

li∑
t=ei

tw t
i − 1 = bi ∀i ∈ R (24)

qik ∈ Z≥0; x tijk , v t
k ,mk ∈ {0, 1} ∀i , j ∈ R0, k ∈ K , t ∈ [1,T ], i 6= j (25)

gis ∈ Z≥0; z tijs , pts , rs ∈ {0, 1} ∀s ∈ S , i , j ∈ Rs , t ∈ [1,T ], i 6= j (26)

bi ∈ Z≥0; w t
i , y t

i ∈ {0, 1} ∀i ∈ R, t ∈ [1,T ] (27)

The exact model for the given problem is formulated by Eqs. (1)-(27). The
objective function (1) is composed of three types of costs: the vehicle (first
three summations), technician (next three summations), and idling cost (last
summation). The sum of the vehicle hiring cost, the vehicle cost per day, and
the vehicle cost per distance is equal to the total vehicle cost. Similarly the
sum of the personnel hiring cost, the personnel cost per day, and the personnel
cost per distance is equal to the personnel cost. The idling cost is calculated by
multiplying the cost of idling all the machines at each request by the difference
between the delivery and installation days.

In the mathematical model, constraints (2)-(10) are vehicle, constraints
(11)-(23) are technician, and constraints (24) are idle time related constraints.
Constraints (25)-(27) define the domains of the variables.

Constraints (2) and (11) are balance equations for the vehicles and techni-
cians respectively. They ensure that in any day, in any vehicle and personnel
route, the number of arcs entering to a location of a request, depot or home
should be equal to the number of arcs exiting from the same location.

Constraints (3) and (12) ensure that both the vehicles and technicians
start/end their routes from/at the depot and home respectively. For the tech-
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nicians, the problem dictates upper bounds for the number of installations
(Ns) and travel distance (Ds) for any given day. Therefore, in an optimal so-
lution, if a technician is used on any given day, they should leave and return
their home only once. On the other hand, for the vehicles, in addition to the
total travel distance on any given day (D), there is an upper bound on the
weight of the machines that are being carried by the vehicle, defined as vehicle
capacity (C ), at any given time of the day. This makes it possible for a given
vehicle on any given day to deliver more than its capacity by making multiple
visits to the depot. Because of the difference of the restrictions on the vehicles
and technicians, constraints (12) are satisfied with an equality to pts whereas
constraints (3) are satisfied with an inequality to v t

k . The former constraints
force technicians to leave and return to their home only once if they are work-
ing on day t, whereas the latter constraints force vehicles to have an equal
number of trips that leave from and return to the depot, and these trips can
only occur if the truck is operating on day t. Mt on the RHS of the constraints
(3) is calculated by counting the number of orders that can receive a delivery
on day t. Note that, the maximum value that Mt can take on different days
also sets the upper bound for the maximum number of hired vehicles in the
planning horizon.

Constraints (4) and (13) restrict the total travel distance for each day of
the vehicles and the technicians, respectively. In addition, constraints (14)
set the maximum number of installations for a technician on a single day.
Similarly, in the problem definition, there is a limit set on the total weight
of machines a truck can carry. This is ensured by constraints (9) and (10).
The variable qH0k , that represents the weight of the machines right after the
vehicle is leaving the depot, is set to be C for any truck by constraints (10).
Since constraints (9) ensure that the weight on the truck decreases at every
request stop by the weight of the delivery of the same request, and the qik ’s
are defined as non-negative integer variables, no truck can carry more than its
capacity.

Constraints (5) and (15) ensure that in order to use a vehicle or a technician
respectively in any day of the planning horizon, we need to hire them first.
Similarly, constraints (6) and (16) ensure that if a vehicle or a technician travel
between two requests on any given day, they are already hired for the day.

Constraints (7) and (17) establish the relationship between the routing
(x tijk and z tijs) and service, i.e. delivery (w t

i ) and installation (y t
i ) variables for

the vehicles and technicians respectively. According to constraints (7), if the
location of a request is visited by a vehicle, then the machines ordered by this
request are delivered between the first (ei ) and the last (li ) days the delivery
can be done. Similarly, according to constraints (17), if the location of a request
is visited by a technician, then the installation that is ordered by this request
is done at least one day after the earliest day that the request can be delivered.

Constraints (8) and (18) ensure that all the deliveries and installations are
done within their predefined times respectively. Constraints (8) ensure that
each request is delivered by one of the vehicles. These constraints restrict each
request to be delivered between their first (ei ) and the last (li ) days the delivery
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can be made. Similarly, constraints (18) ensure that each request is installed
by one of the technicians. Since the earliest installation day is one day after
the delivery of the machines, the constraints only consider the days after the
first day that the request can be delivered.

Constraints (9) and (10) prevent subtours in vehicle routes. Constraints
(10) assign the maximum weight (C ) a vehicle can carry when leaving the
depot to variables qik on any given day. Constraints (9) subtract the weight
of the machines that are being delivered from qik every time a vehicle visits
a request. Keeping track of each qik and forcing qjk less than or equal to qik
if request j is visited immediately after request i or depot by vehicle k (i.e.
x tijk = 1) prevent the formation of subtours. Note that, since a vehicle can
make multiple visits to the depot on any given day, these constraints are not
being forced for the trips to the depot.

Constraints (19) and (20) prevent subtours in technician routes. Con-
straints (20) assign the maximum number of visits a technician can make
(Ns) to variables gis on any given day. Note that, since the maximum number
of installations that a technician can make is an upper bound for the maximum
number of visits in a day, we use this constant in our model. Constraints (19)
subtract 1 from gis every time a technician visits a node. Similar to vehicle
subtour elimination constraints, since gjs is forced to be less than or equal to
gis if request j is visited immediately after request i or home Hs by technician
s (i.e., z tijs = 1), subtours never form in technician routes.

Constraints (21)-(22) ensure that the solution complies with the working
day restrictions for the technicians. According to constraints (21) and (22), if
a technician works four or fewer consecutive days, i.e. LHS is less than or equal
to 4, he/she can work either the next day or the day after the next day unless
he/she is working more than five consecutive days. If a technician works five
consecutive days, i.e. LHS is equal to 5, the technician cannot work the next
two consecutive days. Constraints (23) ensure that this restriction still holds
at the end of the planning horizon and prevents any technician from working
more than 5 days in the last 6 days.

Constraints (24) calculate the idling time, the difference between the de-
livery day and the installation day, for all requests. Since bi is defined as a
non-negative integer, these constraints also ensure that machines are installed
at least one day after the delivery for every request.

5 Hyper-heuristics Methodology of CVRP for Delivery and
Installation of Machines

In this section we describe the hyper-heuristic framework applied to this prob-
lem and discuss solution initialisation and representation and the low level
heuristics set.
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5.1 Population-based Hyper-heuristic Framework

Following the description of the selection hyper-heuristic framework in Sec-
tion 2.2, most of the previously proposed solution methodologies in selection
hyper-heuristics utilise a single solution during the search process and itera-
tively improve it, while some other methodologies adopt the idea of using a
population of solutions during the search as a whole, or during some part of
it. Our proposed framework is based on a population of solutions from which
one of them will be selected and applied to a selection hyper-heuristic at each
step in the search. We are motivated in this work to use a population of solu-
tions as we believe that this provides diversity in the search and allows better
exploration of new areas in the search space. The process starts by initialising

Algorithm 1: Algorithm of the population based hyper-heuristic

1 Let Scurrent , Snew , Sbest , Sglobal be current, new, best and global solutions respectively;
2 Let HH = [hh1, hh2, ... , hhn] be the combinations of selection hyper-heuristics;
3 Let pop = [sol1, sol2, ... , solpopsize ] be the solutions in the population;
4 Let LLH = [llh1, llh2, ... , llh|LLH|] be the set of low level heuristics;

5 pop ← InitialGeneration();
6 repeat
7 soli ← SelectRandomly(pop);
8 Scurrent ← soli ;
9 Sbest ← Scurrent ;

10 hhj ← SelectRandomly(HH);
11 repeat
12 llh← Select(hhj , LLH);
13 Snew ← ApplyLLH(llh, Scurrent) ;
14 if Accept(hhj , Snew , Scurrent) then
15 Scurrent = Snew ;

16 if Scurrent isBetterThan Sbest then
17 Sbest ← Scurrent ;

18 until TerminationCriteria;
19 if Sbest isBetterThan Sglobal then
20 Sglobal ← Sbest ;

21 soli ← Sbest ;
22 Shuffle(soli );

23 until timeLimit;
24 return Sglobal ;

a number of solutions using a generation method to create an initial pop-
ulation pop = {sol1, sol2, ... solpopsize}. A number of selection hyper-heuristics
HH = {hh1, hh2, ... hhn} combining different selection and move acceptance
methods are implemented.

A solution soli and a selection hyper-heuristic hhj are randomly selected
from pop and HH respectively, where soli will serve as Scurrent to hhj . The se-
lection hyper-heuristic hhj selects a heuristic (or sequence of heuristics) and
applies it to Scurrent to create new solution Snew , which is checked for feasibil-
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ity, and rejected if it is not feasible (i.e. violates at least one of the problem
constraints). If Snew is feasible it will be evaluated and the decision of its ac-
ceptance is made by the move acceptance component of hhj . The best found
solution Sbest is replaced by Snew if it is better. The iteration between the
selection and acceptance components continues until the termination criteria
are satisfied, that is until the global time limit is exceeded or when there is no
improvement on the best obtained solution for a certain number of iterations.

After hhj terminates, Sbest is checked against the best found global solution
Sglobal and replaces it if it is better. Afterwards, Sbest is shuffled by randomly
selecting and applying a series of low level heuristics. The number of steps to
shuffle a solution is tuned by the user, and is constant during the search. This
shuffling is necessary in order to avoid the possibility of early convergence and
to refresh the population. Next, a solution from the population and a selection
hyper-heuristic are randomly selected and the same steps mentioned above are
repeated. This iterates until the specified time for running an instance passes.
Algorithm 1 outlines our applied framework.

For this framework we have tested a total of eight selection hyper-heuristics
combining the selection methods: Simple Random (SR), Sequence-based Se-
lection Hyper-heuristic (SS), and the move acceptance methods: Record-to-
Record (RR), Näıve acceptance (Näıve), Great Deluge (GD), and Simulated
Annealing (SA).

SR is the most basic heuristic selection method. It randomly selects a low
level heuristic at each step according to a uniform probability distribution. SS
on the other hand applies sequences of heuristics to the solution, instead of
single applications. This selection method learns and identifies the sequences
of heuristics most likely to improve the current solution. More details of this
method can be found in (Kheiri and Keedwell, 2015, 2017).

The move acceptance methods applied accept non-worsening solutions, and
worsening solutions are accepted using different criteria.

In Näıve and SA, the worsening solutions are accepted with a certain prob-
ability. This probability is fixed for Näıve which is predefined by the user, while
in SA, the probability varies in time and it is calculated using the following
formula:

pt = e
− ∆f

∆F (1− tcurrent
tlimit

)
(28)

Where ∆f is the change in the cost at time tcurrent , ∆F is the expected max-
imum change in the cost, and tlimit is the time limit. GD is a threshold move
acceptance method which allows worsening solutions if their cost (objective)
value is less than or equal to a threshold value referred to as “level” (τt) which
gets updated at each time step (t) during the search. The level is initially set
to the initial cost. The update formula for the level is as follows:

τt = f + ∆F × (1− tcurrent
tlimit

) (29)

where f is the final expected cost value, ∆F is the maximum expected change
in the cost value, and tcurrent , tlimit is the time at the current step, and the time
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limit respectively. RR is a variant of GD which accepts worsening solutions
that are not much worse than the best solution in hand to an extent based on
the following formula:

obj(Snew ) ≤ obj(sbest) + fr × obj(Sbest) (30)

Where fr is a factor that is updated during the search, starting with a large
value and gradually decreasing.

5.2 Solution Representation Scheme

The described hyper-heuristic framework requires initialising a number of so-
lutions to build a population, and this is achieved using an initial generation
method. The structure of each of the initialised solutions is demonstrated by
Figure 3. Each solution is composed of two main components: truck visits, and
technician visits. The truck visits component corresponds to the schedule of
trucks during the planning horizon which can be modelled as four levels: days,
trucks dispatched on each day, tours performed by each truck, and the requests
to deliver on each tour. Similarly, the technician visits correspond to the tech-
nicians’ schedule composed of three levels: days, technicians scheduled on each
day, and visits performed by each technician. The initial generation method
randomly produces these schedules, while ensuring the final constructed solu-
tion is feasible. The main focus of the initial generation method is the feasibility
of the solution and not its quality.

The feasibility of the solution must also be maintained during the hyper-
heuristic operation. A feasibility test is implemented to ensure that the con-
straints described in Section 3 still hold after each application of low level
heuristic(s). A single violation of any of these constraints results in rejecting
the solution. This test prevents the evaluation of too many infeasible solutions
which can consume valuable search time.

5.3 Low Level Heuristics

The hyper-heuristic controls a total of twenty five low level heuristics to im-
prove the quality of a given initial solution. These low level heuristics perform
swap and insert operations for requests in truck and technician routes. Low
level heuristics are restricted, as needed, to only produce routes that respect
some of the constraints. For example, some low level heuristics perform op-
erations between different days in the planning period; in this case if the
operation involves delivery requests, the time windows of these requests must
be respected and any installations that as a consequence violate the time win-
dows constraints must be rescheduled. If it involves installation requests, the
delivery of these requests must be ensured at least the day before.

– LLH0: selects a random day, a random truck route and a random tour,
and swaps any two randomly selected requests on this tour.
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day1 day2 dayT

Truck1 Truck2

number of trucks

Tour1 Tour2

number of tours

v1 v2

number of visits

(a)

day1 day2 dayT

Tech1 Tech2

number of technicians

v1 v2

number of visits

(b)

Fig. 3: Solution representation

– LLH1: selects a random day, a random truck route, and two different
random tours, and swaps any two randomly selected requests on each tour.

– LLH2: selects a random day, two different random truck routes, two ran-
dom tours from each route, and swaps two randomly selected requests from
each tour.

– LLH3: selects two different random days, two random truck routes from
each day, and two random tours from each route, and swaps two randomly
selected requests from each tour.

– LLH4: selects a random day, a random technician scheduled on this day,
and swaps two randomly selected requests of this technician.

– LLH5: selects a random day, two different random technicians scheduled
on this day, and swaps two randomly selected requests of these technicians.

– LLH6: selects two different random days, and two random technicians,
and swaps two randomly selected requests of these technicians.

– LLH7: selects a random day, a random truck route, a random tour, and
two random positions on this tour. The request on the first position is
inserted into the second position.

– LLH8: selects a random day, a random truck route, two different random
tours on the selected route, and a random position on each tour. The
request on the first position of the first tour, is inserted into the second
position of the second tour.

– LLH9: selects a random day, two different random truck routes, a random
tour on each route, and a random position on each tour. The request on
the first position is inserted into the second position.

– LLH10: selects two different random days, a random truck route on each
day, a random tour on each route, and a random position on each tour.
The request on the first position is inserted into the second position.
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– LLH11: selects a random day, a random technician scheduled on this day,
and two random positions on the technician route. The request on the first
position is inserted into the second position.

– LLH12: selects a random day, two different random technicians, and a
random position on each technician route, and inserts the request on the
first position into the second position.

– LLH13: selects two different random days, a random technician on each
day, and a random position on each technician route. The request on the
first position is inserted into the second position.

– LLH14: selects a random day, two different random truck routes, and a
random tour on each route, and swaps the two selected tours.

– LLH15: selects two different random days, a random truck route on each
day, and a random tour on each route, and swaps the two selected tours.

– LLH16: selects a random day, two different random truck routes, and a
random position on each route. The tour on the first position is inserted
into the second position.

– LLH17: selects two different random days, a random truck route on each
day, and a random position on each route. The tour on the first position is
inserted into the second position.

– LLH18: selects a random day, two different random truck routes, and
two random positions. A block of consecutive requests starting at the first
position is swapped with another block of requests starting at the second
position. The size of the block is randomly selected.

– LLH19: selects two different random days, a random truck route on each
day, and two random positions on each route. A block of visits starting at
each of the positions are swapped with each other.

– LLH20: selects a random day and two different random technicians, and
swaps two blocks of requests for these technicians.

– LLH21: selects two random different days and two random technicians
from each day, and swaps two blocks of requests of these technicians.

– LLH22: selects a random day, and two different random truck routes.
A block of requests is moved from the first route to the second route at
randomly selected positions.

– LLH23: selects two different random days and two random truck routes.
A block of requests is moved from the first route to the second route at a
randomly selected positions.

– LLH24: selects a random day and two different random technicians, and
moves a block of requests from the first technician to the second technician.

– LLH25: selects two different random days and two random technicians,
and moves a block of requests from the first technician to the second tech-
nician.
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1 2 3 0 4 5

(a) Swap same tour

1 2 3 0 4 5

(b) Swap different tour

1 2 0 3 4

5 6 0 7 8

(c) Swap two trucks same day

1 2 3 0 4 5

(d) Insert same tour

1 2 3 0 4 5

(e) Insert different tour

1 2 0 3 4

5 6 0 7 8

(f) Insert different trucks, same day

T1 1 2 3 4 T2

(g) Swap same technician

T1 1 2 3 T2

T2 4 5 6 T2

(h) Swap two technicians same day

T1 1 2 3 4 T1

(i) Insert same technician

T1 1 2 3 T2

T2 4 5 6 T2

(j) Swap two technicians same day

1 2 0 3 4

5 6 0 7 8

(k) Swap tours same day

1 2 0 3 4

5 6 0 7 8

(l) Insert tour same day

Fig. 4: Some selected low level heuristic descriptions. Blue and red arrows rep-
resent two different tours. Dashed arrows are edges removed by the application
of the low level heuristic
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6 Experimental Results

The experiments were performed on several machines. CPLEX 12.10 and
Gurobi 9.0 together with C# and Python were used for the exact technique
and Microsoft Visual Studio 2017 C++ for the heuristic method. The exper-
iments for the heuristic method on the hidden dataset were performed on a
device with the specifications: Intel Core i5 at 2.3GHz with memory of 8GB.
On both datasets, the experiments were designed according to the competition
rules, which required nine runs per instance with nine different random seeds
also determined by the competition rules. The run time for each instance in
both datasets was also calculated according to the competition rules, where
it has been specified that each instance is run for a limited time on the user
machine calculated with the formula: Tlimit = fb × (10 + |R|), where Tlimit is
the time limit for running an instance according to the user local machine,
fb is a factor calculated by a benchmark tool provided by the competition to
estimate the equivalent time on any machine compared to the organisers core
machine, and |R| is the number of delivery requests in the instance. To tune
these parameters we have followed two approaches: a manual approach where
a series of extensive experiments were performed to fine tune the design pa-
rameters. We arrived at a combination of parameter values that resulted in a
relatively better performance across a subset of public instances. The second
approach is using the irace package (López-Ibáñez et al., 2016) to automati-
cally tune the parameters on the five instances with the highest variance in
the small dataset. irace performed a maximum of 8000 experiments and ran
for about 9 hours to find the top four configurations. The best configuration
in the top four was selected to perform another round of experiments on the
small dataset with the same experimental design (i.e. nine runs per instance
with the random seed values set by the competition rules). The parameter
settings of the hyper-heuristic using the two approaches are shown in Table 2.
The results of the small dataset reported in the next section are the ones found
using the manual tuning. For convenience, the developed approach is denoted
as POHH.

Table 2: The algorithm parameters and the chosen values

Parameter Tuning irace

Population size (popsize) 2-5 3
Limit on iterations without improvement 105 63144
Näıve acceptance probability 0.1 0.1
RR factor (fr) starting value 10 10.64
Number of iterations to shuffle solutions 10 7
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6.1 Results on the Small Dataset

Table 3 provides the results of the small instances dataset for the exact and
the hyper-heuristic method. For the exact model, the upper and lower bounds
are provided for each instance. The lower bound indicates that an optimal
solution was not found for a particular instance. The results of the hyper-
heuristic experiments are reported in terms of the minimum and maximum
objective values achieved in the nine runs, the average of the nine runs and
the standard deviation. The time in seconds is the time that was required to
find the reported results by the exact model, and the time limit for each run
of POHH. The time was normalised to its equivalent in the standard machine
using the calibration tool provided by the competition. We also note that the
execution time of the exact model on any instance was limited to up to 30
minutes.

From Table 3 we can directly compare the performances of the two models
in terms of finding optimal solutions and the time required to find them. The
exact model was able to find optimal solutions for 12 instances out of the 25
with CPLEX and Gurobi, and no feasible solution with CPLEX or Gurobi
was found for the instance Small 09. For the rest of the instances the same
upper bounds were found by CPLEX and Gurobi, while we notice that for
some instances Gurobi was able to find better lower bounds. Comparing the
results of the exact model to the minimum value in the nine runs, POHH
was able to find the optimal solutions in all twelve instances where the exact
model found optimal solutions. In the other cases where no optimal solution
was proved by the exact model, the POHH algorithm either found the same
upper bound or, in the case of seven of the instances, a better upper bound
was discovered. Also, a feasible solution for Small 09 was found by POHH.
Although the POHH was able to find the same value for the upper bound as
Gurobi and CPLEX in many instances, we cannot yet argue that this upper
bound is the optimal solution to these instances. In terms of run time, POHH
achieved improved run times in most of the cases. The exact model in many
instances required more than 3000 seconds to find a solution, while POHH
required less than 30 seconds on the same instances.

We also compared the results on the small dataset using the manually
tuned parameters with the best configuration found by the irace package. The
results of the two approaches were very similar using the minimum value in
the nine runs as comparison base. Both found the same minimum in all the
instances, except for Small 18, in which the irace configuration found a new
best result of “479,817,740”, and Small 23, in which the manual configuration
was better.

6.2 Results on the Hidden Dataset

As mentioned previously, the hidden dataset was used to assess the competi-
tors’ algorithms in the restricted resources challenge, and according to the
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results of this challenge, eight teams were selected as finalists. We have fol-
lowed the same competition rules as the other finalists team, with this set of
experiments to fairly compare and justify our results.

Table 4 summarises the results of the top six teams, including our hyper-
heuristic approach, for each instance ranked based on their best found solution
from best to worst. For each instance, the results are reported for the best six
teams out of nine using the average of the nine runs and the minimum objective
value.

Considering the minimum and average objective values obtained over nine
runs for each hidden instance, POHH is relatively competitive between the fi-
nalists. The POHH achieved a position in the top six in 15 instances out of 25.
For 11 out of 25 instances, including: Hidden 02, Hidden 07, Hidden 09, Hid-
den 11, Hidden 13, Hidden 16, Hidden 17, Hidden 19, Hidden 21, Hidden 22,
Hidden 25, POHH performs better than at least half of the finalist approaches
in terms of average objective value. Except the instances Hidden 13 and Hid-
den 17, the same phenomena is observed with those instances with respect to
the minimum objective values. The best achieved results are found on instances
Hidden 07, Hidden 11, Hidden 16, and Hidden 21, where POHH is ranked the
fourth based on both the average and the minimum objective values. These
instances are all of different sizes: 150, 450, 600, and 750 requests, reflecting
the ability of POHH to perform well on instances with varying characteristics
and complexities.

We have also ranked our approach amongst the eight finalists using the
same method used in the competition. A ranking score is calculated per in-
stance for each submitted solver by removing the two best and worst solutions
found by this solver. We then take the average objective value of these five
solutions as score for the algorithm, and rank all methods accordingly. The
average of all ranking scores for the instances represents the final mean rank
of the solver, which was used to order the competitors from the first to the
last. Figure 5 displays the ranking of the POHH algorithm among the eights
finalists based on this method. It is clearly seen that our method was able to
produce results competitive with the finalists by achieving a better final mean
rank than three teams, and an insignificant difference from the ranks of the
third, fourth, and fifth teams.

Although the proposed algorithm did not succeed in improving any current
best known solutions on hidden instances, it performed well (see Section 6.1)
on small instances with few requests, and the results on the hidden instances
are considered reasonably good.

6.3 Performance Analysis of POHH

Figure 6 visualises the six sample instances, including Small 01, 03, 06 and
Hidden 01, 03, 06 that we used for the analysis purposes, reflecting the varying
characteristics of each instance. These instances were arbitrarily chosen to
represent varying sizes. The visualisation was obtained with the tools provided
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Fig. 5: Mean ranks of the finalists teams and the POHH algorithm computed
according to the competition rules

by the challenge organisers (ORTEC and VeRoLog, 2019). The large light blue
circle indicates the depot, and this may or may not have technicians on the
premises at any given time. Yellow locations, indicated by medium circles,
have technicians, and they may or may not have requests. Green locations
have requests, but no technicians. The large diameter is used when a location
(of any colour) is open, and the small diameter indicates that a location is not
open for delivery. The depot (blue) is open throughout the planning horizon,
and each request location is open on the days specified. The figure shows only
the beginning of day 1 for each instance. Figure 6 also shows semi-transparent
green circles centred on the locations with technicians. The radius of these
circles is equal to the half of the maximum daily distance of the corresponding
technician. Because these circles are semitransparent, overlap leads to colour
intensification, making visually clear which customer locations are within reach
of few or many technicians. One may notice from the clustering, for example,
as for Hidden 06, that the locations are making the shape of the Netherlands.
This implies that these are indeed based on real-world data offered by ORTEC.

Although Figure 6 gives a rough picture of those instances (e.g. some in-
stances are more limiting in terms of number and action radius of technicians),
we must emphasise that it does not describe a given problem instance fully.
For example, the importance of violating a given constraint is not depicted
and, as we mentioned before, penalties for violating the different constraints
can differ substantially as a part of the cost function. Table 1 is particularly
useful in this case.

The pie charts in Figure 7 depict the utilisation rates of the different selec-
tion hyper-heuristics applied in our framework. The utilisation is calculated
in terms of the ratio between the number of times a selection hyper-heuristic
was successful in finding an improved solution over the best global solution to
the total number of improvements made by all the selection hyper-heuristics
in the duration of run time.
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Fig. 6: Visualisation of sample instances

There are particular selection hyper-heuristic methods that clearly per-
formed better than the rest in making improvements to the solutions during the
search process. The incorporation of the RR-based selection hyper-heuristics in
the POHH appears to play a key role of solving the problem in a relatively ef-
fective manner, in particular SS-RR which performed equally well in the small
and hidden datasets. SR-GD was very successful in the larger size instances,
where 50% of the improvement rate was achieved by SR-GD in Hidden 06 that
has 900 requests. The least successful selection hyper-heuristics are the ones
combined with the simulated annealing acceptance. The utilisation of SR-SA
was down to 0% in all instances, except for an insignificant improvement rate
of 5% in Small 03. Also, SS-SA did make much contribution in terms of im-
provement for the hidden set. The näıve acceptance is more successful for the
small instances than the larger ones, but only when it is combined with the
sequence based selection method.
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There seems to be a variation in the performance between the selection
hyper-heuristics in instances with different complexities, and we cannot gener-
alise that a certain combination of a selection and a move acceptance methods
would be successful in every instance in this problem. An interesting idea
would be to embed a high-level intelligent control mechanism that can ob-
serve these variations, and apply the components of selection hyper-heuristics
accordingly during the search time, similar to the online selection methods.
The random selection criteria that we apply currently in our framework was
able to find ‘reasonable’ results as reported, and we expect that the suggested
improvements in the selection mechanism could yield even better results.

6.3.1 Performance Comparison to the Constituent Hyper-heuristics

Another round of experiments have been conducted by applying the eight se-
lection hyper-heuristics employed in our framework independently on the in-
stances displayed in Figure 6. Each selection hyper-heuristic was run for nine
times using the same rules to calculate the run time of an instance described
in this section. The results are displayed in Table 5 using the best and aver-
age objective values from the nine runs, along with the associated standard
deviation. The MannWhitneyWilcoxon test is performed with a 95% confi-
dence level in order to compare pairwise performance variations of two given
algorithms statistically. The following notations are used: (i) ‘+’ denotes that
our algorithm (POHH) is better and this performance variance is statistically
significant, (ii) ‘-’ denotes that the performance of POHH is worse and this
performance variance is statistically significant, (iii) ‘=’ indicates that there
is no statistical significant between the two methods.

The POHH algorithm performed statistically better than each of the con-
stituent hyper-heuristic for all instances, except Hidden 03, where the two
methods SR-RR and SS-RR found slightly better averages and performed sta-
tistically better. Other than those two cases, the POHH algorithm found the
best averages and minimum values in all instances, performing exceptionally
better in particular on the largest instance of Hidden 06. This provides evi-
dence for the success of two proposals: 1) utilising multiple solutions allows
better exploration and more possibilities for further improvement in new ar-
eas of the search space, instead of focusing on a single solution; 2) applying a
sequence of selection hyper-heuristics to a solution might be useful in utilising
the varying performances of these selection hyper-heuristics. This can lead the
search to different directions that can yield further improvement.

Overall, POHH creates a synergy among the eight selection hyper-heuristics
resulting in an improved performance for almost all instances. Although POHH
does not utilise learning, various learning mechanisms embedded into each one
of the low level selection hyper-heuristics potentially contributes to the overall
success of the proposed approach when compared to the performance of each
constituent selection hyper-heuristic.
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ä
ıv

e
=

3
6
0
1
6
0
2
0

0
3
6
0
1
6
0
2
0

+
3
2
0
8
6
4
8
0

4
6
2

3
2
0
8
5
9
0
0

+
1
8
3
0
2
9

1
0
5
6

1
8
2
1
6
1

H
id

d
en

0
1

H
id

d
en

0
3

H
id

d
en

0
6

M
et

h
o
d

v
s

A
v
g

S
td

M
in

v
s

A
v
g

S
td

M
in

v
s

A
v
g

S
td

M
in

P
O

H
H

=
6
8
6
8
3
3
3
9

2
9
0
5
4
5
6
8
1
5
1
2
6
5

=
1
4
1
0
4
1
1
7
9
8

5
3
5
3
6
5
9

1
3
9
9
4
1
8
8
9
0

=
3
4
1
5
7
2
6
4

1
0
6
6
6
6
3
4
0
0
8
7
0
5

S
S

-R
R

+
6
9
1
9
7
0
5
5

3
1
1
2
7
3

6
8
9
1
7
6
1
5

-
1
3
8
9
6
1
7
0
0
7

3
4
6
7
5
3
9

1
3
8
1
4
3
1
1
8
5

+
3
6
4
0
9
4
7
7

7
5
9
4
1

3
6
3
1
3
4
2
0

S
S

-G
D

+
8
5
7
8
2
6
9
6

7
7
8
8
9
2

8
4
2
1
8
8
6
5

+
1
8
1
5
3
3
9
9
1
2

1
3
7
8
3
4
7
3

1
7
9
1
0
2
6
6
5
0

+
4
1
7
4
2
6
5
0

2
5
1
4
3
5

4
1
2
3
5
1
5
5

S
S

-S
A

+
8
6
5
5
4
4
6
7

6
5
7
4
4
0

8
5
3
3
3
2
5
0

+
1
8
0
2
3
1
0
9
4
6

1
8
4
1
7
5
7
6

1
7
7
3
2
6
4
2
8
0

+
4
2
0
0
3
4
3
4

1
5
8
8
7
5

4
1
6
9
7
7
8
5

S
S

-N
ä
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Fig. 7: Average utilisation rate

7 Conclusion

In this study, we tackled a complex VRP problem which was the subject of the
fourth edition of the VeRoLog solver challenge (2019). The challenge consisted
of a novel VRP problem comprising two interdependent stages: a Capacitated
VRP Problem with Time Windows (CVRPTW) for delivering various equip-
ment to customers on their requests, and a Service Technician Routing and
Scheduling Problem (STRSP) for the installation of the delivered equipment.
We propose two approaches, and apply them to the set of instances supplied
by the competition organisers, and also to another small set of generated test
instances. The first approach is an exact mathematical approach, which is the
first attempt to implement an exact model for such version of VRP prob-
lem. We show that even with small sized instances, the method requires large
amounts of computing time to solve the problem. Moreover we prove that the
exact model cannot solve instances of large sizes. In light of this, and due
to the large number of constraints and the wide range of differing instances
which make it difficult to create problem-specific algorithms, we proposed
a problem-independent population-based hyper-heuristic algorithm (POHH).
The algorithm maintains a number of solutions during the search, and a se-
quence of constituent selection hyper-heuristics together with a large set of low
level heuristics which are applied to one solution at a time. The constituent
hyper-heuristics have been proven to tackle a wide range of problem domains
(Bilgin et al., 2006; Wilson et al., 2018; Kheiri et al., 2015). Our analysis shows
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the efficiency of the proposed hyper-heuristic algorithm compared to the re-
sults of the exact model, insofar as optimal solutions where found in shorter
computational times. The hyper-heuristic results also compared well to the
results of the eight finalists of the competition. The approach also performed
better than the constituent hyper-heuristics performed on their own, for most
of the instances. There is scope for further research into several aspects of
POHH. One example is how to decide on which hyper-heuristic strategies to
include into our population-based algorithm. Additionally, the algorithm does
not have the ability to learn from history which strategy performs well. Thus,
it may be beneficial to exclude certain strategies altogether to speed-up the
algorithm.
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