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Abstract 

In the literature, the multiplicative neuron model artificial neural networks are trained by gradient-based or some artificial 

intelligence optimization algorithms. It is well known that the hybrid algorithms give successful results than classical 

algorithms in the literature and the use of hybrid systems increase day by day. From this point of view, different from other 

studies contribute to multiplicative neuron model artificial neural networks, the properties of an artificial intelligence 

optimization technique, artificial bat algorithm, and a gradient-based algorithm, backpropagation learning algorithm, is used 

together firstly by using the proposed method in this study. Thus, both a derivative and a heuristic algorithm were used together 

firstly for multiplicative neuron model artificial neural networks. The proposed method is applied to three well-known different 

real-world time series data. The performance of the proposed method is both compared with gradient-based optimization 

algorithms, some artificial optimization algorithms used for the training of artificial neural networks and some popular analyze 

methods. The analysis results show that the proposed hybrid method has superior performance than other methods. 

 

Keywords Artificial Bat Algorithm; Back Propagation Algorithm; Hybrid Algorithm; Multiplicative Neuron Model; Artificial 

Neural Networks; Forecasting 

 

1. Introduction 

 

Forecasting is a very important concept that is constantly 

involved in life. Both people and organizations discoursed on 

it. Many institutions, companies, etc. need have to foresee to 

realize future plans. For this reason, accurate and reliable 

forecasting has great importance. It is known from forecasting 

literature; several methods have been developed to improve 

forecasting performance. With the acceleration of computers, 

there is a growing interest in artificial intelligence methods 

instead of classical methods. One of the artificial intelligence 

methods is artificial neural networks (ANN) which are 

frequently used in recent years in many areas. ANN is 

inspired by biological neural systems. It consists of many 

units and each unit is denoted as artificial neurons. The units 

are divided into three layers as the input layer, one or more 

hidden layers and the output layer. ANN is often used because 

of the lack of assumptions and ease of use, unlike classical 

methods such as time series methods. It can be said that the 

most important feature of ANN is its learning ability from an 

information source. Providing the learning process in 

artificial neural networks is to determine the most appropriate 

values of weights. This process is called the training of ANN. 

In many fields of forecasting, different artificial intelligence 

techniues except ANN such as support vector machine, 

genetic programming, long short trem memory (LSTM) and 

etc. are also used both together with ANN and alone. Liu et 

al. (2018) proposed a novel forecasting model based on 
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improved wavelet transform, informative feature selection, 

and hybrid support vector machine for wind power 

forecasting. Zhao et al.(2019) used LSTM for prediction of 

radar sea. Ding et al. (2020) used genetic programming for 

forecasting stock market. But when it is required to make 

predictions about time series, the most used method is multi-

layer perceptron artificial neural network (MLP-ANN) in 

time series forecasting literature.  

Besides MLP-ANN, many artificial neural network 

models exist in the literature. In these models, multiplicative 

neuron model artificial neural networks (MNM-ANN) 

proposed by Yadav et al. (2007) is frequently used in recent 

years due to the fact that it does not need the number of hidden 

layer units which makes it difficult to use the feed-forward 

artificial neural networks which are frequently used. In the 

training of MNM-ANN, Yadav et al. (2007) used the 

backpropagation learning algorithm, Zhao and Yang (2009) 

used particle swarm optimization (PSO), Cui et al. (2015) 

used improved glow-worm swarm optimization algorithm, 

Bas (2016) used differential evolution algorithm (DEA) and 

Bas et al. (2016) used artificial bat algorithm (ABA). Besides, 

these studies there are many studies used MNM-ANN for 

different purposes. Aladag et al. (2012) proposed a new 

seasonal fuzzy time series method based on the multiplicative 

neuron model and seasonal autoregressive integrated moving 

average (SARIMA). Attia et al. (2012) proposed a 

generalized mean single multiplicative neuron model. 

Chatterjee et al. (2013) used MNM-ANN for software 

reliability prediction. Aladag (2013) used MNM-ANN to 

establish fuzzy logic relationships. Cagcag Yolcu (2013) 

proposed a hybrid fuzzy time series approach based on fuzzy 

clustering and artificial neural network with a single 

multiplicative neuron model. Aladag et al. (2013) proposed a 

new multiplicative seasonal neural network model based on 

PSO. Velásquez et al. (2014) proposed a forecast combining 

using a generalized single multiplicative neuron. Wu et al. 

(2015) used MNM-ANN for hourly wind speed prediction. 

Samanta (2015) proposed a single multiplicative neuron 

model as an alternative to the multi-layer perceptron neural 

network. Egrioglu et al. (2015) proposed recurrent 

multiplicative neuron model artificial neural network for non-

linear time series forecasting. Gundogdu et al. (2016) 

proposed a multiplicative neuron model artificial neural 

network based on Gaussian activation function.  Bas et al. 

(2016) proposed a robust learning algorithm for MNM-ANN. 

Yolcu et al. (2017) used an ensemble of single multiplicative 

neuron models for probabilistic prediction. Cagcag Yolcu et 

al. (2018) proposed a single multiplicative neuron model 

artificial neural network with the autoregressive coefficient 

for time series modelling. 

In this study, different from other studies, the properties of 

an artificial intelligence optimization technique, ABA, and a 

gradient-based algorithm, backpropagation (BP) learning 

algorithm, is used together by using the proposed method 

firstly. The proposed method uses ABA and BP algorithms 

respectively instead of their use alone in the training process 

of MNM-ANN. The proposed method is applied to three well-

known different real-world time series data. The performance 

of the proposed method is both compared with gradient-based 

optimization algorithms and some artificial optimization 

algorithms used for the training of artificial neural networks.  

The rest of the paper is organized as follows. In Section 2 

we present a brief introduction of MNM-ANN. Section 3 

introduces the BP algorithm. Section 4 introduces ABA. Our 

proposed learning algorithm is described in Section 5. Section 

6 compares the results of our algorithm with other methods. 

Finally, we end the paper with conclusions in Section 7. 

 

2. Multiplicative neuron model artificial neural networks 

 

General ANN can recognize hidden pattern or relationship in 

historical observations and use them to predict the future 

values, but the development of general ANNs has many 

difficulties such as the selection of inputs to the network, the 

selection of network structure and the calculation of model 

parameters. (Du and Zhang 2008) Recently, MNM-ANN was 

proposed by Yadav et al. (2007) as an alternative to general 

ANN models. MNM-ANN does not have the selection of 

hidden layer units’ problem and it is easier to use than other 

neural networks with this property. Besides, it is 

acknowledged that the MNM-ANN model can provide 

efficient solutions in many problems especially the problems 

on forecasting. The diagram of MNM-ANN is given in Fig. 

1. 

 

 



   
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 The diagram of MNM-ANN. 

 

 

In Fig. 1, 𝑤1, 𝑏1 and 𝑥1 are the weight, the bias and the 

input value of the MNM-ANN, respectively. The 

multiplication node z is transformed into the output function 

y with the logsig function. 

 

3. Backpropagation algorithm 

BP algorithm is a gradient-based learning algorithm. The 

variation of weights in the BP algorithm is obtained from 

partial derivatives of the error by weights. Therefore, the 

derivatives of the activation function used in MNM-ANN 

model must be readily obtainable. Yadav et al. (2007) derived 

the formulas necessary for the updated weights and biases 

when the logistic activation function is used.  

 

The function to be minimized in Yadav et al. (2007) is given 

in Equation 1.  

 

                                                                                            (1) 

 

Here iy  is the target value for the learning sample. The  

 

 

weights and biases are changed according to the formulas in 

(2) and (3).  

 

 

 

iii www                                                                    (2) 

 

 

iii bbb                   (3) 

In these Equations, 𝜂 is the learning parameter and  

 

 

4. Artificial bat algorithm 

ABA is an optimization algorithm proposed by Yang (2010). 

ABA is inspired by the direction and distance detection 

behaviour of an object by making use of the echoing of the 

sounds of the bats' so-called echolocation. Bats use 

echolocation to determine the locations of their prey 

communicate with each other and detect all kinds of objects 
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even in completely dark environments moving without hitting 

them. All bats detect the location of the prey by echolocation.  

Yang (2010) developed the bat algorithm with the following 

three rules: 

 All bats use echolocation to sense distance, and they 

also “know” the difference between food/prey and 

background barriers in some magical way.  

 Bats fly randomly with velocity 𝑣𝑖 at position 𝑥1with 

a fixed frequency in the range 𝑓𝑚𝑎𝑥to 𝑓𝑚𝑖𝑛, varying 

wavelength λ and loudness 𝐴0 to search for prey. They can 

automatically adjust the wavelength (or frequency) of their 

emitted pulses and adjust the rate of pulse emission, r ∈ [0, 1].  

 Although the loudness can vary in many ways, we 

assume that the loudness varies from a large (positive) 𝐴0 to 

a minimum constant value 𝐴𝑚𝑖𝑛. (Yang 2013) 

It is assumed that their loudness varies from a large (positive) 

𝐴0to a minimum constant value  𝐴𝑚𝑖𝑛. New solutions are 

generated by adjusting frequencies, loudness, and pulse 

emission rates of the bats, whether the proposed solution is 

accepted depends on the quality of the solutions controlled or 

characterized by loudness and pulse rate.  

 

5.  Proposed method 

Although there are many optimization algorithms for the 

training of MNM-ANN there is no hybrid algorithm for 

MNM-ANN. The idea of the proposed method is based on 

using a gradient-based algorithm and an artificial intelligence 

optimization algorithm, at the same time to increase the 

forecasting performance. The ABA algorithm is less likely to 

fall into the local minima trap according to the BP algorithm. 

Although the ABA algorithm succeeds in achieving global 

optimum, it can be difficult to approximate the minimum 

point sufficiently because it does not use derivative 

information. If the best result of the ABA algorithm is given 

as the initial value for the BP algorithm, it may be possible to 

converge to the minimum point so that the gradient becomes 

zero. For this purpose, a hybrid learning algorithm based on 

ABA and BP algorithms for MNM-ANN called BAT-BP-

MNM-ANN is proposed firstly in this study.  

The algorithm of the proposed method is given steps by steps 

as below. 

Algorithm 

Step 1. Determine the parameters of ABA.  

The initial values of 𝐴0ሺ0ሻ = 0.8,𝑟0ሺ0ሻ = 0.05 𝜆 = 0.9, 𝛾 =

0.9, 𝑓𝑚𝑖𝑛 = 0 and 𝑓𝑚𝑎𝑥 = 2 are determined and generate the 

positions (𝑥𝑖𝑗) and velocities (𝑣𝑖𝑗)  of bats a bat population 

from 𝑈ሺ0,1ሻ distribution. The structure of a bat is given in 

Fig. 2. 
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Fig. 2 The structure of a bat. 

 

Step 2. Calculate the fitness function value for each bat. 

For this aim, firstly, the net values of each bat are calculated 

by Equation 4. Then, these net values are used for the 

calculation of output of the network (�̂�) given in Equation 5. 

Root Mean Square Error (RMSE) criterion given in Equation 

6 is used as the fitness function value. 

 

𝑛𝑒𝑡𝑡 = ∏ 𝑤𝑗𝑦𝑡−𝑗 + 𝑏𝑗
𝑚
𝑗=1    , 𝑡 = 1, … , 𝑛                             (4) 

�̂�𝑡 =
1

1+exp ሺ−𝑛𝑒𝑡𝑡ሻ
  , 𝑡 = 1,2, … , 𝑛                                        (5) 

𝑅𝑀𝑆𝐸 = √
∑ ሺ𝑦𝑡−�̂�𝑡ሻ2𝑛

𝑡=1

𝑛
                                       (6) 

 

Step 3. Update the velocities and positions of bats by using 

Steps 3.1 to 3.3. 

 

Step 3.1. Generate 𝑓𝑖 from 𝑈ሺ𝑓𝑚𝑖𝑛 , 𝑓𝑚𝑎𝑥ሻ distribution. 

 

Step 3.2. Calculate velocities and positions of each bat by 

using Equations 7 and 8. 𝑓𝑖 from 𝑈ሺ𝑓𝑚𝑖𝑛 , 𝑓𝑚𝑎𝑥ሻ distribution. 

 

𝑣𝑖𝑗
𝑡+1 = 𝑣𝑖𝑗

𝑡 + (𝑥𝑖𝑗
𝑡 − 𝑥𝑏𝑒𝑠𝑡) ∗ 𝑓𝑖                                         (7) 

 

𝑥𝑖𝑗
𝑡+1 = 𝑥𝑖𝑗

𝑡 + 𝑣𝑖𝑗
𝑡+1                                                               (8) 

 

Step 3.3. Generate 𝑢1and 𝑢2 from 𝑈ሺ0,1ሻ. 

If 𝑢1 < 𝑟ሺ𝑡ሻ, the positions of bats are updated by using 

Equation 9. 
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𝑥𝑖𝑗
𝑡+1 = 𝑥𝑖𝑗

𝑡+1 + 𝜙 + 𝑚𝑒𝑎𝑛ሺ𝐴0ሻ                                           (9) 

 

In Equation 9, 𝜙 is a random number generated from 

𝑈ሺ−1,1ሻ. 

If A0ሺtሻ > u2 && fnew < fold;( fnew: new fitness value of the 

bat,  fold; the previous fitness value of the bat ) the rate of 

pulse emission and loudness is calculated by Equations 10 

and 11. 

 

𝑟ሺ𝑡 + 1ሻ = 𝑟ሺ𝑡ሻ ∗ ሺ1 − 𝑒−𝑥ሻ                                            (10) 

 

𝐴0ሺ𝑡 + 1ሻ =  𝜆 ∗ 𝐴0ሺ𝑡ሻ                                                     (11) 

 

𝑥𝑏𝑒𝑠𝑡 is updated. Otherwise 𝑥𝑖𝑗
𝑡+1 = 𝑥𝑖𝑗

𝑡   

Step 4. Check the stopping criteria. If it is reached to the 

maximum number of iterations or the fitness value calculated 

from the bat population with the best fitness value the process 

is ended. 

Step 5. The solution of the ABA algorithm which has the best 

fitness value is taken as initial values for the BP algorithm. 

Step 6. The weights and biases of the network are updated by 

using Equations 2 and 3. 

Step 7. Calculate E value according to Equation 1.  

If E < ɛ the algorithm is stopped. ɛ is error tolerance taken as 

10−2.Otherwise go to Step 6.   

Besides, the flowchart of the proposed method is given in Fig. 

3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Flowchart for the proposed method 
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6. Applications 

The performance of BAT-BP-MNM-ANN was evaluated by 

three real life time series data. The first time-series data is 

Australian Beer Consumption “(AUST)" data with 148 

observations between years 1956 and 1994, “the second one” 

is Turkey Electricity Consumption (TEC) data observed 

monthly between the first month of 2002 and last month of 

2013 and the “last one” is Taiwan Future Exchange (TAIFEX) 

data with observations between 03.08.1998 and 30.09.1998. 

The performance of the proposed method was evaluated with 

several methods suggested in the literature. For this purpose, 

RMSE and Mean Absolute Percentage Error (MAPE) criteria 

given in Equation 12 were used to compare the methods. 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑦𝑡−�̂�𝑡

𝑦𝑡
|𝑛

𝑡=1                                      (12) 

In this Equation, 𝑛, 𝑦𝑡  and �̂�𝑡 show the number of 

training samples, observed values and the forecasting values. 

 

6.1. Analysis with Australian Beer Consumption Data  

 

The proposed method was first applied to AUST time series 

data which is shown in Fig. 4. The last 16 observations of the 

time series were taken as test data.  

 

Fig. 4 AUST data between the years of 1956-1994. 

 

In the analysis of AUST data, the model order, in other 

words, the number of inputs of BAT-BP-MNM-ANN was 

tried like 4 and 8, the number of bats in a population was tried 

as 30 to 100 with the increment 10. BAT-BP-MNM-ANN is 

run 100 times. The best solution was obtained where the 

model order is 4 and the number of bats is 30. 

AUST data was analyzed by Multi-layer feed-forward 

neural network (ML-FF-ANN), Multilayer neural network 

based on particle swarm optimization (ML-PSO-ANN), 

MNM-ANN based on BP (BP-MNM-ANN), MNM-ANN 

based on PSO (PSO-MNM-ANN), MNM-ANN based on 

DEA  (DEA-MNM-ANN) proposed by Bas (2016), Radial 

basis artificial neural network (RB-ANN), Elman ANN (E-

ANN), ARMA type Pi-Sigma ANN (ARMATPS-ANN) 

proposed by Akdeniz et al. (2018), Linear and Nonlinear 

ANN (L&NL-ANN) proposed by Yolcu et al. (2013), 

multiplicative neuron model based fuzzy time series method 

(MNM-FTS) proposed by Aladag (2013), multiplicative 

seasonal ANN (MS-ANN) proposed by Aladag et al. (2013), 

Pi-Sigma ANN (PS-ANN), recurrent multiplicative neuron 

model ANN (RMNM-ANN) proposed by Egrioglu et al. 

(2015), multiplicative neuron model with autoregressive 

coefficient (AC-S-MNM) proposed by Cagcag Yolcu et al. 

(2018) robust learning algorithm for MNM-ANN (R-MNM-

ANN) proposed by Bas et al. (2016), MNM-ANN based on 

ABA (ABA-MNM-ANN) proposed by Bas et al. (2016), 

multilayer feed forward network based on trimmed mean 

neuron model (TMNM-MFF) proposed by Yolcu et al. 

(2015), Type 1 Fuzzy function (T1FF) proposed by Turksen 

(2008) and proposed BAT-BP-MNM-ANN method.  

In addition, RMSE and MAPE criteria values for AUST test 

data obtained from the proposed BAT-BP-MNM-ANN 

method and other methods in the literature were given in 

Table 1.   

 

Table 1 The RMSE and MAPE values obtained from all 

methods for AUST test data 

 
Methods RMSE MAPE 

BP-MNM-ANN 74.2551 0.0983 

ML-PSO-ANN 44.7780 0.0856 

RB-ANN 41.7000 0.0686 

MNM-FTS  

Aladag (2013) 
29.1381 0.0532 

PSO-MNM-ANN 26.7831 0.0489 

ML-FF-ANN 24.1052 0.0476 

E-ANN 22.6581 0.0436 

MS-ANN  

Aladag et al.  (2013) 
22.1700 0.0394 

TMNM-MFF 

Yolcu et al.  (2015) 
21.0623 0.0399 

PS-ANN 20.0886 0.0352 

DEA-MNM-ANN  

Bas (2016) 
19.7819 0.0372 

L&NL-ANN  

Yolcu et al.  (2013) 
18.7888 0.0357 

RMNM-ANN  

Egrioglu et al.  (2015) 
17.8573 0.0329 
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R-MNM-ANN  

Bas et al.  (2016) 
17.7761 0.0297 

ABA-MNM-ANN 

Bas et al.  (2016) 
17.7054 0.0323 

T1FF  

Turksen (2008) 
17.3926 0.0345 

AC-S-MNM  

Cagcag Yolcu et al.  

(2018) 

17.2930 0.0309 

ARMATPS-ANN 

Akdeniz et al.  (2018) 
15.7100 0.0282 

BAT-BP-MNM-ANN 14.3878 0.0248 

 

It is clearly seen in Table 1; the proposed method has the best 

performance among all methods in terms of both RMSE and 

MAPE criteria. Besides, Table 1 shows that the use of the 

hybrid BAT-BP-MNM-ANN algorithm uses ABA and BP 

algorithms increase the forecasting performance than when 

these algorithms are used alone. 

Moreover, the graph of the real observations and the forecasts 

obtained from the proposed method for AUST test data was 

given in Fig. 5.  

 

 

Fig. 5 The graph of real observations and forecasts obtained 

from the proposed method for AUST test data. 

 

According to this Fig. 5, the forecasts obtained from the 

proposed approach are very accurate. 

 

6.2. TEC Data  

In the second case, the proposed method was applied to TEC 

time series data which is shown in Fig. 6. The last 12 

observations of the time series were taken as test data. In the 

analysis of TEC data, the model order of BAT-BP-MNM-

ANN was tried as 5 to 15, the number of bats in a population 

was tried as 30 to 100 with the increment 10. BAT-BP-MNM-

ANN is run 100 times. The best solution was obtained where 

the model order is 13 and the number of bats is 100. 

Fig. 

6 TEC data between the years of 2002-2013. 

 

Besides proposed BAT-BP-MNM-ANN method, TEC data 

was analyzed by BP-MNM-ANN, MLP-ANN, ABA-MNM-

ANN proposed by Bas et al. (2016), SARIMA, ML-PSO- 

ANN, L&NL-ANN proposed by Yolcu et al. (2013), MNM-

ANN, Egrioglu et al. (2017), PS-ANN-PSO, T1FF proposed 

by Turksen (2008), PSO-MNM-ANN and ARMATPS-ANN 

proposed by Akdeniz et al. (2018) methods. 

RMSE and MAPE criteria values for TEC test data obtained 

from the proposed BAT-BP-MNM-ANN method and other 

methods in the literature were given in Table 2.   

 

Table 2 The RMSE and MAPE values obtained from all 

methods for TEC test data 

 

Methods RMSE MAPE 

BP-MNM-ANN 4243944603 19.54% 

MLP-ANN 1065900000 3.98% 

ABA-MNM-ANN  

Bas et al. (2016) 
924149635 3.73% 

SARIMA 

(0,1,1)(0,1,1)12 
917320000 3.88% 

ML-PSO-ANN 915190000 3.39% 

L&NL-ANN  

Yolcu et al. (2013) 
820980000 2.54% 

MNM-ANN 813260000 3.01% 

Egrioglu et al. (2017) 810300852 2.47% 

PS-ANN-PSO 697763268 2.81% 

T1FF  

Turksen (2008) 
687192130 2.36% 

PSO-MNM-ANN 672790000 2.89% 

ARMATPS-ANN  

Akdeniz et al. (2018) 651383248 2.22% 

BAT-BP-MNM-ANN 573266515 2.35% 
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It is clearly seen in Table 2; the proposed method has the best 

performance among all methods in terms of RMSE criteria 

and the second-best in terms of MAPE criteria. In Table 2, 

although BP-MNM-ANN is the worst method and ABA-

MNM-ANN is the third-worst method, BAT-BP-MNM-ANN 

is the best method among all methods for TEC data. This is 

proof that the hybrid algorithm gives successful results than 

when these algorithms are used alone. 

Moreover, the graph of the real observations and the forecasts 

obtained from the proposed method for TEC test data was 

given in Fig. 7.  

 

 

Fig. 7 The graph of real observations and forecasts obtained 

from the proposed method for TEC test data. 

 

6.3. TAIFEX Data  

Finally, the proposed method was applied to TAIFEX time 

series data which is shown in Fig. 8. The last 16 observations 

of the time series were taken as test data.  

 

Fig. 8 The graph of TAIFEX data 

 

In the analysis of TAIFEX data, the model order of BAT-

BP-MNM-ANN was tried as 2 to 6, the number of bats in a 

population was tried as 30 to 100 with the increment 10. BAT-

BP-MNM-ANN is run 100 times. The best solution was 

obtained where the model order is 6 and the number of bats is 

30. Besides proposed BAT-BP-MNM-ANN method, TAIFEX 

data was analyzed by BP-MNM-ANN, PS-ANN-PSO, Lee et 

al. (2007), R-MNM-ANN proposed by Bas et al. (2016), Lee 

et al. (2008), PSO-MNM-ANN, MNM-FTS proposed by 

Aladag (2013), Hsu et al. (2010), ABA-MNM-ANN proposed 

by Bas et al. (2016), DEA-MNM-ANN proposed by Bas 

(2016), Aladag et al. (2009) and Bas et al. (2014) methods. 

RMSE and MAPE criteria values for TAIFEX test data 

obtained from the proposed BAT-BP-MNM-ANN method 

and other methods in the literature were given in Table 3.   

 

Table 3 The RMSE and MAPE values obtained from all 

methods for TAIFEX test data 

 

Methods RMSE MAPE 

BP-MNM-ANN 108.1627 1.17% 

Lee et al. (2008) 102.9600 1.14% 

PS-ANN-PSO 94.1439 1.01% 

Lee et al. (2007) 93.4900 1.09% 

R-MNM-ANN  

Bas et al. (2016) 
89.9655 0.90% 

PSO-MNM-ANN 88.5839 0.87% 

Aladag et al. (2009) 83.5800 0.96% 

Hsu et al. (2010) 80.0200 0.87% 

ABA-MNM-ANN 

Bas et al. (2016) 
79.8623 0.95% 

DEA-MNM-ANN  

Bas (2016) 
79.2514 0.95% 

MNM-FTS 

Aladag (2013) 
72.5500 0.82% 

Bas et al. (2014) 70.4200 0.66% 

BAT-BP-MNM-ANN 69.0611 0.78% 

 

Like in other applications, the proposed MNM-ANN-BAT-BP 

method gives successful results than other methods. In Table 

3, it is clearly seen that the proposed hybrid method is better 

than the methods used DEA, ABA, BP and PSO for the 

training of MNM-ANN and some other methods.  

Moreover, the graph of the real observations and the forecasts 

obtained from the proposed method for TAIFEX test data was 

given in Fig. 9.  
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Fig. 9 The graph of real observations and forecasts obtained 

from the proposed method for TAIFEX test data. 

 

7. Conclusion and Discussion 

In the literature, although MNM-ANN is trained by the 

methods based on a gradient at first, various artificial 

intelligence techniques such as DEA, BA, etc. have been used 

for the training of MNM-ANN in recent years. In this paper, 

different from those approaches, a gradient-based algorithm, 

BP, and an artificial intelligence optimization algorithm, 

ABA, is combined for the training of MNM-ANN. The use of 

both a gradient-based approach and an artificial intelligence 

optimization algorithm together increase the forecasting 

performance significantly. Besides, the proposed method is 

proof that the hybrid algorithm gives more successful results 

than uses any method alone. 

In future studies, different artificial intelligence 

techniques can be combined for the training of MNM-ANN 

or the proposed method can be used for other ANNs to 

improve the forecasting performance.  
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