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We show how the standard constitutive assumptions for the macroscopic Maxwell equations can be relaxed.
This is done by arguing that the Maxwellian excitation fields (D,H) should be dispensed with, on the grounds
that they (a) cannot be measured, and (b) act solely as gauge potentials for the charge and current. In the resulting
theory, it is only the links between the fields (E, B) and the charge and current (ρ, J ) that matter; and so we
introduce appropriate linear operator equations that combine the Gauss and Maxwell-Ampère equations with the
constitutive relations, eliminating (D,H). The result is that we can admit more types of electromagnetic media
– notably, the new relations can allow coupling in the bulk to a homogeneous axionic material; in contrast to
standard EM where any homogeneous axion-like field is completely decoupled in the bulk, and only accessible at
boundaries. We also consider a wider context, including the role of topology, extended non-axionic constitutive
parameters, and treatment of Ohmic currents. A range of examples including an axionic response material
is presented, including static electromagnetic scenarios, a possible metamaterial implementation, and how the
transformation optics paradigm would be modified. Notably, these examples include one where topological
considerations make it impossible to model using (D,H).

I. INTRODUCTION

Maxwell’s equations rely [1, 2] on the electromagnetic con-
stitutive relations (EMCR), which provide the crucial infor-
mation relating the excitation fields (D, H) to the electro-
magnetic fields (E, B). In the simplest cases, these con-
stitutive relations are expressed as a simple – homogeneous
and isotropic – permittivity and permeability, but the full
EMCR allow a much greater freedom. Arguably, the EMCR
are the unsung heroes of electromagnetics: without them
Maxwell’s equations would be underdetermined and lose pre-
dictive power. Because of this central role for the EMCR, a
re-examination of the fundamental assumptions behind them
has a significant potential to open up new opportunities for
electromagnetic metamaterials.

Here, we wish to avoid using (D, H) because not only is
their measurability controversial [3], but they may also have
a multi-valued nature [4]. In this article, we present a min-
imal extension to standard Maxwell theory which combines
the usual constitutive relations and both the Gauss’s and the
Maxwell-Ampère laws. The resulting theory uses new “first
order” operators (ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ) that only act on the mea-

surable [3, 4] Maxwell fields (E, B), connecting them to the
sources (ρ, J ). As a result the Maxwellian excitation fields
(D,H) are eliminated.

A significant feature of our approach is that our program
admits constitutive relations that allow coupling to axion-like
terms in a less restrictive way than is usual; notably in the case
of homogeneous systems or those with a non-trivial topology.
In the latter case, we give an example where it is not possible
to model the material using standard constitutive relations. We
also suggest an experimental scenario where such an axionic
field can be emulated. Although a discussion of axions in the
context of EM is an established area of research [5, 6], this
usually occurs in the context of an added coupling between
the Maxwell fields and the field of an axion particle. This
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contrasts with our axionic response terms, which result from a
constitutive property of the background medium. Notably, the
Lagrangian for coupling EM to a particle physics type axion
field (Ξ) has the form [5, 6]

L = 1
2 (E ·E −B ·B) +A · J

+ gΞ ΞE ·B ± 1
2g

2
Ξ

[
(∂tΞ)

2 − (∇Ξ)
2
]
. (1)

where gΞ is the massless axion coupling. This leads to a cou-
pled Maxwell and axion dynamics, where a background axion
field can now influence the EM behaviour.

In the traditional description of a material, the axionic influ-
ences appear via a (pseudo-)scalar quantity [7] representing a
non-zero trace part of the 4-dimensional constitutive tensor. In
3-vector notation, axionic contributions to the excitation fields
appear as

Dax = κaxB and Hax = −κaxE. (2)

where κax is a constant representing the axionic response. A
simple application of (2) into Maxwell’s equations gives the
contribution ρax and J ax to the charge and current, due to the
axionic field, as

(∇κax) ·E = ρax and (∇κax)×B − ∂tE = J ax (3)

Thus for blocks of homogeneous static materials, the effects
of κax only appears as a surface term at the boundary of the
material.

This response can be considered a special case of a du-
ality rotation [6] of (E, B), in which the rotation is just
π/2. On the basis of theoretical arguments, Post [8] suggested
that the completely antisymmetric part of the constitutive ten-
sor vanishes (i.e. κax = 0) for all naturally occurring me-
dia. Subsequently, Lakhtakia and Weiglhofer proposed that
this so-called Post constraint was fundamental and applied to
all electromagnetic responses [9–11]. Indeed, provided κax
does not depend on either position or time then Maxwell’s
equations are unaffected by the presence of κax. However, a
piecewise constant axionic response is detectable at bound-
aries [12] where the response can be equivalently cast as ei-
ther a perfect electrical, or perfect magnetic conductor [13].
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Axionic responses were unambiguously observed experimen-
tally [14] via the magneto-electric effect in Cr2O3. More re-
cently axionic responses have also been proposed [15] and ob-
served [16] in topological insulators. In the domain of parti-
cle physics, axions have been proposed as candidates for dark
matter [17].

In the current paper, since we generalise the definition of
EMCR, we can treat axion-like effects in the manner of bound
charge and current sources, which allows them to be seen in
the bulk. We will call these constitutive properties an “axionic
response”. Moreover, our approach allows the number of po-
tential material parameters that represent an axionic response
to increase from one to four.

Our paper is organised as follows: In section II we briefly
summarise how constitutive properties usually appear in the
context of Maxwell’s equations, and in section III we intro-
duce our new approach; in section IV we then discuss two
important topological consequences. Next, in section V we
give some examples in media incorporating the new axionic
response constitutive effects. We then briefly propose a possi-
ble metamechanical axionic response element, introduce how
the transformation optics paradigm needs to be modified, and
discuss an extension handling Ohmic current and resistance,
before concluding in section VII. There are also a number of
appendices covering further mathematical details, including
a presentation of a spacetime formalism (A), proofs (B), and
coordinate-free notation (C).

II. MAXWELL’S EQUATIONS AND THE CONSTITUTIVE
TENSOR

The macroscopic Maxwell’s equations are perhaps most el-
egantly expressed in a fully four dimensional spacetime form
using exterior calculus [7], although spacetime formulations
using tensors are also popular (see e.g. [18]). Nevertheless,
it is the very familiar Gibbs-Heaviside vector calculus form
which is most widely used in practical calculations, where
they are written as

∇ ·B = 0, (4)
∇×E + ∂tB = 0, (5)

∇ ·D = ρ, (6)
and ∇×H − ∂tD = J . (7)

These are augmented with electromagnetic constitutive rela-
tions (EMCR) which relate the excitation fields (D,H) to the
electromagnetic fields (E, B). With the possible 1 exception
of the vacuum, EMCR are always an approximation as the
underlying structure is either unknown or too complicated to
analyse fully.

Usually, the choice of models for the EMCR is limited only
by the imagination of the researcher, and the skill of the exper-
imentalist to fabricate and measure. Traditionally these might
include fixed values for permittivity and permeability, dynam-
ical models which generate a frequency dependence [1, 2], an
accommodation of anisotropy and birefringence [20], magne-
toelectricity [21, 22], chirality [23–25], nonlinearity [26, 27],

1 Nonlinear and higher order models of the EMCR vacuum [19] exist for
which the standard ε0, µ0 are simply an approximation.

a dependence on temperature or stress [20], or even spatial
dispersion [28–31] – all these can provide good matches to
materials found in nature. More complicated empirical mod-
els can also be used, with parameters being estimated from
or fitted to experimental data. Such descriptions are often re-
markably accurate and useful within their own domain, pro-
viding us with vital information about the underlying electro-
magnetic medium, such as the resonances of the individual
atoms.

Although a common simple case is where the permittivity
and permeability are constant, for anisotropic media these are
replaced by tensors ε and µ , and can even be generalised to
include magnetoelectric terms. This general tensor form can
be written

D = ¯̄κDE(E) + ¯̄κDB(B), (8)

H = ¯̄κHE(E) + ¯̄κHB(B). (9)

Here ¯̄κDE = ε is the permittivity tensor, ¯̄κHB = µ−1 is the
(inverse) permeability tensor and ¯̄κDB and ¯̄κHE are magneto-
electric tensors. The number of parameters appearing in these
four tensors is 36. In general the tensors (¯̄κDE, ¯̄κDB, ¯̄κHE, ¯̄κHB)
may depend on position, but in a homogeneous medium they
are constant. They may also have temporal and spatial disper-
sion, i.e. if they depend on (ω, k). But for a non-dispersive
medium, as we consider here, the tensors (¯̄κDE, ¯̄κDB, ¯̄κHE,
¯̄κHB) have no additional dependence.

Note that any non-dispersive medium is automatically
causal in the Kramers-Kronig sense [32, 33]. Notably, Jack-
son [1] shows that ‘generally correct’ constitutive relations
can be based on convolution integrals with respect to their
historical or spatial environment. However, whether in the
standard EMCR, or in our CMCR defined in the next section,
any non-vacuum response in a medium is a result of both (a)
its internal dynamics, and (b) its coupling to the EM fields,
these must satisfy causality; and thus necessarily be disper-
sive. However, in appropriately chosen situations, the disper-
sion may be small enough so that it can reasonably be approx-
imated as negligible.

The nature of the excitation fields (D, H) is very different
to the electromagnetic fields (E, B), and indeed there is a
debate in the literature as to whether or not they are actually
physical quantities [3, 4, 34]. Notably, it is easy to see that
Maxwell’s equations are invariant by adding a gauge (φg,Ag)
to the excitation fields, with the replacements

D →D +∇×Ag and H →H −∇φg + ∂tAg. (10)

This gauge freedom is distinct from the usual gauge freedom
which is associated only with the potential (φ, A) for the (E,
B) fields. These gauge freedoms mean that since Maxwell’s
equations only couple with derivatives of (D, H) or (E, B)
one cannot a priori claim that either are measurable. However,
the electromagnetic fields (E, B) can be directly measured,
either directly using the Lorentz force equation or non-locally
using the Aharonov-Bohm effect [35–37]. This second case
is particularly useful as it enables one to measure the elec-
tromagnetic fields inside a medium where the Lorentz force
may not be useful due to collisions with atoms. In Aharonov-
Bohm tests, the electrons only need travel in vacuum out-
side the medium. In contrast the excitation fields (D, H)
remain not directly measurable, as there is no accepted na-
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tive Lorentz force-like equation2 dependent on (D, H), nor
is there any analogous Aharonov-Bohm-like effect for them.
Consequently, whenever making claims about the measura-
bility of (D, H), one has to make assumptions about their
nature, for example that they are linearly and locally related
(E,B).

One consequence of the gauge freedom for (D, H) is that
for a homogeneous medium, one of the parameters κax in the
constitutive tensors ¯̄κDB and ¯̄κHE can be ignored. This is the
purely axionic field given by (2), and can be removed by set-
ting

φg = κaxφ, Ag = −κaxA. (11)

Thus in this case there are only 35 free parameters in the con-
stitutive tensor.

III. NEW CONSTITUTIVE RELATIONS

Our minimal extension to standard Maxwell theory is mo-
tivated by a single crucial step: we decide that the charge and
current (ρ, J ) are the most important components of Gauss’
Law (6) and the Maxwell-Ampère equation (7). This enables
a simple generalisation of the constitutive properties which
enables us to completely remove the non-measurable excita-
tion fields (D, H) from the description. Therefore we start
by rewriting (6) and (7) as

ρ = ∇ ·D, (12)
J = ∇×H − ∂tD. (13)

Now we replace the right hand side (RHS) of these with some
new operators (ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ) acting directly on (E, B)

rather than – as is usual – a differential operator acting on
(D, H). This replacement is consistent with our discussion
above where (D,H) were seen as a gauge field for the charge
and current. A logical consequence of this is to dispense with
(D, H), and directly connect the electromagnetic field to the
current. We now implement this idea.

The resulting constitutive relations for media generalised
in this way combine Gauss’s Law (6), the Maxwell-Ampère
equation (7), and the constitutive tensors (9). They are

ρ = ΨE
ρ 〈E〉+ ΨB

ρ 〈B〉 , (14)

and J = ΨE
J 〈E〉+ ΨB

J 〈B〉 , (15)

which we call the combined Maxwell and constitutive relation
(CMCR) equations, and where the angle brackets are used to
emphasise that the CMCR operators are not tensors, but may
also involve the first derivatives of their arguments. These four
operators (ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ) take vector fields and output ei-

ther a scalar or a vector field; their properties are given below
in section III A.

Here ρ and J are the free charges and currents, and (14),
(15) are our new microscopic replacements for (12), (13). As
is usual, it may in some particular circumstance be useful to
move some of the bound charge or (current) effects from the
RHS of (14), (15) over to the LHS, re-imagining them as free

2 However, note that – on the presumption that magnetic monopole might
actually exist – proposals for such a force have been advanced [38].

charges (currents). Indeed, we have complete freedom to split
the total charges and currents into free and bound contribu-
tions according to our preferred material models; the splitting
is not unique (see e.g. [3, 4]).

Clearly in (14), ΨE
ρ 〈E〉 is the generalisation of the diver-

gence ∇ ·
(
¯̄κDE(E)

)
, and ΨB

ρ 〈B〉 is a magnetoelectric term.
In (15), ΨE

J 〈E〉 is the generalisation of ∂t(¯̄κDE(E)) but now
can also contain magnetoelectric terms. A careful analysis
of the symmetries of the CMCR operators (see appendix B)
show that in the homogeneous non-dispersive case they pos-
sess 55 free parameters, 20 more than the constitutive tensor
κ can ever allow. Note that (14) and (15) reduce to Gauss’s
Law and the Maxwell-Ampère equation in a vacuum if we set
ΨE
ρ 〈E〉 = ε0E, ΨB

J 〈B〉 = ∇ × µ−1
0 B, ΨE

J 〈E〉 = ∂tε0E,
and ΨB

ρ 〈B〉 = 0.
We do not consider nonlinear responses in this paper. Nev-

ertheless, one can certainly imagine nonlinear generaliza-
tions, although the number of potential CMCR-like consti-
tutive terms would be very large, even for low-order nonlin-
earities. Our CMCR generalization is a strict superset of the
EMCR, and all possible EMCR responses are expressible un-
der our CMCR scheme.

A. The CMCR operators

These new CMCR operators (ΨE
ρ , ΨB

ρ , ΨE
J , ΨB

J ) are not
tensors, unlike the standard constitutive tensors (¯̄κDE, ¯̄κDB,
¯̄κHE, ¯̄κHB) in the traditional constitutive relations (8) and (9).
We now specify the properties they must have in order for the
fields upon which they act to be consistent with Maxwell’s
equations (4) and (5), and with charge conservation.

As a starting point, let us first focus on just the ΨE
ρ 〈E〉 term

in Eq. (14). Its simplest expression is as the sum of a linear
term and a first derivative, i.e. in a coordinate basis it is

ΨE
ρ 〈E〉 = (ΨE

ρ )i Ei + (ΨE
ρ )0j ∂tEj + (ΨE

ρ )ij ∂iEj ,

(16)

where i, j ∈ {1, 2, 3} and we have used implicit summation
over repeated indices. However, as we show in appendix B,
(16) implies the following three coordinate-free linearity rela-
tions:

ΨE
ρ

〈
f2E

〉
= 2f ΨE

ρ 〈fE〉 − f2ΨE
ρ 〈E〉 , (17)

ΨE
ρ 〈E1 +E2〉 = ΨE

ρ 〈E1〉+ ΨE
ρ 〈E2〉 , (18)

ΨE
ρ 〈λE〉 = λΨE

ρ 〈E〉 , (19)

where f is a scalar field, and λ is a real constant. The converse
is also true; Eqs. (17)–(19) together imply Eq. (16). We
refer to operators (ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ) satisfying Eq. (17) as

first order operators, and regard Eqs. (17)–(19) as collectively
expressing their linearity.

We now postulate that all the CMCR operators (ΨE
ρ , ΨB

ρ ,
ΨE
J , ΨB

J ) appearing in Eqs. (14) and (15) are first order oper-
ators, and describe the consequences.

Without applying any further constraints, ΨE
ρ and ΨB

ρ each
have 15 components; while ΨE

J and ΨB
J , which map vectors

to vectors, each have 45 components. This gives a grand total
of 120 components, but the number is reduced by the demand
that the fields satisfy charge conservation.
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Local conservation dictates that physical electromagnetic
fields (E,B), and sources (ρ, J ) appearing in (14),(15) obey

∂tρ+∇ · J = 0. (20)

Since one can always solve equations (4) and (5) locally via
the use of a potential (φ, A), with (14) and (15), we can re-
express (20) as

∂t
[
ΨE
ρ (−∇φ− ∂tA)

]
+ ∂t

[
ΨB
ρ (∇×A)

]
+∇ ·

[
ΨE
J (−∇φ− ∂tA)

]
+∇ ·

[
ΨB
J (∇×A)

]
= 0,

(21)

for all (φ,A).
It is not necessary to consider (21) independently in the

standard approach to the EMCR because there it is a guar-
anteed consequence of Maxwell’s equations (6) and (7). The
constraint (21) relates the 120 components of (ΨE

ρ , ΨB
ρ , ΨE

J ,
ΨB
J ) to each other, and reduces the number of independent

components from 120 to 55. Although this represents a signif-
icant reduction, the number of independent parameters in our
theory is still larger than the 35 (or 36, if κax is also counted)
independent components needed in the standard constitutive
tensor approach.

B. Axionic response terms

Of these 20 new parameters 4 describe the axion-like con-
stitutive response of the material. Unlike the standard EM
axion, these responses are not due to a coupling with an axion
particle field, and couple to the Maxwell fields just as ordinary
constitutive properties do, so we can now imagine media with
a combination of ordinary and axionic properties.

These axionic responses do not involve derivatives of the
electromagnetic field, and so correspond to the first term on
the right hand side of (16). We can therefore investigate the
axionic response by replacing (2) with

ρax = (ΨE
ρ )iEi + (ΨB

ρ )iBi, (22)

where ρax refers to that part of the total charge which relates
to the axionic response. If we now apply the constraint (21),
we find it demands (ΨE

ρ )i = 0, while the three components
(ΨB

ρ )i are arbitrary fields3.
Now let some vector ζ have components (ζ)i = (ΨB

ρ )i, so
that (22) becomes ρax = ζ · B. Defining J ax in the same
manner leaves us one more free component of ΨE

J and ΨB
J ,

which we denote ζt. This means that the CMCR equations for
just the axionic response are

ζ ·B = ρax , and − ζ ×E − ζtB = J ax , (23)

As an example, we can model a medium with an axionic
response together with a simple constant permittivity ε and

3 For homogeneous static media, the argument is as follows: At each point
and moment in time, the various derivatives of φ and A are all independent.
Thus by comparing (16) and (21) we see that ∂t

(
ΨEρ (−∇φ− ∂tA)

)
will

generate the term (ΨEρ )i∂t2Ai, the only such term in Eq. (21). Hence
(ΨEρ )i = 0. By contrast the term ∇ ·

[
ΨEJ (−∇φ− ∂tA)

]
contains

terms ∂j∂2tAi. For full derivation see appendix B.

permeability µ as per (4),(5), and so replace (6),(7),(9) for this
type of medium with the relations

ε∇ ·E − ζ ·B = ρ, (24)

µ−1∇×B − ε∂tE + ζ ×E + ζtB = J . (25)

where (ζ, ζt) need not be constants. We call this a local ax-
ionic response material, and the special case when µ = µ0 and
ε = ε0 is a “vacuum-like” axionic response material. We ex-
amine the behaviour of electromagnetic fields in such media
in the examples of section V.

It is worth noting that we cannot just pick any (ζ, ζt) that
we would like – we need the result to be consistent with the
constraints given above in (21). It is easy to see that for the
local axionic material (24), (25) conservation of charge gives

0 = ∂tρ+∇ · J = (∇× ζ) ·E + (∇ζt − ∂tζ) ·B. (26)

If we further assume that (E,B) are unconstrained and could
take any form, such as in a bulk material, then (ζ, ζt) must
also satisfy

∇× ζ = 0 and ∇ζt − ∂tζ = 0. (27)

However, it is important to emphasise that (27) is too restric-
tive for use in many situations, e.g. such as those involv-
ing symmetries, where (E, B) may only have specific ori-
entations with non-zero components. (See e.g. the exam-
ples of IV A or V B). Together (27) imply that the axionic
response can be derived (locally) from an axionic scalar po-
tential κax(x, y, z, t) via

ζ = ∇κax, and ζt = ∂t κax. (28)

This potential need not be given any specific physical mean-
ing, since its existence is simply a calculational device to en-
sure constructions of (ζ, ζt) stay consistent with the necessary
constraints. However, it can be interpreted as a specification
of the properties required for a necessarily inhomogeneous
medium, described by the traditional “κ” tensorial formula-
tion, to match a medium with an axionic response of the kind
described here, i.e. by comparing (3) and (23).

There are however two cases where it is not possible to sim-
ply replace (ζ, ζt) with κax. One case is when we make the
natural demand that the axionic terms (ζ, ζt) be homogeneous,
which leads to an inhomogeneous κax, i.e.

κax = (tζt + xζx + yζy + zζz) . (29)

Here t is time, (x, y, z) are the usual Cartesian coordinates,
and (ζx, ζy , ζz , ζt) are the 4 axionic material constants. If
we do make κax constant then ζ = 0 and ζt = 0. Thus, for
a block of material in which κax is constant, the traditional
axionic terms ζ will only appear on the surface of the material
[12]. The other case, where the existence of κax is prevented,
is due to topological considerations, and is discussed below in
section IV.

C. Non-axionic extension terms

The above prediction of 20 extra constitutive parameters
sounded extremely promising, suggesting many new possibil-
ities for novel electromagnetic media. Since we have just seen
that 4 of those terms have response similar (but not the same)
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as known axion-like behaviour; this leaves us another 16 that
require further consideration.

In particular we need to ensure consistency with section II,
where as far as homogeneous constitutive relations are con-
cerned, it was necessary to ignore the axionic contribution
since it did not relate the electromagnetic field to the current.
That is, any contribution to (D, H) coming from κax in (2)
would vanish when inserted into Maxwell’s equations. By
the same argument we should ignore any components of (ΨE

ρ ,
ΨB
ρ , ΨE

J , ΨB
J ) which do not relate the electromagnetic field to

the current. Thus we say that, similar to a gauge freedom, we
can replace

ΨE
ρ → ΨE

ρ +
◦
ΨE
ρ , ΨB

ρ → ΨB
ρ +

◦
ΨB
ρ ,

ΨE
J → ΨE

J +
◦
ΨE
J , ΨB

J → ΨB
J +

◦
ΨE
J ,

(30)

where for any valid electromagnetic fields

◦
ΨE
ρ 〈E〉 = 0,

◦
ΨB
ρ 〈B〉 = 0,

◦
ΨE
J 〈E〉 = 0,

◦
ΨE
J 〈B〉 = 0,

(31)

i.e. satisfying (4), (5). Imposing this, we show in appendix
B that this reduces the number of “physical” components of
(ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ) by 16. Thus we are left with 36+4 com-

ponents for the CMCR, and so our main achievement is to
have formulated a more general kind of axionic response.

At this point we could simply regard (31) as a motivation
for taking the apparently obvious and sufficient step of setting
all the

◦
Ψ’s terms to zero, and so take no further interest in

those 16 additional parameters. However, in order to consider
alternative scenarios where they do have a potential physical
meaning, we now ask the question: “How, for the constitu-
tive operators4 (

◦
ΨE
ρ ,

◦
ΨB
ρ ,

◦
ΨE
J ,

◦
ΨB
J ), might we determine any

of their valid non-zero values?” There are two possibilities,
which we outline briefly below, both of which add to the stan-
dard 35 terms, and the 4 axionic response terms, to permit a
total of 55 constitutive parameters.

1. Measurable excitation fields: two versions of (D,H)

The first option is to imagine that we do in fact have some
new kind of experimental apparatus that enables us to directly
measure aspects of (D, H). Although somewhat in opposi-
tion to the starting motivation for our generalised CMCR, it is
nevertheless an interesting possibility.

We can notice immediately that each component of these
fields appears twice in Maxwell’s equations; and that means
that there can likewise be two distinct ways of measuring it –
e.g. we might measure a Dx based on charge from (6), or a
Dx based on current from (7).

Normally we would expect such measurements to give the
same outcomes. However, if for distinct measurement ap-
proaches on what are ordinarily seen as the same field compo-
nents, we get different results, then we can conclude that the
◦
Ψ constitutive operators are non-zero; although they must be
such that they still ensure that (31) holds. It is the differences

4 We use the symbol
◦
Ψ to refer to all four operators (

◦
ΨEρ ,

◦
ΨBρ ,

◦
ΨEJ ,

◦
ΨBJ )

in these measurements that are the key to determining the
◦
Ψ

parameters.
Since this proposal not only retains a role for (D, H), but

even demands an extra pair of excitation fields (D′, H ′), we
also consider a second option as described next.

2. Auxiliary fields and charges

An alternative scheme for determining the
◦
Ψ’s parameters,

and one more in keeping with our premise of not relying on
(D, H), is to posit the existence of additional fields (Ě, B̌).
These fields would also require the existence of their related
charges and currents (ρ̌, J̌ ).

Assuming we can measure these new physical properties,
i.e. the auxiliary fields or sources, then we could determine
the relevant

◦
Ψ constitutive parameters. This is because they

need to satisfy
◦
ΨE
ρ

〈
Ě
〉

= ρ̌,
◦
ΨB
ρ

〈
B̌
〉

= ρ̌,
◦
ΨE
J

〈
Ě
〉

= J̌ ,
◦
ΨE
J

〈
B̌
〉

= J̌ .
(32)

It is important to note that whatever other dynamical equa-
tions that these auxiliary fields (Ě, B̌) might follow, they can-
not be the same as the standard Maxwellian (4), (5). Note that
here the sources ρ̌ and J̌ might be the ordinary charge and cur-
rent ρ and J , and not new types of sources. This is in contrast
to the necessarily new fields Ě and B̌.

To reiterate: If there is a medium for which the CMCR (14),
(15) are valid and we can measure the

◦
Ψ’s to be non-zero using

(32); then such a medium cannot be modelled via the standard
Maxwell (4) - (7).

IV. TOPOLOGY AND THE CMCR

The differences between the standard EMCR and our gener-
alised CMCR are particularly marked when considered in the
context of interesting topologies. It has already been shown
that a non-trivial topology can have some remarkable conse-
quences – notably it has already been demonstrated [4] that
that if (D, H) are not considered to be true physical fields,
charge need not be globally conserved; e.g. if a black hole
forms and then evaporates. Here, however, we can give rather
less exotic examples where topology, in combination with the
existence of the axionic response, can lead to new phenom-
ena. One, in principle, could be built in the laboratory, whilst
the other can be used for computer modelling of periodic ma-
terials (see IV B).

A. Outside a conducting cylinder

An example that could in principle be built consists of an
infinite conducting metal cylinder, which enables us to avoid
difficulties at r = 0. The cylinder is charged in order to create
a purely radial electric field (Er) with no axial component
(Ez = 0), and then surrounded by an array of parallel wires
used to implement the axionic response. With the cylinder and
wires being oriented parallel to the z-axis, then for a cylinder
of radius r = r0, in this static case we can set

ζ =
Z0

r
θ̂ and ζt = 0 (33)
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Conducting
cylinder

FIG. 1: An axionic response ζ = ζθθ̂ (arrows) outside a charged
conducting cylinder, shown in the cross section of the plane perpen-
dicular to the cylinder.

↑ ↑ ↑
J1 J2 J3

V1 V2 V3

FIG. 2: Emulating the−ζ ×E term using a conducting metal cylin-
der (green) surrounded by a radial array of wires (pink), with a few
wires visually emphasised in order to clarify the setup. A series of
voltmeters measure the radial electric fields (e.g. V1, V2, ...) near
each wire, and the resulting information is used to control a cur-
rent source that drives currents along those wires (e.g. J1 ∝ V1/r,
J2 ∝ V2/r, ...). As a result these actively monitored and driven
wires will act as a metamaterial, modifying the electromagnetic field
as if a constitutive axionic response ζ were present. As an alterna-
tive, one might imagine replacing the array of wires with an array
of controllable high energy electron beams, since at sufficiently high
energy the electrons will not be deflected significantly by a (relatively
weak) background electromagnetic field.

where Z0 is a constant. Here (r, θ, z) are the cylindrical coor-
dinates and (r̂, θ̂, ẑ) the corresponding orthonormal vectors.
However, this does not satisfy (27) since

∇× ζ =
1

r0
δ(r − r0) ẑ, (34)

but of course (27) is required only inside bulk materials. For-
tunately, on the boundary of the cylinder,E is along r̂ so (26),
and hence the conservation of charge is satisfied after all.

A crucial point that separates our CMCR from the standard
constitutive relations is that in this situation ζ cannot be the
gradient of any field as in (28); thus the standard constitutive
relations cannot describe this. Although locally we can set
κax = Z0θ, globally θ is not single valued and continuous;

thus it would be impossible to model such a material using the
traditional Maxwell’s equations, no matter what constitutive
relations were used.

However, with our CMCR we can emulate the axionic re-
sponse (33). This is done by first measuring the radial electric
field at each point, and then using that information to specify
a current source −ζ ×E along z-directed wires. As shown in
figure 2, a radially directed electric field could – by means of
an active measurement and current generation process – give
rise to the necessary axial current, as per (25). Naturally, if
the charge on the cylinder varies over time, such variation will
need to be on much slower timescales than the reaction time
of the active measurement and current generation processes
in order to remain causal [39]. An alternative method of em-
ulating an axionic response dynamically, using a mechanical
substructure, is suggested in section VI A.

For the angular axionic response discussed here, we can
solve the local axionic media equations (24), (25) with a static
radial solution given by

E(r) =
(
G1r

−1+α +G2r
−1−α) r̂,

and B(r) = αZε−1
(
G1r

−1+α −G2r
−1−α) θ̂, (35)

where α = Z2
0 µ ε

−1.

B. Toroidal universes and periodic lattices, with charge.

The toroidal universe imagined here is one in which the
spatial x, y and z coordinates are periodic, with x→ x+ Lx,
y → y+Ly and z → z+Lz . This situation is also compatible
with an infinitely periodic system, whose physical properties
are periodic, even if the coordinates themselves are not. In
such a toroidal universe the standard Maxwell’s equation (6)
in concert with the divergence theorem implies that the total
charge is zero:∫ Lx

0

dx

∫ Ly

0

dy

∫ Lz

0

dz ρ =

∫∫∫
V

ρ dx dy dz

=

∫∫∫
V

(∇ ·D) dx dy dz =

∫∫
∂V

D · dS = 0

(36)
where V is the 3-torus and ∂V is its boundary. However, since
a torus does not possess a boundary (i.e. ∂V = ∅), any inte-
gral over it is zero – i.e. there can be no net charge on the torus.
In the periodic counterpart to (36), the torus maps onto each
cell in the periodic lattice, and since the contributions from
opposite cell boundaries are equal but have opposite orienta-
tions, they exactly cancel, and again no net charge is assured.

By contrast, our generalised CMCR gives a different substi-
tution for the charge, i.e. according to (14). The total charge
is then given by∫ Lx

0

dx

∫ Ly

0

dy

∫ Lz

0

dz ρ

=

∫ Lx

0

dx

∫ Ly

0

dy

∫ Lz

0

dz
(
ΨE
ρ 〈E〉+ ΨB

ρ 〈B〉
)
,

(37)
which depends on ΨE

ρ and ΨB
ρ , and can therefore be non-zero.

The result has practical implications when considering any
periodic system of size (Lx, Ly , Lz), and determining its Flo-
quet modes, for example using a numerical electromagnetic
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solver. The approach using the standard EMCR yeilds (36),
which insists that the total charge on the lattice is zero. How-
ever, if the charge is not zero, then we must either abandon
(a) the claim that the system is periodic, or (b) the concept of
a meaningful D in the lattice, and choose to use the CMCR
proposed here.

We now show that a periodic solution with net free charge
is possible, in the following static case based on our CMCR.
Consider a toroidal space, or an equivalent infinitely periodic
one where the coordinates x, y, and z range over (or are peri-
odic on) lengths Lx, Ly , and Lz . Assume that the free charge
density has no z dependence and is ρ(x, y), there is no free
current density so that J = 0, that the axionic response con-
sists solely of a homogeneous ζz component. In this situation
the electric field components that exist are Ex and Ey , so that
E = x̂Ex(x, y) + ŷEy(x, y). The only magnetic field con-
tribution will be generated by the axionic response ζz , and so
consist only of Bz , so thatB = ẑBz(x, y).

The source free axionic vacuum equations (24) and (28)
then reduce to just three non-zero contributions

∂xEx + ∂yEy − ζzBz = ρ, (38)
∂yBz + ζzEy = 0, (39)
−∂xBz − ζzEx = 0. (40)

For non-zero ζz , (39) and (40) can be substituted into (38) to
give

−∂2
xBz − ∂2

yBz − ζ2
zBz = ζzρ. (41)

A periodic ρ(x, y) can be written as a Fourier series where

ρ(x, y) =
∑
nm

ρnm cos

(
nπ

2Lx
x

)
cos

(
mπ

2Ly
y

)
, (42)

where the sums are over n,m ∈ {0, 1, 2, . . . ,∞} and the co-
ordinate range is centred about the origin.

Since the system is periodic, Bz is also periodic, and can
also be written as a Fourier series

Bz(x, y) =
∑
nm

bnm cos

(
nπ

2Lx
x

)
cos

(
mπ

2Ly
y

)
. (43)

Now we can use (41) to relate the ρnm coefficients to the bnm,
i.e. [(

nπ

2Lx

)2

+

(
mπ

2Ly

)2

− ζ2
z

]
bnm = ζzρnm , (44)

and this allows us to easily determine each of the bnm from
any given ρ(x, y). Further, since any electric field compo-
nent Ei(x, y) must also be periodic, with Fourier components
ei,nm, then we also have from (39) and (40)

ex,nm =
1

ζz

nπ

2Lx
bnm, and ey,nm =

1

ζz

mπ

2Ly
bnm. (45)

We also need to satisfy both of (4) and (5). We already have
∇ ·B = 0 because Bz depends only on x, y. This leaves the
condition∇×E = 0, i.e. that

mπ

2Ly
ex,nm =

nπ

2Lx
ey,nm, (46)

which can be converted into a condition not only on bnm but
also the charge distribution parameters ρnm; fortunately, a
back substitution reveals that this is already satisfied.

Note that the interesting case here is when the net charge
on the system is non-zero, which occurs solely when ρ00 is
non-zero. Indeed, the total charge on the torus – or one ele-
ment in the periodic lattice – is simply ρtotal = ρ00LxLyLz .
Here the charge density, and hence the fields, are constant,
has a field solution trivially obtained from (38) where E = 0
and B = −ẑ (ρ/ζz). Thus although there is a charge on the
torus, there is no electric field from that charge; there is only
an axionically-induced magnetic field whose field lines form
(topologically allowed) loops.

In the more general solutions, we can see that the additional
coupling between the electric and magnetic fields permitted
by the presence of the axionic response allows a finite charge
to be supported in the system. Consider each effect in turn:
the free charge creates an electric field, then that electric field
causes the axionic response to generate a polarization cur-
rent, then this polarization current in turn creates a magnetic
field. Finally, this magnetic field causes the axionic response
to (also) create a polarization charge; and we find that this
exactly counteracts the free charge.

V. EXAMPLES

In this section we consider situations involving conven-
tional media with additional constitutive properties that match
the axionic responses described above. We will call these ax-
ionic response materials, and it is important to note that they
have a vacuum contribution (or a conventional and homoge-
neous ε and µ) in their constitutive properties as well as the
added axionic response. In what follows, remember that these
are constitutive properties, and are not the result of coupling
Maxwell’s equations to an external axion particle field.

A. Homogeneous case: longitudinal waves

The propagation of electromagnetic fields in media with an
axion-like response has been an area of interest for some time
[6, 40], particularly with regard to its symmetry properties and
axionic dispersion relations. A starting point of a homoge-
neous axionic response material with all 4 constitutive terms
being non-zero contains a large number of interesting cross-
couplings between the E and B fields, leading to a range of
new behaviours. Here, however we will highlight one inter-
esting feature – namely that propagating EM fields in a homo-
geneous medium, with isotropic ε and µ, need no longer be
purely transverse.

Starting with Maxwell’s equations (4), (5) and the source
free axionic vacuum equations (24) and (28) we have

∇ ·B = 0, ∇×E + ∂tB = 0,

ε0∇ ·E + ζ ·B = 0,

µ−1
0 ∇×B − ε0∂tE − ζ ×E − ζtB = 0.

(47)

We can show that the existence of the axionic response terms
enables the propagation of EM waves with a longitudinal
component, as depicted on figure 3. Although achievable with
the aid of artificial functional materials [41–43], or in an or-
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FIG. 3: An EM wave propagating in the ẑ direction has its elec-
tric field vector E (thick blue arrow) rotated forwards in the x̂−ẑ
plane by an axionic perturbation to the propagation medium; in the
case shown the magnetic field vectorB (thick green arrow) remains
transverse. The propagation direction k is indicated with multiple
arrowheads (red) for clarity. The thin arrows indicate the coordinate
axes.

dinary anisotropic (birefringent) medium, here we can do this
with simple homogeneous constitutive properties.

For example for a wave travelling in the ẑ-direction satis-
fying the dispersion relations

ω2 + ζ2
yε
−2
0 − c2k2 = 0, (48)

and compatible with constraints on the axionic response

ωζz + kζt = 0, and ζx = 0. (49)

By direct substitution we see the propagating electromagnetic
field given by

E = E0ω cos (ωt− kz) x̂− E0
ζy
ε0

sin (ωt− kz) ẑ, (50)

B = E0k cos (ωt− kz) ŷ. (51)

is a solution to Maxwell’s equations in a vacuum axionic re-
sponse material (47). Note here how the homogeneous ζy ax-
ionic response material still supports the propagation whilst
having rotated the electric field orientation forward, away
from a purely transverse direction.

B. Inhomogeneous case: Static solutions

Here we consider two static cases based on cylindrical sym-
metry. These are based primarily on a combination of a thin
cylindrical shell which has radius Rc and thickness T , and a
thin wire with radius Rw, as depicted on figure 4. They are
made of a vacuum augmented with an axionic response of the
kind described above. Although we would like to treat each
of the 4 axionic components separately, it turns out that only
the z-directed (ζz) and the t-directed (ζt) are sufficiently in-
teresting whilst still allowing a straightforward discussion –
the case where radial ζr is non-zero is very simple, the case
where angular ζθ is non-zero is rather complicated.

The cylindrical symmetry here means that the modulation
function for the axionic wire and shell properties depends only
on r, and is a sum of offset step functions H. For a wire of

FIG. 4: The wire and shell system represented by (52) with a wire
of radius Rw = 1, and a shell centred at Rc = 10 with thickness
T = 1. The wire and cylindrical shell lie along the z axis.

radius Rw the modulation (density) function W (r) is

W (r) = Ww(r) +Wc(r)

= 1
πR2

w
H(Rw − r)

+ 1
πR2

w

[
H(r −Rc + T

2 )− H(r −Rc − T
2 )
]
.

(52)

Here this modulation function has been normalised to com-
pensate for the effect of the wire’s cross-sectional area. In the
examples below, there are only the fields E and B, and two
types of sources. There is free (source) charge C and free
(source) current J ; in addition there are polarization (charge
and current) sources. The polarization sources are those in-
duced in the medium by the presence of anE orB field acting
on the axionic response.

1. Free Charge and axial axionic response ζz

Here we take the wire and cylindrical shell to consist of
an axionic response material with only ζz(r) being non-zero.
This can be derived from a κax(r, θ, z, t) with an appropriate
r-dependent modulation W (r) of a linear increase along the
axis z;

κax(r, z) = W (r)z, (53)

where W (r) is zero everywhere but in the wire and shell.
However, somewhat inconveniently, this κax(r, z) also has an
r derivative, and so along with our desired ζz properties we
also get a non-zero and z-dependent ζr on the surfaces of the
wire and shell.

If we write down just the combinations that are potentially
non-zero, then withB = Brr̂+Bθθ̂+Bzẑ andE = Err̂+
Eθθ̂+Ezẑ, the static constitutive relations in the medium are

ε∇ ·E −W (r)ζrBr −W (r)ζzBz = W (r)C (54)
1

µ
∇×B +W (r) (ζrr̂ + ζzẑ)×E = W (r)J . (55)

Note the nature of the ζr surface terms in these two equations,
and, in particular, that (a) if the magnetic field has no radial
component, and (b) if the electric field remains purely radial,
they will have no effect. Because of our construction, the ra-
dial symmetry guarantees both a radial electric field, and an
enforced non-radial magnetic field. This means the ζr sur-
face terms play no role in the following calculation; but if the
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symmetry was broken and they did, to first order they would
induce surface charges and currents on the wire and shell.

These symmetry restrictions reduce the above equations to
simpler ones; and also mean that the other Maxwell equations,
namely (4) and (5) are automatically satisfied. The first equa-
tion is for the radial electric field Er given the presence of the
free charge line density C and an axial magnetic field Bz:

εr−1∂r [rEr] = Ww(r)C +W (r)ζzBz, (56)

where the second RHS term can be interpreted as a polariza-
tion charge density induced by the action of the free fields on
the axionic response of the medium. The second equation is
for the axial magnetic field Bz under the influence of the ra-
dial electric field Er:

µ−1∂rBz = −W (r)ζzEr, (57)

where the RHS can be interpreted as a polarization current
density induced by the action of the free fields on the axionic
response.

These two equations can be combined, resulting in inhomo-
geneous Bessel’s equations of order ν = 0 for Bz and order
ν = 1 for Er. With r̄ = Wζzr and a suitably scaled charge
density C̄, we have

r̄2∂2
r̄Bz + r̄∂r̄Bz + r̄2Bz = −r̄2C̄, (58)

r̄2∂2
r̄Er + r̄∂r̄Er +

[
r̄2 − 1

]
Er = 0. (59)

Note in particular that such behaviour emphasises again the
difference between our CMCR response and the standard ten-
sorial EMCR one. Standard EMCRs only allow coupling to
axionic effects to occur at boundaries, but here we see the ef-
fects of the axionic response present in a homogeneous system
(i.e. inside the wire and/or shell).

We now numerically solve (56) and (57) in order to give a
qualitative sense of the axionic effects. Solution is straight-
forward, the only constraint being that we must pick an initial
Bz value at r = 0 that results in Bz = 0 outside the shell. We
achieve this using a simple iterative process for zero-finding
that converges to the right answer.

A typical result is shown on figure 5. Here the axionic effect
is fairly strong, which enables the character of the modifica-
tions from the non-axionic result to be easily seen. In figure
5(a), where there is no axionic response in the wire, we see
that the Er matches that for an ordinary charged rod until it
reaches the shell. In the shell the Er induces a circulating
polarization current, which generates the constant Bz inside
the shell and wire. As the Bz falls to zero across the shell,
it induces a polarization charge, which enhances the electric
field.

In figure 5(b), the axionic response in the wire leads to an
extra inverted parabolic behaviour for Bz , and this increased
Bz induces a polarization charge which enhances the electric
field. However, note that increasing ζz further can push the
results into a regime where the axionic effects triggered by
the charge density dominate, and the electric field can even
change sign.

With sufficient distance in which to accumulate these ax-
ionic response effects further, we see more complicated be-
haviour. In figure 6 we see how if the shell is thick and there
is no gap between it and the wire, an oscillatory Bessel func-
tion behaviour manifests itself, in line with (58) and (59).
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FIG. 5: The fields in a wire and shell system in scaled units with
ε = 1, µ = 1, and ζz = 1, with line charge density C = 1 on
the wire. The wire has a radius Rw = 1 and the shell is centred at
Rc = 10 with thickness T = 1. The electric field Er is in blue, and
the magnetic field Bz is in red. The green dashed curve is the radial
electric field Eor obtained for the same charge density distribution
in non-axionic materials. The upper panel (a) shows an alternate
simpler case where the wire is charged but has no axionic response
(i.e. its modulation function differs from (52)), whereas the lower
panel (b) shows results for a both charged and axionic wire (and is
consistent with (52)).

2. Free Current and time-directed axionic response: ζt

Here we take the wire and cylindrical shell to consist of
an axionic response material with only ζt(r) being non-zero;
note that despite the different physics, this derivation follows
very similar steps to the previous one. This can be derived
from a κax(r, θ, z, t) with an appropriate r-dependent modu-
lation W (r) of a linear increase in time t;

κax(r, t) = W (r)t, (60)

where W (r) is zero everywhere but in the wire and shell.
However, somewhat inconveniently, this κax(r, t) does have
an r derivative, and so along with our desired ζt properties we
also obtain a non-zero and t-dependent ζr on the surfaces of
the wire and shell.

If we write down just the potentially non-zero combina-
tions, the static constitutive relations in the medium are

ε∇ ·E −W (r)ζr ·Br = W (r)C, (61)
1

µ
∇×B +W (r) (ζrr̂)×E

+W (r)ζtB = W (r)J . (62)

Note the nature of the ζr surface terms in these two equations,
and in particular that if the electric field remains purely radial,
they will have no effect. Because of our construction, there is
no electric behaviour in this system, and even if one somehow
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FIG. 6: The fields in a wire embedded inside a thick cylinder, in
scaled units with ε = 1, µ = 1, and ζz = 1, with line charge density
C = 1 on the wire. The wire has a radius Rw = 1 and the shell is
centred at Rc = 8.5 with thickness T = 15. The electric field Er is
in blue, and the magnetic field Bz is in red. The green dashed curve
is the radial electric field Eor obtained for the same charge density
distribution in non-axionic materials. The Bessel-like nature of the
fields under the influence of this axionic material can be clearly seen.
Notably, even though the oppositely-signed Bz inside the wire acts
to suppress the effective charge density there, the field oscillations
here enhance the electric field strength outside the shell, whilst also
swapping its sign.

appeared, the radial symmetry would guarantee a concommi-
tantly radial electric field. This means that the ζr surface terms
play no role in the following calculation; but if the symmetry
was broken and they did, they would induce surface charges
and currents on the wire and shell.

These symmetry restrictions reduce the above equations to
simpler ones; and also mean that the other Maxwell equations,
namely (4) and (5) are automatically satisfied. The first equa-
tion is for the angular magnetic field Bθ resulting from the
current density Jz and any axial magnetic field Bz:

µ−1r−1∂r [rBθ] = W (r)Jz −W (r)ζtBz, (63)

where the second RHS term can be interpreted as a polariza-
tion current density induced by the action of the axial mag-
netic field on the axionic response of the medium. The second
equation is for the axial magnetic field Bz under the influence
of the angular magnetic field Bθ:

µ−1∂rBz = −W (r)ζtBθ, (64)

where the RHS term can be interpreted as a polarization cur-
rent density induced by the action of the angular magnetic
field on the axionic response.

These two equations can be combined, resulting in inhomo-
geneous Bessel’s equations of orders ν = 0 and ν = 1 for Bz
and Bθ respectively. With r̄ = Wζtr and a suitably scaled
current J̄z , we have

r̄2∂2
r̄Bz + r̄∂r̄Bz + r̄2Bz = r̄2J̄z, (65)

r̄2∂2
r̄Bθ + r̄∂r̄Bθ +

[
r̄2 − 1

]
Bθ = 0. (66)

Note that solutions for this system are mathematically iden-
tical to those presented in the previous subsection, for an ζz
response. This can be seen by inspection of (63) and (64), and
comparison with (56) and (57); the differences being solely
the replacement of Er with Bθ, of ε with 1/µ, a sign on the
axionic term, and replacing the charge density C with Jz .

VI. OTHER TOPICS

A. Metamechanical axionic response

An interesting question is whether or not it is possible to
design a metamaterial unit cell which can generate an axionic
response of the kinds discussed here. Broadly speaking, there
are two sorts of axionic response, those that generate charge
(see (24)) and those that generate current (see (25)). Since it
is hard to generate a free charge from nowhere, or turn on and
off some mechanism for isolating that charge, it is easiest to
focus on current generating axionic responses.

Since the axionic response is outside the scope of standard
electromagnetism, we will utilise concepts from the area of
mechanical metamaterials [44, 45], albeit ones driven by ap-
plied electromagnetic fields, and which – with the addition of
moving charged elements, can generate currents. It is the me-
chanical movement and couplings of the metamaterial com-
ponent that create constitutive properties of the necessary ori-
entation for an axionic response.

The metamaterial unit cell concept shown in figure 7 de-
picts a mechanism intended to create the axionic response
where an electric field applied across the page (e.g. along
x̂) generates a vertical current (oriented along ŷ). Whilst this
suffices for selecting the appropriate axionic response orienta-
tions with respect to the field, this is not the complete picture.
As with the great majority of metamaterial schemes, this is (a)
a dynamic response suitable for oscillating fields only, and (b)
will typically only generate the desired response current with
a phase offset to the driving field. Further, it will also generate
a side effect current (along x̂), and of itself generate a back-
ground dipolar/quadrupolar electric field. Nevertheless, if the
driving electric field is strong, and the detector charges qb are
weak compared to the response ones qr, and the mechanical
system oscillates and is driven at the correct frequency, the
system can function as an axionic response.

For a minimal material providing such properties, we as-
sume a model response dynamics, where x is the charge dis-
placement, v is the speed of motion of any corner, K the
restoring force constant, andm the effective mass of the struc-
ture, of

∂tx = v (67)

∂tv = −Kx− γv − 2qb
m
Ex (68)

i.e. ∂2
t v = −Kv − γ∂tv −

2qb
m
∂tEx (69)

or ∂2
t Jy = −KJy − 2qrγ∂tv −

4qrqb
m

∂tEx, (70)

since Jy = 2qrv. Here, γ represents frictional losses in the
mechanical oscillator.

In the quasistatic case with Ex oscillating at a frequency
ω0, and with negligible losses, we have

ŷJy = ẑ

[
ω0

K + ıγω0 − ω2
0

4qrqb
m

]
× x̂Ex, (71)

which means that

ζz =
ω0

K + ıγω0 − ω2
0

4qrqb
m

. (72)

Note that (72) is frequency dependent, and is the dispersion
relation for the axionic response. As the response is derived
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y

x
Applied Electric Field

FIG. 7: Diagram of a current-generating axionic response ζzẑ, based
on a diamond shape that stretches (or shrinks) in x whilst simulta-
neously contracting (or expanding) in y. When an oscillating elec-
tric field Ex is applied, the “detector” charges (blue circles) are
pulled apart (or pushed together) horizontally, so that the “response”
charges (red squares) are moved together (apart) vertically. The y-
direction current produced by those moving response charges is the
axionic response. Not shown are the mechanisms that return the sys-
tem to a default shape when the applied field is removed; for a con-
struction with sufficiently flexible corners, this could be provided by
the elastic properties of the material.

from the causal dynamical model of (67), (68) it automati-
cally satifies the Kramers-Kronig relations [33]; and in some
suitably narrowband limit could be approximated as being dis-
persionless.

Note that at the expense of additional complication, the un-
wanted current due to the detector charges could be (partly)
cancelled by stacking the element of figure 7 with the com-
plementary “auxetic” one of figure 8. In the auxetic [45] cell,
the shape expands simultaneously in x and y; as a result, with
(blue) detector charges of reversed sign (as shown), you can
cancel the side-effect detector-charge currents with each other.

By placing elements of this kind radially around a conduct-
ing cylinder, with x̂ replaced with the radial direction r̂, and ŷ
replaced with the angular direction θ̂, we could envisage con-
structing a dynamical counterpart to an active, driven scheme
such as that shown in figure 1; this is depicted in figure 9.

B. Transformation Electromagnetics

There is much current interest in the concepts and appli-
cations of transformation optics in both space and spacetime
[46–49], most notably involving various sorts of spatial and
spacetime cloaking in free space [50–53], against or on sur-
faces [54–56], and at distance [57].

It is worth investigating how such techniques are imple-
mented under our new CMCR scheme. In transformation op-
tics it is the optical metric where the cloaking or other trans-
formation design is implemented; and it is important to note
that that optical metric is distinct from the background physi-
cal (spacetime) metric [58–60].

y

x
Applied Electric Field

FIG. 8: Diagram of an auxetic current-generating axionic response
ζzẑ, based on a shape whose core stretches (or shrinks) in x whilst
simultaneously expanding (or contracting) in y. When an oscillating
electric field Ex is applied, the “detector” charges (blue circles) are
pushed together (or pulled apart) horizontally, so that the “response”
charges (red squares) are moved together (or apart) vertically. The
y-direction current produced by those moving response charges is
the axionic response; notice that this response current is the same
as in figure 7, whilst the current due to the detector charges is op-
posed. Not shown are the mechanisms that return the system to a
default shape when the applied field is removed; for a construction
with sufficiently flexible corners, this could be provided by the elastic
properties of the material.

For the constitutive model presented here, as detailed in our
CMCR, (4), (5), (14), (15), we see that the metric (whether
of the background spacetime or optical signals) does not ex-
plicitly appear. Instead its components and its derivatives are
encoded within the components of the Ψ’s.

Since the operators (ΨE
ρ , ΨB

ρ , ΨE
J , ΨB

J ) contain derivatives,
one idea to perform a transformation optics is to promote the
partial derivatives ∂i in (16) to covariant derivatives∇i. How-
ever this will not work because the operators (ΨE

ρ , ΨB
ρ , ΨE

J ,
ΨB
J ) are not tensors. Instead one should use the change of

coordinates formula (A21), (A22) given in appendix A. For
example, from this one can extract the components (ΨE

ρ )i us-
ing (A13). In (A22) we see that the non-axionic terms, i.e.
those with two indices such as (ΨE

ρ )0j , (ΨE
ρ )ij , transform

like tensor densities, albeit ones that can mix the non-axionic
terms when performing a spacetime transformation. By con-
trast, (A21) says that the transformation of the axionic terms
has two contributions: one is the standard tensor transforma-
tion, and the other introduces the non-axionic terms multi-
plied by the derivative of the Jacobian matrix. This means
that a medium which does not have an axionic response can
be transformed into one which does. This is analogous to the
way the Christoffel symbols, which in Minkowski spacetime
with Cartesian coordinates are zero, can be transformed into
non-zero values.
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FIG. 9: Metamaterial axionic response cells arranged radially about
a conducting cylinder, to provide an axial axionic response ζzẑ. This
is rather like the concept of figure 1, except that to achieve the ζθθ̂ in
that case the cells would need to be rotated about the radial axis and
re-oriented into the r̂ẑ plane. The auxetic cells of figure 8 are used
so that their proper orientation is clearer.

C. Ohmic Resistance

Ohm’s law J = σE relates the current J through a conduc-
tor to the electric field E experienced by that conductor, with
the proportionality between them being due to the conduc-
tivity σ. Here we are in particular looking for a constitutive
relation giving us ρ in terms of the electric fieldE. Since – by
conservation of charge – the charge at a point can be given by
the time integral of the current, such a constitutive relation is
obtained by inserting Ohm’s Law into this integral5. Thus we
have

ρ(t) = −
∫ t

t0

∇ · (σE) dt′ + ρ(t0) (73)

Since the CMCR equations (14) and (15) are a more general
relationship between (E, B) and (ρ, J ) it is natural to ask if
these avoid the problem of integral constitutive relations.

Consider a simple non-axionic isotropic homogeneous
static medium with ΨE

J 〈E〉 = ε∂tE − σE and ΨB
J 〈B〉 =

µ−1∇×B so that (15) becomes

µ−1∇×B − ε∂tE = σE + J (74)

where ε, µ and σ are constants and J is the external current.
In order to be consistent with (20), the other CMCR is given
by

ε∇ ·E − σ
∫

(∇ ·E) dt = ρ . (75)

Since this expression contains an integral clearly there do not
exist any ΨE

ρ and ΨB
ρ such that (14) becomes (75).

5 This observation is often ignored, either by assuming that ∇ · E = 0 so
we can set ρ = 0, or by working in frequency space so that (73) becomes
ρ = (σ/(ıω))∇ ·E.

However, we could decide to further extend the constitutive
relations, so that the CMCR are also allowed to include second
derivatives of (E, B) as well as first derivatives of ρ. In such
a case, differentiating (75) with respect to time gives

ε∇ · ∂tE − σ∇ ·E = ∂tρ. (76)

This means that such a “second order” extension to the CMCR
would allow us to include a conductivity model of Ohmic cur-
rent in the constitutive relations, just the standard constitutive
relations can be extended by the addition of the conductivity
parameter σ. In any such extension, there would be very many
more allowed constitutive parameters than are considered here
in our first order CMCR model.

D. Poynting Vector

It is instructive to consider how these new axionic responses
appear in the derivation of the electromagnetic energy flux
equation, i.e. as applied to the Poynting vector [2, 61]. We
have, using a standard vector identity and (25),

∇· (E ×B)

= −E · (∇×B) +B · (∇×E)

= −E · µ (ε∂tE − ζ ×E − ζtB + J)−B · ∂tB
= − 1

2∂t (εµE ·E +B ·B) + µE · (ζ ×E)

+ µζtE ·B − µE · J .

Hence

∂t
(

1
2εE ·E + 1

2µ
−1B ·B

)
+∇ ·

(
E × µ−1B

)
= −E · J + ζtE ·B,

(77)

where the only unconventional effect arises from the ζt term.
The conservation of momentum may also be derived as

∂tp = ∇ · ¯̄S − (E ·B) ζ + ρE + J ×B, (78)

where the (Minkowski) electromagnetic momentum is

p = εE ×B, (79)

and the electromagnetic stress tensor is(
¯̄S
)
ij

= εEiEj + µ−1BiBj

− 1
2

(
εE ·E + µ−1B ·B

)
δij . (80)

The divergence of the stress tensor turns out to be(
∇ · ¯̄S

)
j

= ∂i
(

¯̄S
)
ij

= ∂t (εB ×E)j + ρEj

+ (B × J)j + ζj (B ·E) . (81)

Here, as throughout this paper, we do not wish to consider
the axionic terms (ζ, ζt) as due to an axion particle field as
in (1), but instead as background constitutive relations in the
medium. Setting the external current to zero we see from (77)
that energy is conserved only if ζt = 0. Similarly, a compo-
nent of the pi momentum is conserved only if the correspond-
ing component of ζi is zero. These observations are actually
a consequence of existing work [62, 63], where it was shown



13

that in the presence of a static background field, there is a con-
served Noether current where there is a Killing symmetry that
is simultaneously a symmetry of the metric and of the back-
ground field as it appears in the Lagrangian. In our case the
background field appears as6

κaxE ·B. (82)

Thus time is a Killing symmetry of the Minkowski metric and
a Lie symmetry of the axion current if ζt = ∂tκax = 0, in
this case the corresponding Noether current is energy. The
results of [62] can also be used to predict the conservation of
angular momentum if ζ = ζr(r) r̂ in the (r, θ, φ) coordinate
system, and of angular momentum about the z-axis if ζ =
ζr(r, z)r̂ + ζz(r, z)ẑ in the cylindrical (r, θ, z) case. The
additional axionic ζtE ·B contribution to this EM energy flux
equation acts comparably to the standard energy storage term
(cf. (77)) or the work-done-on-charges termE ·J . Depending
on the local fields, it acts as a source or sink for EM energy.
In the usual case of an interaction with an axion particle field,
this would be interpreted as a transfer of EM energy to or from
those axions, where ζt can be identified with ∂tΞ. Here, it
refers to energy transfer to or from the constitutive mechanism
causing the axionic response.

VII. CONCLUSION

We have presented a minimal extension to the standard con-
stitutive relations for Maxwell’s equations, and have achieved
this by combining the Maxwell-Ampère equation with the
constitutive properties of an electromagnetic medium. This
means that we eliminate the need for the excitation fields (D,
H), and can permit a wider range of responses than the stan-
dard constitutive tensor approach. Although constraints mean
that most likely only 4 new axionic (“axion-like”) parameters
are permitted, these nevertheless represent media impossible
to treat in the traditional approach, even if we allow inhomo-
geneity or dispersion. As such our new CMCR can be made
to look like standard EMCR, but with the addition of extra
axionic responses.

Notably, there are two cases when we cannot express our
new axionic responses as an extension of standard EMCR,
these being if we require the constitutive properties to be ho-
mogeneous, or in the case of non-trivial topology. In particu-
lar, homogeneous blocks of axionic materials represented us-
ing our CMCR appear as inhomogeneous materials if the rep-
resentation is converted over to the standard EMCR. This is
why the CMCR can represent axionic effects without relying
– as is usually expected – on boundary effects.

This means that there are cases where it is advantageous –
or even required – to write the axionic response in our way.
These results are linked to related discoveries [4] enabled
by removing (D, H), such as non-conservation of charge in
topologically non-trivial spaces, and the treatment of charges
passing through wormholes. We also remarked on the possi-
bility of there being an additional 16 more exotic constitutive
parameters, for a grand total of 55 in all. If these exist, we ei-
ther require additional new types of field and charge, or need
to reconsider what we aim to represent by the excitation fields
(D,H).

Another direction is to enumerate the plane eigenmodes of
uniform media associated with our theory. Solving the eigen-
problem of a conventional biaxial medium leads to the famil-
iar self-intersecting Fresnel phase surface carrying four sin-
gular points [64]. Recent generalisation from biaxial media
to media with independent dielectric, magnetic, and magneto-
electric tensors (a total of 20 material parameters) has been
shown to give rise to a much richer Kummer surface, contain-
ing up to sixteen singular directions [65]. With our proposed
media containing a total of 55 parameters, even more con-
torted and exotic Fresnel phase surfaces are to be anticipated.

In future work we also aim to go beyond the minimal ex-
tension and theoretical discussion presented here. Our exam-
ples suggest a range of opportunities for further work based on
these results in topological and periodic systems, in attempt-
ing a metamaterial implementation of the axionic response,
or in extending the treatment to second order to treat Ohmic
effects.

As a final remark, we wish to emphasise that this paper has
only been written in standard vector calculus notation so as to
make it more widely accessible. In fact, the CMCR minimal
extension presented here can be written – and was originally
written – much more succinctly in coordinate free notation
using exterior forms. This is briefly presented in appendix
C, where the equations do not include an explicit metric, and
are therefore also consistent with a pre-metric formulation of
electromagnetism [7].
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Appendix A: In relativistic tensor notation

In both special and general relativity it is usual to com-
bine the electromagnetic fields (E, B) into a single anti-
symmetric tensor Fab [8]. Here indices a, b, . . . span the
range {0, 1, 2, 3}, where for some coordinates xa we have that
x0 = t; also we use indices i, j, . . . to represent only the spa-
tial {1, 2, 3}. For some Fab, we can extract the electric and
magnetic fields with

Ei = F0i and B` = g`iε
ijkFjk.. (A1)

where the extraction of the magnetic fieldB` requires both the
Levi-Civita symbol εijk and the metric g`i.

In this notation Maxwell’s equations (4), (5) become

∂aFbc + ∂bFca + ∂cFab = 0, (A2)

which is automatically satisfied using the electromagnetic po-
tential, which is a 4-vector Aa such that

Fab = ∂aAb − ∂bAa. (A3)

All the proofs for results in this appendix are given in detail
in appendix B.

The advantage of using this relativistic notation is that the
four separate CMCR operators (ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ) can now

be combined into a single CMCR operator Ψ. This opera-
tor takes the tensor Fab to the 4-vector density Ja and so the
two equations (14), (15) now combine into the single CMCR
equation

Ψ〈F 〉 = J (A4)

The operator Ψ obeys the same three properties. It is linear,
as in (18) and (19), so that

Ψ〈α+ β〉 = Ψ〈α〉+ Ψ〈β〉 and Ψ〈λα〉 = λΨ〈α〉
(A5)

where λ ∈ R. It is also first order, as in (17)

Ψ
〈
f2 F

〉
= 2f Ψ〈f F 〉 − f2 Ψ〈F 〉 , (A6)

for all scalar fields f and all antisymmetric tensors F . Finally,
the conservation of charge equation, corresponding to (21), is
now written

∂a(Ψ〈F 〉)a = 0 where Fab = ∂aAb − ∂bAa, (A7)

for all A.
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• All operators Ψ which satisfy (A5), (A6) can be written

(Ψ〈F 〉)a = 1
2Ψabc Fbc + 1

2Ψabcd (∂bFcd) (A8)

where clearly we demand7

Ψa(bc) = 0 and Ψab(cd) = 0. (A9)

We can extract the components Ψabc and Ψabcd via

Ψabc =
(
Ψ
〈
dxbc

〉)a
(A10)

Ψabcd =
(
Ψ
〈
xb dxcd

〉
− xb Ψ

〈
dxcd

〉)a
(A11)

where dxab is the antisymmetric tensor with components

(dxab)cd = δac δ
b
d − δad δbc (A12)

It is trivial to see that Ψ〈F 〉 given by (A8) obeys (A5), (A6).
The converse is demonstrated in the appendix B, which also
contains the proof of all the statements in this section. Thus
without the charge conservation equation there are 120 com-
ponents for Ψ.
• The Ψabc and Ψabcd used above are simply a rewriting of
the components of (ΨE

ρ , ΨB
ρ , ΨE

J , ΨB
J ). For example, we have

(ΨE
ρ )i = Ψ00i , (ΨE

ρ )0i = Ψ000i and (ΨE
ρ )ji = Ψ0j0i.

(A13)

• Imposing charge conservation using (A7) means that the
components Ψabc and Ψabcd also obey

∂aΨabc = 0 , (A14)

Ψ(ab)c + ∂dΨ
d(ab)c = 0 (A15)

and Ψ(abc)d = 0. (A16)

• In appendix B we show that (A9) and (A14)–(A16) imply
there are 4 independent components of Ψabc, corresponding
to (ζ, ζt) and 51 independent components of Ψabcd.
• Clearly in the homogeneous case (A14)–(A16) reduce to

Ψ(ab)c = 0 and Ψ(abc)d = 0 (A17)

• The null equivalent condition (30) relevant for the non-
axionic extension terms becomes

Ψ→ Ψ+
◦
Ψ (A18)

where
◦
Ψ satisfies (A5), (A6); and in addition

◦
Ψ〈F 〉 = 0 where Fab = ∂aAb − ∂bAa for all A

(A19)

In terms of components (A19) becomes

◦
Ψabcd +

◦
Ψacbd − ◦

Ψabdc − ◦
Ψadbc = 0. (A20)

• In appendix B we show that (A20) implies that
◦
Ψabcd has

16 components.

7 Here the brackets refer to the symmetric component, for example
Ψa(bc) = 1

2

(
Ψabc + Ψacb

)
.

• Observe that although the components Ψabcd transform as
a tensor density under change of coordinates, the components
Ψabc do not. If (x0, x1, x2, x3) and (x̂0, x̂1, x̂2, x̂3) are two
coordinate systems then

Ψ̂âb̂ĉ =
(

Ψabc ∂x̂
b̂

∂xb
∂x̂ĉ

∂xc
+ Ψabcd ∂2x̂b̂

∂xb∂xc
∂x̂ĉ

∂xd

+ Ψabcd ∂x̂
b̂

∂xc
∂2x̂ĉ

∂xb∂xd

)∂x̂â
∂xa

dx

dx̂
(A21)

and

Ψ̂âb̂ĉd̂ = Ψabcd ∂x̂
b̂

∂xb
∂x̂ĉ

∂xc
∂x̂d̂

∂xd
∂x̂â

∂xa
dx

dx̂
, (A22)

where Ψ̂abc, Ψ̂abcd are the component with respect to
(x̂0, x̂1, x̂2, x̂3) and dx/dx̂ is the Jacobian. If higher order op-
erators were to be considered, in an extension of our CMCR,
they would lead to more unusual non tensorial changes of co-
ordinates [66].

Appendix B: Proofs

Proof that (A5), (A6) implies (A8), i.e. linearity.
Let λ and µ be scalar fields. By considering Ψ

〈
(λ+ µ)2F

〉
and Ψ

〈
(λ− µ)2F

〉
then we can show (A6) implies

Ψ〈λµF 〉 − λΨ〈µF 〉 − µΨ〈λF 〉+ λµΨ〈F 〉 = 0 (B1)

Let p be an event in spacetime with coordinates
(p0, p1, p2, p3) then expanding Fcd about p to second
order gives

Fcd = Fcd|p + (xb − pb) (∂bFcd)|p+
(xa − pa)(xb − pb)αabcd

where αabcd a set of (indexed) scalar fields.

2 (Ψ〈F 〉)a
∣∣
p

= Ψ
〈
(Fcd|p) dxab

〉 ∣∣
p

+ Ψ
〈
(xc − pc) (∂cFcd)|p dxab

〉 ∣∣
p

+ Ψ
〈
(xc − pc)(xd − pd)αabcd

〉 ∣∣
p

Now using (A11) and (A5) we have(
Ψ
〈
(Fcd|p) dxcd

〉)a ∣∣
p

= (Fcd|p)
(
Ψ
〈
dxcd

〉)a ∣∣
p

= (Fcd|p)
(
Ψacd

)a ∣∣
p

=
(
Fcd Ψacd

) ∣∣
p

and(
Ψ
〈
(xb − pb) (∂bFcd)|p dxcd

〉)a ∣∣
p

= (∂bFcd)|p
(

Ψ
〈
xb dxcd

〉 ∣∣
p
− pb Ψ

〈
dxcd

〉 )a∣∣∣
p

= (∂bFcd)|p
(

Ψ
〈
xb dxcd

〉 ∣∣
p
− xb Ψ

〈
dxcd

〉 )a∣∣∣
p

= (∂bFcd)|p (Ψabcd)
∣∣
p

=
(
Ψabcd ∂bFcd

) ∣∣
p

Lastly, using (B1) we have

Ψ
〈
(xa − pa)(xb − pb)αabcd

〉 ∣∣
p

=
(
(xa − pa)Ψ

〈
(xb − pb)αabcd

〉) ∣∣
p

+
(
(xb − pa)Ψ〈(xa − pa)αabcd〉

) ∣∣
p

+
(
(xa − pa)(xb − pb) Ψ〈αabcd〉

) ∣∣
p

= 0
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Hence

2 (Ψ〈F 〉)a
∣∣
p

=
(
Fcd Ψacd + Ψabcd ∂bFcd

)∣∣∣
p

Hence (A8).

Proof of (A14)–(A16), i.e. the effect of charge conservation on Ψ.

Let Fab = ∂aAb − ∂bAa then from (A7) we have
∂a(Ψ〈F 〉)a = 0. Thus using (A8) we have, using (A9),

0 = ∂a(Ψ〈F 〉)a = 1
2∂a

[
Ψabc Fbc + Ψabcd(∂bFcd)

]
= 1

2∂a
[
Ψabc (∂bAc − ∂cAb) + Ψabcd(∂bcAd − ∂bdAc)

]
= ∂a

[
Ψabc ∂bAc + Ψabcd∂bcAd

]
=
(
∂aΨabc

)
∂bAc + Ψabc ∂abAc

+
(
∂aΨabcd

)
∂bcAd + Ψabcd∂abcAd

= (∂aΨabc) ∂bAc +
(
Ψabc + ∂dΨ

dabc
)
∂abAc

+ Ψabcd∂abcAd

=
(
∂aΨabc

)
∂bAc +

(
Ψ(ab)c + ∂dΨ

d(ab)c
)
∂abAc

+ Ψ(abc)d∂abcAd

Since at each point the first, second and third derivatives of A
are independent this gives (A14)–(A16).

Proof of (A20)), i.e. constraints on the non-axionic terms.

0 = Ψabcd [∂b(∂cAd − ∂dAc)] = Ψabcd [∂bcAd − ∂bdAc]
= 1

2 (∂bcAd)
(
Ψabcd + Ψacbd −Ψabdc −Ψacdb

)
.

Proof: Counting the 51 non-axionic terms.
These terms include all of the standard EMCR terms, as well
as the extension terms denoted

◦
Ψ; these all contain differen-

tials. Here we need to calculate all Ψabcd such that from (A9),
(A16), Ψ(abc)d = 0 and Ψab(cd) = 0. For the following we
do not use any summation convention, and assume all {abcd}
are different.

Case {aaaa}, 0 terms: Ψaaaa = 0.

Case {aaab}, 0 terms: Ψbaaa = Ψabaa = 0.
Ψaaba = −Ψaaab, but Ψaaba + Ψabaa + Ψbaaa = 0
hence Ψaaba = 0.

Case {aabb}, 6 terms: Ψaabb = 0.
Ψabab + Ψbaab = 0, hence Ψabab = −Ψbaab = Ψbaba.

Case {aabc}, 36 terms: Ψaabc + Ψabac + Ψbaac = 0.

Ψabca + Ψacba + Ψbaca + Ψbcaa + Ψcaba + Ψcbaa = 0;
i.e. Ψabca + Ψacba + Ψbaca + Ψcaba = 0, so
Ψabac + Ψacab + Ψbaac + Ψcaab = 0.
Hence Ψaabc + Ψaacb = 0 (Obviously).

Number {aabc} is 4× 3 = 12 however not all are inde-
pendent.

Ψ1002, Ψ0102, Ψ0201, Ψ1003, Ψ0103, Ψ0301, Ψ2003,
Ψ0203, Ψ0302. This times four equals 36.

Case {abcd}, 9 terms:
Ψabcd + Ψbcad + Ψcabd + Ψbacd + Ψcbad + Ψacbd = 0.
If d = 3 this gives 5 terms: Ψ0123, Ψ1203, Ψ2013, Ψ1023,
Ψ2103; here Ψ0213 is given by the others.

With d = 2 this gives 3 terms: Ψ0312, Ψ3012, Ψ3102;
here Ψ1302 is given by the others.

With d = 1 this gives 1 term: Ψ2301

Proof: Counting the 4 axionic terms.
The axionic response terms are those with only three indices,
i.e. Ψabc, using (A9) and (A15) With no summation, and as-
suming all {abc} are different:

Case {aaa}, 0 terms: Ψaaa = 0.

Case {aab}, 0 terms: Since Ψaba = −Ψaab =
∑
c ∂cΨ

caab

and Ψbaa = 0. So there are no additional terms arising
from repeated terms.

Case {abc}, 4 terms:

Ψabc = −Ψacb = Ψcab − 2
∑
d

∂dΨ
d(ac)b

= −Ψcba − 2
∑
d

∂dΨ
d(ac)b

= Ψbca − 2
∑
d

∂dΨ
d(ac)b − 2

∑
d

∂dΨ
d(bc)a

= −Ψbac − 2
∑
d

∂dΨ
d(ac)b − 2

∑
d

∂dΨ
d(bc)a

= Ψabc − 2
∑
d

∂dΨ
d(bc)a−

2
∑
d

∂dΨ
d(ac)b − 2

∑
d

∂dΨ
d(bc)a

= Ψabc − 2
∑
d

∂d
(
Ψd(bc)a + Ψd(ac)b + Ψd(bc)a

)
= Ψabc −

∑
d

∂d
(
Ψdbca + Ψdcba + Ψdacb

+ Ψdcab + Ψdbca + Ψdcba
)

This is consistant since Ψdbca + Ψdbac = 0.

Therefore there are 4 independent terms.

Ψ012 = ζ3, Ψ013 = −ζ2, Ψ023 = ζ1 and Ψ123 = −ζt
although they are still constrained by the first equation in
(A14).

Proof: Counting the 16 null terms.
First note that (A20) implies the second equation of (A16).
This follows since (A19) implies (A7). After manipulating
(A20) and

◦
Ψab(cd) = 0 we see that

◦
Ψabcd is antisymmetric in

the last three indices. Thus there are only 4 possible values of
bcd and 4 possible values of a, giving 16 components.

Proof of change of coordinates.
Observe that Ja is a vector density since it transforms as

Ĵa = Jb
∂x̂a

∂xb
dx

dx̂
. (B2)
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Let Ja = 1
2Ψabc Fbc + 1

2Ψabcd ∂Fcd
∂xb

and Ĵa = 1
2 Ψ̂abc F̂bc + 1

2 Ψ̂abcd ∂F̂cd
∂x̂b

.

Then

1
2 Ψ̂âb̂ĉ F̂b̂ĉ + 1

2 Ψ̂âb̂ĉd̂ ∂F̂ĉd̂
∂x̂b̂

= Ĵ â = Ja
∂x̂â

∂xa
dx

dx̂

=

(
1
2Ψabc Fbc + 1

2Ψabcd ∂Fcd
∂xb

)
∂x̂â

∂xa
dx

dx̂

= 1
2Ψabc F̂b̂ĉ

∂x̂b̂

∂xb
∂x̂ĉ

∂xc
∂x̂â

∂xa
dx

dx̂

+ 1
2Ψabcd ∂

∂xb

(
F̂ĉd̂

∂x̂ĉ

∂xc
∂x̂d̂

∂xd

)
∂x̂â

∂xa
dx

dx̂

= 1
2Ψabc F̂b̂ĉ

∂x̂b̂

∂xb
∂x̂ĉ

∂xc
∂x̂â

∂xa
dx

dx̂

+ 1
2Ψabcd

(∂F̂ĉd̂
∂xb

∂x̂ĉ

∂xc
∂x̂d̂

∂xd
+ F̂ĉd̂

∂2x̂ĉ

∂xb∂xc
∂x̂d̂

∂xd

+ F̂ĉd̂
∂x̂ĉ

∂xc
∂2x̂d̂

∂xb∂xd

)∂x̂â
∂xa

dx

dx̂

= 1
2 F̂b̂ĉ

(
Ψabc ∂x̂

b̂

∂xb
∂x̂ĉ

∂xc
+

∂2x̂b̂

∂xb∂xc
∂x̂ĉ

∂xd

+
∂x̂b̂

∂xc
∂2x̂ĉ

∂xb∂xd

)∂x̂â
∂xa

dx

dx̂

+ 1
2Ψabcd ∂F̂ĉd̂

∂x̂b̂
∂x̂b̂

∂xb
∂x̂ĉ

∂xc
∂x̂d̂

∂xd
∂x̂â

∂xa
dx

dx̂
.

Appendix C: Coordinate-free notation and pre-metric
electromagnetism

The construction of our CMCR in the main text can be
greatly simplified using exterior differential forms [7, 67, 68].
In this notation (A2) and (A4) become

dF = 0 and Ψ〈F 〉 = J . (C1)

where the first order operator Ψ maps the 2–form F to the 3–
form J , and obeys the first order operator axioms (A5) and
(A6). The 3–form source density J is

J = 1
6J

a εabcd dx
bcd = Jaiadx

0123.

Here the notation is dxbcd = dxb ∧ dxc ∧ dxd. This is consis-
tent with the basis of electromagnetic field dxab = dxa∧dxb.
This explains why Ja is a vector density (B2) which follows
from

∂

∂xb
=
∂x̂a

∂xb
∂

∂x̂a
and dx0123 =

dx

dx̂
dx̂0123.

Charge conservation (A7) simply becomes

d(Ψ〈dA〉) = 0 for all 1–forms A, (C2)

and the equation for the null terms (A19) becomes

◦
Ψ〈dA〉 = 0 for all 1–forms A. (C3)

Looking at (C1), (C2) it is clear that these equations do not
explicitly include a metric, as was stated in section VI B. The
metric dependence of Maxwell’s equations would instead be
included in the CMCR operator Ψ, which is fully consistent
with the pre-metric formulation of Maxwell’s equations [7].
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