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1. Introduction

In [6] Hjorth and Molberg proved that for any countable group Γ there
exists a free and continuous action of Γ on the Cantor set C that admits an
invariant Borel probability measure. Our main goal is to prove that one can
also assume the minimality of the action.

Theorem 1. For any countably infinite group Γ, there exists a free minimal
continuous action α : Γ y C on the Cantor set admitting an invariant Borel
probability measure.

In fact, we show that α can be chosen to be universal in the following sense.

Theorem 2. There exists a free, minimal action α : Γ y C that satisfies the
following condition. Let β : Γ y X be a free Borel action of the above group
Γ on the standard Borel space X admitting an invariant Borel probability
measure µ. Then there exists a Borel embedding Φ : X ′ → C commuting
with the actions α and β, such that X ′ is an invariant Borel set of X and
µ(X ′) = 1.

It is important to note that Weiss proved [11] the existence of a topologically
free minimal Cantor action satisfying the condition of Theorem 2. Notice
however, that topologically free minimal Cantor actions of the free group
admitting an invariant measure can be very far from being essentially free. In
fact, it is possible that the equivalence relation associated to such topologically
free minimal action is hyperfinite [1]. Our approach to prove Theorem 2 is
based on the philosophy behind Weiss’ proof and the notion of properness.

First we prove a result on Borel universality.
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Proposition 1.1. For any countably infinite group Γ and for any free Borel
action β : Γ y X on the standard Borel space, there exists an injective
equivariant Borel map Ψ′

β : X → Free(CΓ) ( where Free(CΓ) is the free part of
the Bernoulli C-shift space), such that the closure of the set Ψ′

β(X) is still in

Free(CΓ).

As a consequence, we will obtain the following theorem.

Theorem 3. For any countably infinite group Γ, there exists a free continuous
action ζ : Γ y C such that for any free Borel action β : Γ y X on the
standard Borel space we have an injective Borel map Ψβ : X → C satisfying
Ψβ ◦ β = ζ ◦Ψβ.

Note that Seward and Tucker-Drob [10] (see also [2]) proved the following
result: For any free Borel action α : Γ y X there exists a (not necessarily
injective) equivariant Borel map Ψ : X → Free({0, 1}Γ) such that the closure
of the set Ψ(X) is still in Free({0, 1}Γ).

In 1952 Oxtoby [9] proved that there exists a free, minimal Z-action on the
Cantor set that is not uniquely ergodic, that is, it admits more than one
ergodic invariant Borel probability measures. We will prove the following
corollary of Theorem 2.

Corollary 1.1. Any countably infinite group Γ has a free, minimal action on
the Cantor set that is not uniquely ergodic.

We will also prove a version of Theorem 3 for uniformly recurrent subgroups
(Theorem 4) answering a question of Glasner and Weiss in the “universal
sense”. Finally, we prove Theorem 1. The main idea is to construct an
explicit free minimal action for any countably infinite group using an inductive
“learning” algorithm. Then we combine this construction with Theorem 3 to
obtain our main result.

Acknowledgement: We are grateful to Benjamin Weiss for sending us his
paper [11].

2. The proof of Theorem 3

Let Γ be a countable infinite group and {σi}
∞
i=1 be a generating system of

Γ. Also for n ≥ 1, let Γn be the subgroup of Γ generated by the elements
{σi}

n
i=1. We will also assume that if Γn 6= Γ, then σn+1 /∈ Γn. Hence, if Γn 6= Γ

then Γn+1 6= Γn. Consequently, if Γn is finite, then |Γn| ≥ 2n. Let α : Γ y X
be a Borel action of Γ on the standard Borel space X. We define a sequence
{Gn}

∞
n=1 of Borel graph structures on X in the following way. If p, q ∈ X,

p 6= q, then let (p, q) ∈ E(Gn) if there exists 1 ≤ i ≤ n such that α(σi)(p) = q
or α(σi)(q) = p. A Borel C-coloring of X is a Borel map ϕ : X → C, where
C = {0, 1}N is the Cantor set. We say that ϕ is a proper C-coloring with
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respect to α : Γ y X if for any r > 0 there exists Sr > 0 such that for any
p, q ∈ X (ϕ(p))Sr

6= (ϕ(q))Sr
, provided that 0 < dGr

(p, q) ≤ r, where

• dGr
is the shortest path metric on the components of the Borel graph

Gr.
• For κ ∈ C and s > 0, (κ)s ∈ {0, 1}[s], denotes the projection of κ onto
its first s coordinates. Here [s] denotes the set {1, 2, . . . , s}.

The Borel coloring ϕ is called separating if for any p 6= q ∈ X, ϕ(p) 6= ϕ(q).

Lemma 2.1. For any Borel action α : Γ y X there exists a separating,
proper C-coloring with respect to α.

Proof. First, for any r ≥ 1 we construct a new Borel graph Hr of bounded
vertex degree on X such that (p, q) ∈ E(Hr) if 0 < dGr

(p, q) ≤ r. By the
classical result of Kechris, Solecki and Todorcevic [7], there exists an integer
mr > 0 and a Borel coloring ψr : X → {0, 1}[mr ] such that ψr(p) 6= ψr(q),
whenever p and q are adjacent vertices in the Borel graph Hr. Then ϕ1(p) =
{ψ1(p)ψ2(p) . . . } ∈ {0, 1}N, defines a proper C-coloring of X with respect to α.
Now we use the usual trick to obtain a separating coloring. Let ϕ2 : X → C
be a Borel embedding. Then if ϕ1(p) = {a1a2a3 . . . } and ϕ2(p) = {b1b2b3 . . . }
let ϕ(p) = {a1b1a2b2 . . . }. Clearly, ϕ is a separating, proper C-coloring with
respect to α. �

Now we prove Proposition 1.1. Let α : Γ y X be a free Borel action and let
ϕ : X → C be a separating, proper C-coloring. Consider the Bernoulli shift
CΓ with the natural left action

Lδ(ρ)(γ) = ρ(γδ) .

The map Ψ′
α : X → CΓ is defined as usual by

Ψ′
α(x)(γ) = ϕ(α(γ)(x)) .

Clearly, Ψ′
α is Borel and Γ-equivariant and since ϕ is separating, Ψ′

α is injective
as well. Also, Ψ′

α(X) ⊂ Free(CΓ), where Free(CΓ) is the free part of the
Bernoulli shift, that is, the set of elements ρ ∈ CΓ such that if Lδ(ρ) = ρ,
then δ = eΓ. We need to show that if ρ ∈ CΓ is in the closure of Ψ′

α(X),
then Lγ(ρ) 6= ρ, whenever γ 6= eΓ. It is enough to see that if γ 6= eΓ, then
ρ(γ) 6= ρ(eΓ). Let limn→∞ Ψ′

α(xn) = ρ ∈ CΓ. Also, let r > 0 such that

• γ ∈ Γr.
• dGr

(eΓ, γ) ≤ r, where dGr
is the shortest path metric on the left Cayley

graph Cay(Γr, {σi}
r
i=1).

Thus, for any n ≥ 1,

dGr
(α(γ)(xn), xn) ≤ r .

Hence, for any n ≥ 1,

(ϕ(α(γ)(xn)))Sr
6= (ϕ(xn))Sr

.
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Since ρ(γ) = limn→∞ ϕ(α(γ)(xn)) and ρ(eΓ) = limn→∞ ϕ(xn), we have that
ρ(γ) 6= ρ(eΓ) . Hence our proposition follows. �

Now we prove Theorem 3. Let ι : Γ y Free(CΓ) be the natural free action and
Ψ′

ι : Free(CΓ) → Free(CΓ) be the injective Γ-equivariant Borel map defined
in Proposition 1.1. Let W be the closure of Ψ′

ι(Free(C
Γ)) in CΓ. Thus, W ⊂

Free(CΓ) is a closed invariant subset. Then, W can be written as the disjoint
union of W1 and W2, where W1 is a countable invariant subset and W2 is
a closed invariant subset homeomorphic to the Cantor set. Indeed, W is an
uncountable compact set. HenceW can be written as the disjoint union ofWa

and Wb, where Wa is homeomorphic to the Cantor set and Wb is countable.
Clearly, the orbit closure W2 of Wa has no isolated point and W1 = W\W2 is
a countable invariant set. Now, let α : Γ y X be a free Borel action and Ψ′

α :
X → Free(CΓ) be the injective Γ-equivariant Borel map defined in Proposition
1.1. Let Ψ̃α = Ψ′

ι ◦ Ψ′
α. Clearly, Ψ̃α : X → W is an injective Γ-equivariant

Borel map. Now we define the injective Γ-equivariant Borel map Ψα : X → W2

by modifying Ψ̃α on countably many orbits. Let Y = (Ψ̃α)
−1(W1). We can

assume that the complement W3 of Ψ̃α(X) in W2 is infinite, so we can define
an injective Γ-equivariant map Ψ′ : Y → W3. Therefore, we can define the
injective Γ-equivariant Borel map Ψα : X → W2 by

• Ψα(x) = Ψ̃α(x) if x ∈ X\Y .
• Ψα(x) = Ψ′(x) if x ∈ Y .

Since W2 is homeomorphic to C, our theorem follows. �

3. Uniformly recurrent subgroups

Let Γ be a countable group and let Sub(Γ) be the space of subgroups of
Γ [5]. Then Sub(Γ) is a compact, metrizable space and conjugations define
a continuous action c : Γ y Sub(Γ). Now let β : Γ y M be a continuous
minimal nonfree action of a countable group on a compact metric space. Then
we have a natural equivariant map Stabβ : M → Sub(Γ) from our space M
to the compact space of subgroups of Γ, mapping each point x ∈ M to its
stabilizer subgroup. Glasner and Weiss (Proposition 1.2 [5]) proved that the
setM0 of the continuity points of the map Stabβ is a dense, invariant Gδ subset
of M and the closure of Stabβ(M0) in Sub(Γ) is a minimal closed invariant
subset of Sub(Γ), that is, a uniformly recurrent subgroup. They asked
if for any uniformly recurrent subgroup Z ⊂ Sub(Γ) there exists a minimal
continuous action β : Γ y M such that M0 = M and Stabβ(M) = Z. This
question has been answered in [3] and [8]. Now we show that one can answer
the question of Glasner and Weiss in the universal sense.

Theorem 4. Let Γ be a countable group and Z ⊂ Sub(Γ) be a uniformly
recurrent subgroup. Then there exists a continuous action ζZ : Γ y C such
that
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• StabζZ : C → Sub(Γ) is continuous everywhere and StabζZ (C) = Z.
• For any Borel action α : Γ y X such that for any x ∈ X the group
Stabα(x) is in Z (we call these actions (Γ, Z)-actions), there exists an
injective Borel map Ψα : X → C such that Ψα ◦ α = ζZ ◦Ψα.

It was proved in Section 5 [3] that there exist countable groups Γ and uniformly
recurrent subgroups Z ⊂ Sub(Γ) such that no Borel (Γ, Z)-action admits an
invariant Borel probability measure. However, we have the following nonfree
analogue of the aforementioned result of Hjorth and Molberg.

Corollary 3.1. Let Γ be a countable group and let Z ⊂ Sub(Γ) be a uniformly
recurrent subgroup. If there exists a Borel (Γ, Z)-action α : Γ y X that admits
an invariant Borel probability measure, then there exists a continuous (Γ, Z)-
action β : Γ y C on the Cantor set admitting an invariant Borel probability
measure such that

• The map Stabβ : C → Sub(Γ) is continuous everywhere and
• Stabβ(C) = Z.

Proof. (of Theorem 4) Let Z ⊂ Sub(Γ) be a uniformly recurrent subgroup.
We define the Bernoulli shift space CZ of Z in the following way. Let

CZ = ∪H∈ZF(H) ,

where F(H) is the set of maps ρ : Γ/H → C from the left coset space of H to
the Cantor set. The action of Γ on CZ is defined as follows.

• If ρ ∈ F(H) then Lδ(ρ) ∈ F(δHδ−1) and
• Lδ(ρ)(γδHδ

−1) = ρ(γδH) .

Lemma 3.1. L : Γ → Homeo(CZ) is a homomorphism.

Proof. We need to show that if ρ : Γ/H → C and δ1, δ2 ∈ Γ, then

Lδ1(Lδ2(ρ)) = Lδ1δ2(ρ) .

Observe that

Lδ1(Lδ2(ρ)) ∈ F(δ1δ2Hδ
−1
2 δ−1

1 ) and Lδ1δ2(ρ) ∈ F(δ1δ2Hδ
−1
2 δ−1

1 ).

Now

Lδ1(Lδ2(ρ))(γδ1δ2Hδ
−1
2 δ−1

1 ) =

= Lδ2(ρ)(γδ1δ2Hδ
−1
2 ) = ρ(γδ1δ2H) = Lδ1δ2(ρ)(γδ1δ2Hδ

−1
2 δ−1

1 ) ,

hence our lemma follows. �

We can equip CZ with a compact metric structure d such that (CZ , d) is
homeomorphic to the Cantor set and the Γ-action above is continuous. Let
ρ1 : Γ/H1 → C, ρ2 : Γ/H2 → C be elements of CZ . We say that ρ1 and ρ2 are
n-equivalent, ρ1 ≡n ρ2 if

• For any γ ∈ Γ, dGn
(eΓ, γ) ≤ n, γ ∈ H1 if and only if γ ∈ H2.
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• For any γ ∈ Γ, dGn
(eΓ, γ) ≤ n,

(ρ1(γH1))n = (ρ2(γH2))n .

Then we define d(ρ1, ρ2) := 1
2n

whenever ρ1 ≡n ρ2 and ρ1 6≡n+1 ρ2. Let
{Hn}

∞
n=1, H ∈ Sub(Γ), ρ ∈ F(H) and for any n ≥ 1 let ρn ∈ F(Hn). Observe

that {ρn}
∞
n=1 → ρ in the d-metric if and only if

• Hn → H in the compact space Sub(Γ) and
• for any γ ∈ Γ, ρn(γHn) → ρ(γH) .

We can define Free(CZ) in the usual way. We have that ρ : Γ/H → C ∈
Free(CZ) if Lδ(ρ) 6= ρ for any δ /∈ H. Clearly, if for any δ /∈ H, ρ(H) 6= ρ(δH),
then ρ ∈ Free(CZ). Also, StabL(ρ) = H. Indeed, if δ ∈ H, then for any γ ∈ Γ
we have that

Lδ(ρ)(γH) = ρ(γδH) = ρ(γH) .

On the other hand, if δ /∈ H, but δHδ−1 = H, then

Lδ(ρ)(H) = ρ(δH) 6= ρ(H) .

Now let α : Γ y X be a Borel (Γ, Z)-action and ϕ : X → C be a separating,
proper C-coloring with respect to α. We define Ψϕ

α : X → CZ as follows.

• Ψϕ
α(x) ∈ F(H), where H = Stabα(x).

• Ψϕ
α(x)(γH) = ϕ(α(γ)(x)) .

Clearly, Ψϕ
α : X → CZ is an injective Borel map and Ψϕ

α(X) ⊂ Free(CZ).

Lemma 3.2. The map Ψϕ
α : X → Free(CZ) is Γ-equivariant.

Proof. Let δ ∈ Γ. Then

Lδ(Ψ
ϕ
α(x))(γδHδ

−1) = Ψϕ
α(x)(γδH) = ϕ(α(γδ)(x)) .

On the other hand,

Ψϕ
α(α(δ)(x))(γδHδ

−1) = ϕ(α(γ)α(δ)(x)) = ϕ(α(γδ)(x)) . �

Now we prove the nonfree analogue of Proposition 1.1.

Proposition 3.1. For any countably infinite group Γ and for any free Borel
(Γ, Z)-action α : Γ y X, there exists an injective equivariant Borel map
Ψ′

α : X → Free(CZ), such that the closure of the set Ψ′
α(X) is still in Free(CZ).

Proof. Let ϕ and Ψϕ
α be as above. Let {xn}

∞
n=1 ⊂ X such that

lim
n→∞

Ψϕ
α(xn) = ρ ∈ F(H)

and δ /∈ H. We need to show that ρ ∈ Free(CZ). Observe that
{Stabα(xn)}

∞
n=1 → H in Sub(Γ). Hence, there exists N > 0 such that δ /∈ Hn

if n ≥ N . By properness, there exists m > 0 such that for all n ≥ N

(ϕ(α(δ)(xn)))m 6= (ϕ(xn))m .

Since, limn→∞ ϕ(α(δ)(xn)) = ρ(δH) and limn→∞ ϕ(xn) = ρ(H) we have that
ρ(H) 6= ρ(δH). Hence, we have that ρ ∈ Free(CZ). �
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Now Theorem 4 follows from Proposition 3.1 exactly the same way as Theorem
1 follows from Proposition 1.1. Note that if Y ⊂ Free(CZ) is a closed, invariant
subset, then the continuity of StabL on Y follows from the definition. �

4. Minimal Cantor labelings I.

The goal of the next three sections is to present an explicit contstruction of
free minimal actions for countably infinite groups. Before getting further let
us recall some notions from graph theory. Let G be a graph, S ⊂ V (G) be a
subset and r, s > 0 be integers. Then S is an s-net if for any x ∈ V (G) there
exists y ∈ S such that dG(x, y) 6 s. Also, S is called an r-sparse set if for
any x 6= y ∈ S, dG(x, y) > r.

Definition 4.1. T ⊂ V (G) is an S-maximal r-sparse set if T is maximal
among sets that satisfy the following two properties.

• T ⊆ S
• T is r-sparse.

Note that an S-maximal r-sparse set is not necessarily a maximal r-sparse
set. However, if T is an S-maximal r-sparse set, then T is also an S ′-maximal
r-sparse set, provided that T ⊆ S ′ ⊆ S.

Lemma 4.1. If T is an S-maximal r-sparse set, where S is an s-net, then T
is an s+ r-net.

Proof. Let x ∈ V (G). Then, we have y ∈ S such that dG(x, y) ≤ s. By
maximality, if y /∈ T then there exists z ∈ T such that dG(y, z) ≤ r. Hence,
dG(x, T ) ≤ r + s. �

Now let Γ, {σi}
∞
i=1, {Γr}

∞
r=1 be as above and for r ≥ 1 let the graph Gr be

defined in the following way.

• V (Gr) = Γ.
• (p, q) ∈ E(Gr) if for some 1 ≤ i ≤ r, σip = q or σiq = p.

We construct inductively sequence of positive integers

s1 < r1 < s2 < r2 < . . . ,

f(1) < f(2) < f(3) < . . .

and finite sets {Fm}
∞
m=1 with distinguished elements qm ∈ Fm satisfying cer-

tain rules. In the following subsection we describe the rules.

4.1. The Rules. We choose the numbers {si}
∞
i=1, {ri}

∞
i=1, {f(i)}

∞
i=1 and

{|Fm|}
∞
m=1 in the following order.

s1, f(1), r1, |F1|, s2, f(2), r2, |F2|, s3, . . .

Before stating the rules we need a lemma.
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Lemma 4.2. For any T ≥ 1, there exists nT > 0 such that if nT ≤ n, then
there is an element γ ∈ Γn so that dGn

(γ, eΓ) ≥ T .

Proof. Observe that for all m ≥ 1, |BT (Gm, eΓ)| ≤ (3m)T . On the other hand,
by our definition |Γm| ≥ 2m, hence our lemma follows. �

Let s1 = 10 and then define f(1) in such a way that

10|B50(Gf(1), eΓ)| < |Γf(1)| .

Note the if Γ1 is infinite we can define f(1) being equal to 1. Then, pick r1 so
that

|B 1
10

r1
(Gf(1), eΓ)| ≥ 10|B50(Gf(1), eΓ)| .

Finally, choose |F1| in such a way that |Br1(Gf(1), eΓ)| < |F1| .

Rule 1. Suppose that s1, f(1), r1, |F1|, s2, f(2), . . . , |Fm| have already been
chosen. Let κm = |Fm|

|Bsm (Γf(m),eΓ)| be the number of labelings of the ball
Bsm(Γf(m), eΓ) by the set Fm. Choose the number sm+1 so large (see Lemma
4.3 below) so that for any n ≥ n1000rmκm

(see Lemma 4.2) and for any 2rm-net
T ⊂ Γn one can pick a subset LT satisfying the following three conditions.

• |LT | = κm.
• For any δ ∈ LT ,

1

3
sm+1 ≤ dGn

(eΓ, δ) ≤
2

3
sm+1 .

• For any γ 6= δ ∈ LT ,

dGn
(γ, δ) > 20rm .

Lemma 4.3. The number sm+1 can be chosen as it is required above.

Proof. Let sm+1 = 1000rmκm . Let c1 < c2 < · · · < cκm
be integers such

that for any 1 ≤ i ≤ κm we have 1
3
sm+1 + 10rm ≤ ci ≤

2
3
sm+1 − 10rm and

|ci+1− ci| > 100rm. Now using Lemma 4.2, we pick elements {γi}
κm

i=1 ⊂ Γ such
that dGn

(eΓ, γi) = ci. For 1 ≤ i ≤ κm, let δi ∈ T such that dGn
(γi, δi) ≤ 2rm.

Then LT := {δi}
κm

i=1 satisfies the three conditions in Rule 1. �

Rule 2. Suppose that the numbers
s1, f(1), r1, |F1|, s2, f(2), r2, . . . , sm+1 have already been chosen.
Choose f(m+ 1) in such a way that f(m+ 1) > f(m), f(m+ 1) > n1000rmκm

and

10m+1|B5sm+1(Gf(m+1), eΓ)| < |Γf(m+1)| .

Then pick the number rm+1 so that both conditions below are satisfied.

• rm+1 ≥ 1000(
∑m+1

j=1 5rj−1 + sj)

• |B 1
10

rm+1
(Gf(m+1), eΓ)| ≥ 10m+1|B5sm+1(Gf(m+1), eΓ)| .
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Rule 3. Suppose that the numbers s1, f(1), r1, |F1|, . . . , rm+1 have already
been chosen. Then pick the number |Fm+1| in such a way that

|Brm+1(Gf(m+1), eΓ)| < |Fm+1| .

In particular, one has a function ϕ : Γ → Fm such that if 0 < dGf(m)
(x, y) ≤ rm

then ϕ(x) 6= ϕ(y) .

Note that if the group Γ is torsion-free then for any n ≥ 1, we can choose
f(n) = n. On the other hand, if Γ is locally finite, then all the subgroups Γn

are finite and we will need to choose all the values f(n) as above.

4.2. Clean labelings. We assume that Γ is equipped with a labeling

Θ = ΘC ×
∞∏

m=1

Θm : Γ → C ×
∞∏

m=1

Fm

satisfying the following conditions.

(1) (Θ1)
−1(q1) ⊂ Γ is a maximal r1-sparse subset in the graph G1.

(2) For any m > 1, (Θm)
−1(qm) ⊂ Γ is a (Θm−1)

−1(qm−1)-maximal
rm-sparse subset in the graph Gf(m).

(3) For any m ≥ 1, Θm(x) 6= Θm(y) whenever 0 < dGf(m)
(x, y) ≤ rm.

(4) For any m ≥ 1,

dGf(m)
(eΓ, (Θm)

−1(qm)) > 10sm .

We call such a labeling a clean labeling of Γ. It is easy to see that such clean
labelings exist using Rule 3. In Section 9 we will call a labeling almost clean

labeling if it satisfies the first three conditions above. From now on we use
F as a shorthand for C ×

∏∞
m=1 Fm. Let Θ′ = Θ′

C ×
∏∞

m=1 Θ
′
m : Γ → F be a

clean labeling and j ≥ 1 be an integer. Let Fj = {0, 1}{1,2,...,j} ×
∏j

m=1 Fj, let

z ∈ Γ and t > 1 be an integer. Then BΘ′,j
t (Gf(j), z) is a Fj-labeled Gf(j)-ball

around z of radius t, where the label of y ∈ Bt(Gf(j), z) is given as

Θ′
[j](y) = (Θ′

C(y))j ×

j∏

m=1

Θ′
m(y) .

4.3. Patchings. Patching is an elementary construction that turns one
clean labeling into another clean labeling using a third clean labeling. First,
we define “regular n-patchings”. Suppose that two clean labelings Θa = Θa

C ×∏∞
m=1 Θ

a
m : Γ → F and Θd = Θd

C ×
∏∞

m=1 Θ
d
m : Γ → F have already been

given. Let x ∈ Γ such that Θd
n(x) = qn. Consider the Fn-labeled Gf(n)-ball

B = BΘd,n
sn+rn−1

(Gf(n), x). The ball is the patch we wish to insert into Γ in order

to turn Θa into the new clean labeling Θb. In the course of the paper we will
refer to the change of labeling described in the next proposition as “patching

the Fn-labeled Gf(n)-ball B
Θd,n
sn+rn−1

(Gf(n), x) into Θa around the vertex y.”
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Proposition 4.1. Let y ∈ Γ such that Θa
n(y) = qn. Then, there exists a clean

labeling Θb = Θb
C ×

∏∞
m=1 Θ

b
m : Γ → F such that

• For any z ∈ Γ,(Θb
C)n+ = (Θa

C)n+, where for c ∈ {0, 1}N, (c)n+ denotes
the projection of c onto {0, 1}N\{1,2,...,n}.

• For any z ∈ Γ such that dGf(n)
(y, z) ≥ sn + 4rn−1, we have Θb

C(z) =

Θa
C(z) (in particular, Θb

C(z) = Θa
C(z), if z is not in the Γf(n)-orbit

of y).
• For any z ∈ Γ such that dGf(n)

(y, z) ≤ sn + rn−1, we have (Θb
C(z))n =

(Θd
C(zy

−1x)n.
• For m ≥ n+ 1, we have Θb

m = Θa
m.

• For m ≤ n and z ∈ Γ such that dGf(n)
(y, z) ≥ sn + 4rn−1, we have

Θb
m(z) = Θa

m(z) (again, Θ
b
m(z) = Θa

m(z), if z is not in the Γf(n)-orbit
of y).

• For m ≤ n and z ∈ Γ such that dGf(n)
(y, z) ≤ sn + rn−1, we have

Θb
m(z) = Θd

m(zy
−1x).

Proof. We need to define only Θb
m : Γ → Fm for each m ≤ n − 1. In the

first round we will define (Θb
m)

−1(qm) for each m, in the second (much easier)
round we will define the remaining part of the maps Θb

m. For 1 ≤ i ≤ n− 1,
let

κi ⊂ Bsn+2rn−1(Gf(n), y) ∪ (Γ\Bsn+3rn−1(Gf(n), y))

be defined in the following way.

• If dGf(n)
(z, y) > sn + 3rn−1 then let z ∈ κi if and only if Θa

i (z) = qi .

• If dGf(n)
(z, y) ≤ sn + 2rn−1, then let z ∈ κi if and only if Θd

i (zy
−1x) =

qi .

We also define κ0 as the empty set. One can observe that κn−1 ⊂ κn−2 ⊂
· · · ⊂ κ1 and for any 1 ≤ i ≤ n−1, the set κi is ri-sparse in Gf(i). Let κ1 ⊂ λ1
be an arbitrary maximal r1-sparse set. Now, let κ2 ⊂ λ2 be a λ1-maximal
r2-sparse set. Inductively, we construct the sets

λn−1 ⊂ λn−2 ⊂ · · · ⊂ λ1

so that for any 1 ≤ i ≤ n − 1 we have κi ⊂ λi and λi is a λi−1-maximal
ri-sparse set.

Lemma 4.4. Let 1 ≤ i ≤ n− 1 and zi ∈ Bsn+rn−1(Gf(n), y). Also, let zi ∈ λi.
Then zi ∈ κi. Similarly, if zi ∈ Γ\Bsn+4rn−1(Gf(n), y) and zi ∈ λi, then zi ∈ κi.

Proof. Suppose that z1 ∈ Bsn+rn−1(Gf(n), y) such that z1 ∈ λ1\κ1.
Since (Θd

1)
−1(q1) is a maximal r1-sparse set, there exists w1 ∈ (Θd

1)
−1(q1) such

that dGf(1)
(z1y

−1x, w1) ≤ r1. That is, dGf(1)
(z1, w1x

−1y) ≤ r1 and

dGf(1)
(y, w1x

−1y) ≤ sn + 2rn−1. Thus, w1x
−1y ∈ κ1 ⊂ λ1 leading to a con-

tradiction. Suppose that our statement holds for all 1 ≤ k ≤ i. Let zi+1 ∈
Bsn+rn−1 and zi+1 ∈ λi+1\κi+1. By the induction argument, zi+1 ∈ κi. Since
(Θd

i+1)
−1(qi+1) is a (Θd

i )
−1(qi)-maximal ri+1-sparse set, there exists wi+1 ∈
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(Θd
i+1)

−1(qi+1) such that dGi+1
(zi+1y

−1x, wi+1) ≤ ri+1. That is,
dGi+1

(zi+1, wi+1x
−1y) ≤ ri+1 and dGi+1

(y, wi+1x
−1y) ≤ sn + 2rn−1. Therefore,

wi+1x
−1y ∈ λi+1 in contradiction with the fact that λi+1 is ri+1-sparse. The

proof of the second part can be done similarly. �

Now, for 1 ≤ i ≤ n− 1 let

• Θb
i(z) = qi if z ∈ λi.

• Θb
i(z) = Θd

i (zy
−1x) if z ∈ Bsn+rn−1(Gf(n), y).

• Θb
i(z) = Θa

i (z) if z ∈ (Γ\Bsn+4rn−1(Gf(n), y)).

Also, let Θb
n(z) = Θd

n(zy
−1x) if z ∈ Bsn+rn−1(Gf(n), y) and Θb

n(z) = Θa
n(z) if

z ∈ (Γ\Bsn+4rn−1(Gf(n), y)). Then for 1 ≤ i ≤ n, let us extend Θb
i onto the set

{z | sn + rn−1 < dGf(n)
(y, z) ≤ sn + 4rn−1)}\(Θ

b
i)

−1(qi)

to obtain a clean labeling. Note that 1Γ /∈ Bsn+5rn−1(Gf(n), y), hence by Rule
2 such extensions Θb

i clearly exist. �

We need another kind of patching in our construction that we call “supersize
n-patchings”. Let x ∈ Γ such that Θd

n(x) = qn. Consider the Fn-labeled Gf(n)-

ball B = BΘd,n
3rn (Gf(n), x). The following proposition is about how to insert

B into Θa. Notice that in the case of regular patchings the ball B we use as
a patch contained only one element of (Θd

n)
−1(qn). In the case of supersize

patchings the ball B contains many elements of (Θd
n)

−1(qn). Nevertheless, B
will not contain any element of the set (Θd

n+1)
−1(qn+1). The next proposition

is the “supersized” version of Proposition 4.1.

Proposition 4.2. Let y ∈ Γ such that Θa
n(y) = qn and

dG(y, (Θ
a
n+1)

−1(qn+1)) > 20rn. Then, there exists a clean labeling Θb = Θb
C ×∏∞

m=1 Θ
b
m : Γ → F such that

• For any z ∈ Γ,(Θb
C)n+ = (Θa

C)n+.
• For any z ∈ Γ such that dG(y, z) ≥ 7rn, we have Θb

C(z) = Θa
C(z).

• For any z ∈ Γ such that dG(y, z) ≤ 3rn, we have
(Θb

C(z))n = (Θd
C(zy

−1x))n.
• For m ≥ n+ 1, let Θb

m = Θa
m.

• For m ≤ n and z ∈ Γ such that dGf(n)
(y, z) ≥ 7rn, we have Θb

m(z) =

Θa
m(z).

• For m ≤ n and z ∈ Γ such that dGf(n)
(y, z) ≤ 3rn, we have Θb

m(z) =

Θd
m(zy

−1x).

Proof. First we construct sets λn ⊂ λn−1 ⊂ · · · ⊂ λ1, where κi ⊂ λi for any
1 ≤ i ≤ n, λ1 is a maximal r1-sparse set and if i > 1, then λi is a λi−1-
maximal ri-sparse set. Then we can proceed in the same way as in the proof
of Proposition 4.1. �
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5. Minimal Cantor labelings II. (codeballs)

Let Θ′ = Θ′
C ×

∏∞
m=1 Θ

′
m : Γ → F and Θ′′ = Θ′′

C ×
∏∞

m=1 Θ
′′
m : Γ → F be

clean labelings. Let ρ > 0 be an integer. We say that the Fj-labeled Gf(j)-ball

BΘ′,j
t (Gf(j), z) is (ρ, j)-syndetic in Θ′′ if for any g ∈ Γ there exists h ∈ Γ such

that

• dGf(j)
(g, h) ≤ ρ.

• BΘ′,j
t (Gf(j), z) is isomorphic (as Fj-labeled Gf(j)-balls) to

BΘ′′,j
t (Gf(j), h),

BΘ′,j
t (Gf(j), z) ∼= BΘ′′,j

t (Gf(j), h), that is for any y ∈ Bt(Gf(j), z) we
have that

Θ′
[j](y) = Θ′′

[j](yz
−1h) .

Definition 5.1. Let Θ′ and Θ′′ be labelings as above. We say that the Fj-

labeled Gf(j)-ball B
Θ′′,j
l (Gf(j), x) fully contains an isomorphic copy of the

Gf(j)-ball B
Θ′,j
l′ (Gf(j), x

′) if there exists w ∈ Γ, dGf(j)
(x, w) + l′ < l such that

BΘ′,j
l′ (Gf(j), x

′) is isomorphic to BΘ′′,j
l′ (Gf(j), w) as Fj-labeled Gf(j)-balls.

We will start with a clean labeling Θ and inductively construct a sequence of
clean labelings {Θi}∞i=1 such that Θ1 = Θ and for any z ∈ Γ there exists an
integer iz > 0 such that if i ≥ iz then Θi(z) = Θiz(z) . Hence, for each z ∈ Γ,
limi→∞ Θi(z) = Θ∞(z) exists. The clean labeling Θ∞ : Γ → F will generate a
free, minimal subshift in the Bernoulli shift space FΓ.

The construction of Θ2. Our input is the clean labeling Θ = Θ1. Pick any
z2 ∈ Γ such that Θ1

2(z2) = q2. First we modify the labeling Θ1 on the Gf(2)-
ball Bs2(Gf(2), z2). Let A

1 = {A1
i }

τ1
i=1 be the set of all F1-labeled Gf(1)-balls of

radius s1 in Θ1 up to isomorphism. Let {w1
i }

τ1
i=1 ⊂ Bs2(Gf(2), z2)∩ (Θ1

1)
−1(q1)

be a subset of vertices such that

• For any 1 ≤ i ≤ τ1,

1

3
s2 ≤ dGf(2)

(z2, w
1
i ) ≤

2

3
s2 .

• For any 1 ≤ i 6= j ≤ τ1,

dGf(2)
(w1

i , w
1
j ) > 20r1 .

Then for each 1 ≤ i ≤ τ1 pick z1i ∈ (Θ1
1)

−1(q1) such that BΘ1,1
2r1

(Gf(1), z
1
i ) fully

contains an isomorphic copy of the Gf(1)-ball A
1
i . Then using Proposition

4.2, for each 1 ≤ i ≤ τ1 let us simultaneously patch the balls BΘ1,1
3r1

(Gf(1), z
1
i )

into Θ1 around w1
i . Since (Θ

1
1)

−1(q1) is a maximal r1-sparse set such a family
of vertices {z1i }

τ1
i=1 indeed exists. Hence, we obtain a modified clean labeling

Θ̂2 : Γ → F . We call the F2-labeled Gf(2)-ball B2 = BΘ̂2,2
s2

(Gf(2), z2) the
2-codeball. We finish the construction of Θ2 by patching
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the ball BΘ̂2,2
s2+r1

(Gf(2), z2) simultaneously into Θ1 centered around all vertices
y ∈ (Θ1

2)
−1(q2), using Proposition 4.1. Since (Θ1

1)
−1(q1) is an r1-net and

(Θ1
2)

−1(q2) is a (Θ
1
1)

−1(q1)-maximal r2-sparse net, by Lemma 4.1 each ball A1
j ∈

A1 is (2r2, 2)-syndetic in Θ2. Note that the 2-codeballs are the analogues of
the 2-welcome words of [11]. We will see that for any i ≥ 1 and x ∈ (Θi

2)
−1(q2),

BΘi,2
s2

(Gf(2), x) ∼= B2 .

Therefore, all balls A1
j ∈ A1 remain (2r2, 2)-syndetic in the process. It is

important to note that it is possible that the set of F1-labeled Gf(1)-balls of
radius r1 will increase when we turn the clean labeling Θ1 into Θ2.

The construction of Θ3. Our input is now the clean labeling Θ2. Pick
any z3 ∈ Γ such that Θ2

3(z3) = q3. We modify the labeling Θ2 on the ball
Bs3(Gf(3), z3). Let A2 = {A2

i }
τ2
i=1 be the set of all F2-labeled Gf(2)-balls of

radius s2 in Θ2 up to isomorphism. Let {w2
i }

τ2
i=1 ⊂ Bs3(Gf(3), z3)∩ (Θ2

2)
−1(q2)

be a subset of vertices such that:

• For any 1 ≤ i ≤ τ2,

1

3
s3 ≤ dGf(3)

(z3, w
2
i ) ≤

2

3
s3.

• For any 1 ≤ i 6= j ≤ τ2,

dGf(3)
(w2

i , w
2
j ) > 20r2 .

Then for each 1 ≤ i ≤ τ2 pick z2i ∈ (Θ2
2)

−1(q2) such that BΘ2,2
2r2

(Gf(2), z
2
i ) fully

contains an isomorphic copy of the ball A2
i . Then using Proposition 4.2, for

each 1 ≤ i ≤ τ2 we simultaneously patch the balls BΘ2,2
3r2

(Gf(2), z
2
i ) into Θ2

around w2
i . Hence, we obtain a modified clean labeling Θ̂3 : Γ → F . So far,

the construction of the 3-codeball was identical to the one of B2. Now, we
need some further considerations. It is possible that after the patching we will

have some g ∈ (Θ̂3)−1(q2) such that the ball BΘ̂3,2
s2

(Gf(2), g) is not isomorphic

to the codeball B2. Using Proposition 4.1, we patch the ball BΘ2,2
s2+r1

(Gf(2), z2)

into Θ̂3 around all such elements g as above to obtain the clean labeling Θ̂3
1.

We call the F3-labeled Gf(3)-ball B3 = B
Θ̂3

1,3
s3 (Gf(3), z3) the 3-codeball. Now

we construct the clean labeling Θ
3
by patching the ball B

Θ̂3
1,3

s3+r2
(Gf(3), z3) into

Θ2 around all vertices y ∈ (Θ2
3)

−1(q3). Again, due to the patchings, it is

possible that for some g ∈ (Θ
3
)−1(q2), B

Θ
3
,2

s2
(Gf(2), g) is not isomorphic to

the 2-codeball B2. We obtain the clean labeling Θ3 by patching the ball

BΘ2,2
s2+r1

(Gf(2), z2) into Θ
3
around the vertices g above. Then

• For all z ∈ (Θ3
3)

−1(q3) we have BΘ3,3
s3

(Gf(3), z) ∼= B3.

• For all z ∈ (Θ3
2)

−1(q2) we have BΘ3,2
s2

(Gf(2), z) ∼= B2.
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6. Minimal Cantor labelings III. (the induction)

Let us suppose that we have already constructed the clean labelings
Θ1,Θ2, . . . ,Θn satisfying the following properties.

• If j ≤ k ≤ n and (Θk
j )(z) = qj, then the Fj-labeled Gf(j)-ball

BΘk,j
sj

(Gf(j), z) is isomorphic to a given Fj-labeled Gf(j)-ball Bj, the
j-codeball.

• For 1 < j ≤ n, let Aj−1 = {Aj−1
i }

τj−1

i=1 be the set of all Fj−1-labeled
Gf(j−1)-balls of radius sj−1 in Θj−1 up to isomorphism. Then for any

1 ≤ i ≤ τj−1, the j-codeball Bj fully contains a copy of Aj−1
i .

Now we construct the clean labeling Θn+1 in two rounds.

Round one: The n + 1-codeball. Pick zn+1 ∈ Γ such that Θn
n+1(zn+1) =

qn+1. We modify the labeling Θn on the ball Bsn+1(Gf(n+1), zn+1). Let An =
{An

i }
τn
i=1 be the set of all Fn-labeled Gf(n)-balls of radius sn in Θn up to

isomorphism. Let {wn
i }

τn
i=1 ⊂ Bsn+1(Gf(n+1), zn+1) ∩ (Θn

n)
−1(qn) be a subset of

vertices such that

• For any 1 ≤ i ≤ τn,

1

3
sn+1 ≤ dGf(n+1)

(zn+1, w
n
i ) ≤

2

3
sn+1.

• For any 1 ≤ i 6= j ≤ τn,

dGf(n+1)
(wn

i , w
n
j ) > 20rn .

By Rule 1, such system indeed exists. Now, for each 1 ≤ i ≤ τn pick
zni ∈ (Θn

n)
−1(qn) such that BΘn,n

2rn (Gf(n), z
n
i ) fully contains an isomorphic copy

of the ball An
i . Finally, using Proposition 4.2, for each 1 ≤ i ≤ τn we simulta-

neously patch the balls BΘn,n
3rn (Gf(n), z

n
i ) into Θn around wn

i . Hence, we obtain

a modified clean labeling Θ̂n+1 : Γ → F . Now we need a definition to describe
our procedure. Let Θ′ : Γ → F be a clean labeling and let 2 ≤ i ≤ n. Let
Badi(Θ

′) be the set of all y ∈ Γ such that Θ′
i(y) = qi and BΘ′,i

si
(Gf(i), y) is

not isomorphic to the i-codeball Bi. The i-repair of Θ′, Θ′
<i> is constructed

in the following way. Using Proposition 4.1, we simultaneously patch the Fi-

labeled Gf(i)-ball B
Θi,i
si+ri−1

(Gf(i), zi) into Θ′ around all elements y ∈ Badi(Θ
′).

Here, zi ∈ Γ is an element for which BΘi,i
si

(Gf(i), zi) is isomorphic to the i-
codeball Bi. Clearly, Badi(Θ

′
<i>) is empty. Note however, that if Badj(Θ

′) is
empty for some j < i, it is possible that Badj(Θ

′
<i>) is non-empty. Now, we

construct inductively the clean labelings {Θ̂n+1,i}n+1
i=2 . Let Θ̂n+1,n+1 = Θ̂n+1

and for 2 ≤ i ≤ n, let Θ̂n+1,i = Θ̂n+1,i+1
<i> .

Definition 6.1. Let 2 ≤ i ≤ n. Let i > jl > jl−1 > · · · > j1 ≥ 2 be integers
and for 1 ≤ k ≤ l let gk ∈ Γ such that if k < l then the set

Bsjk+5rjk−1
(Gf(jk), gk) ∩ Bsjk+1

+5rjk+1−1
(Gf(jk+1), gk+1)
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is non-empty. Then, the set L = ∪l
k=1Bsjk+5rjk−1

(Gf(jk), gk) is called an i-chain
of length l.

Lemma 6.1. The Gf(i)-diameter of an i-chain L is less than 1
10
ri−1.

Proof. We have that

diamGf(i)
(L) ≤

l∑

k=1

diamGf(i)
(Bsjk+5rjk−1

(Gf(jk), gk)) ,

hence the lemma follows from Rule 2. �

Proposition 6.1. For any 2 ≤ i ≤ n, Badi(Θ̂
n+1,2) is empty.

Proof. Let Θ̂n+1,i
i (w) = qi. It is enough to prove that BΘ̂n+1,2,i

si
(Gf(i), w) ∼= Bi.

Suppose that the ball BΘ̂n+1,2,i
si

(Gf(i), w) is not isomorphic to the i-codeball

Bi. Since B
Θ̂n+1,i,i
si

(Gf(i), w) ∼= Bi, there exists h ∈ Γ and j < i such that

• h ∈ Badsj(Θ̂
n+1,j+1)

• Bsj+5rj−1
(Gf(j), h) ∩ Bsi(Gf(i), w) 6= 0.

Let l be the largest integer such that we have an i-chain L of length l satisfying
the following properties.

• L ∩ Bsi(Gf(i), w) 6= 0.

• gk ∈ Badsjk
(Θ̂n+1,jk+1), where

L = ∪l
k=1Bsjk+5rjk−1

(Gf(jk), gk) .

So, by our previous observation we have that l ≥ 1.

Lemma 6.2. The set

Bsjl+5rjl−1
(Gf(jl), gl) ∩ (Γ\Bsi+

1
2
ri−1

(Gf(i), w))

is nonempty.

Proof. If Bsjl+5rjl−1
(Gf(jl), gl) is contained in the ball Bsi+

1
2
ri−1

(Gf(i), w), then

BΘ̂n+1,i,jl
sjl

(Gf(jl), gl) is isomorphic to the jl-codeball Bjl . Thus, there is some

jl < k < i and g ∈ Γ such that g ∈ Badk(Θ̂
n+1,k+1) and the ball

Bsk+5rk−1
(Gf(k), g) intersects the ball Bsjl+5rjl−1

(Gf(jl), gl), in contradiction
with the maximality of l. Hence the lemma follows. �

By Lemma 6.1, diamGf(i)
(L) ≤ 1

10
ri−1. Therefore, it is not possible that both

L∩Bsi(Gf(i), w) 6= ∅ and L∩ (Γ\Bsi+
1
2
ri−1

(Gf(i), w)) 6= ∅ hold. Therefore, our

proposition follows. �

We call the Fn+1-labeled Gf(n+1)-ball Bn+1 = BΘ̂n+1,2,n+1
sn+1

(Gf(n+1), zn+1) the

n+1-codeball. Now we construct the clean labeling Θ
n+1

by patching the ball

BΘ̂n+1,2,n+1
sn+1+rn (Gf(n+1), zn+1) into Θn around all the vertices y ∈ (Θn

n+1)
−1(qn+1).
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Round two: The construction of Θn+1. Again, it is possible that for some

2 ≤ i ≤ n the set Badi(Θ
n+1

) is non-empty. Now, we inductively construct

the clean labelings {Θ
n+1,i

}n+1
i=2 . Let Θ

n+1,n+1
= Θ

n+1
and for 2 ≤ i ≤ n, let

Θ
n+1,i

= Θ
n+1,i+1

<i> . Copying the proof of Proposition 6.1, we can prove the
following proposition.

Proposition 6.2. For any 2 ≤ i ≤ n, Badi(Θ
n+1,2

) is empty.

Let Θn+1 = Θ
n+1,2

. Let us summarize what we have already proved about the
clean labeling Θn+1.

Proposition 6.3.

• For all 1 < j ≤ n+1 and z ∈ (Θn+1
j )−1(qj) we have B

Θn+1,j
sj

(Gf(j), z) ∼=
Bj.

• For any 1 < j ≤ n + 1 and 1 ≤ i ≤ τj−1, the j-codeball Bj fully

contains a copy of the ball Aj−1
i .

Finally, we have the following lemma.

Lemma 6.3. Let z ∈ Γ such that Θn+1(z) 6= Θn(z). Then dGf(n+1)
(z, eΓ) ≥

5sn+1.

Proof. By our construction if Θn+1(z) 6= Θn(z) then there exists some y ∈ Γ
such that

• Θn
n+1(y) = qn+1 and there is an l-chain L for some l ≤ n, intersecting

B2sn+1(Gf(n+1), y) for which z ∈ B2sn+1(Gf(n+1), y) ∪ L.

Therefore, z ∈ B5sn+1(Gf(n+1), y), hence the lemma follows from the definition
of the clean labelings. �

7. Explicit construction of a free, minimal action

Let {Θn}∞n=1 be the clean labelings constructed in the previous sections.
By Lemma 6.3, for any y ∈ Γ there exists ny > 0 such that if n ≥ ny,
then Θn(y) = Θny(y). Hence, limn→∞ Θn(y) = Θ∞(y) is a well-defined clean
labeling.

Lemma 7.1. For any i ≥ 2 and z ∈ (Θ∞
i )−1(qi), B

Θ∞,i
si

(Gf(i), z) ∼= Bi.

Proof. Let n ≥ i such that Θ∞(y) = Θn(y) for all y ∈ Bsi(Gf(i), z). Then,
(Θn

i )(z) = qi. By Proposition 6.3, BΘn,i
si

(Gf(i), z) ∼= Bi. Hence our lemma
follows. �

Lemma 7.2. Let z ∈ Γ, and t, j ≥ 1 be integers. Then, there exists some
ρ > 0 such that the Fj-labeled ball BΘ∞,j

t (Gf(j), z) is (ρ, j)-syndetic in Θ∞.
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Proof. Let q > j be an integer such that the Fj-labeled ball BΘm,j
t (Gf(j), z)

is isomorphic to BΘ∞,j
t (Gf(j), z), whenever m ≥ q. Let n > q be an inte-

ger such that sn > t. Then the n + 1-codeball Bn+1 contains a copy of the
Fn-labeled Gf(n)-ball B

Θn,n
sn

(Gf(n), z). In particular, Bn+1 contains a copy

of the ball BΘn,j
t (Gf(j), z) ∼= BΘ∞,j

t (Gf(j), z). The set (Θ∞
1 )−1(q1) is a max-

imal r1-sparse set, hence an r1-net. The set (Θ∞
2 )−1(q2) is a (Θ∞

1 )−1(q1)-
maximal r2-sparse set, hence by Lemma 4.1 an r2 + r1-net. Inductively,
(Θ∞

n+1)
−1(qn+1) is a

∑n+1
i=1 ri-net, thus a 2rn+1-net. So, for every x ∈ Γ the ball

BΘ∞,n+1
3rn+1

(Gf(n+1), x) contains a copy of B
Θ∞,j
t (Gf(j), z). That is, the Fj-labeled

Gf(j)-ball B
Θ∞,j
t (Gf(j), z) is (3rn+1, j)-syndetic in Θ∞. �.

Theorem 5. The orbit closure of Θ∞ in the Bernoulli shift space FΓ is free
and minimal.

By Lemma 7.2, the orbit closure of Θ∞ is minimal. Since Θ∞ is a clean
labeling, it is proper in the sense that for any r > 0 there exists some sr > 0
such that if 0 < dGr

(x, y) ≤ r, then

Θ∞
[sr](x) 6= Θ∞

[sr](y) .

Therefore, by repeating the argument of the proof of Proposition 1.1, we
immediately obtain that the action of Γ on the orbit closure of Θ∞ is free. �

8. The dynamical version of clean labelings

In this section we prove some propositions and lemmas that we need for the
proof of Theorem 2. For the whole section let the integers {si}

∞
i=1, {ri}

∞
i=1 and

the finite sets {Fm}
∞
m=1 be as in the previous sections. Our first proposition

is about the existence of the dynamical analogue of clean labelings.

Proposition 8.1. Let α : Γ y C be a free continuous action as in the previous
sections. Then there exists a continuous map

Σ = ΣC ×
∞∏

m=1

Σm : C → F

such that for any x ∈ C, Σx(γ) := Σ(α(γ)(x)) defines an almost clean labeling
of the group Γ (see Section 4). We call Σ a dynamical clean labeling.

Proof. Before starting the proof let us fix some definitions and notations. As in
Section 2, we will consider the Borel graphs Gr on the Cantor set C associated
to the free action α. If U is a clopen subset of C, then we define a subset of
our countable group Γ by

OU
x := {γ ∈ Γ | α(γ)(x) ∈ U} .

Let t > 0 be an integer. We call a clopen set U ⊂ C t-separated in the Borel
graph Gr if for any x 6= y ∈ U , dGr

(x, y) > t. Clearly, U is t-separated if and
only if for any x ∈ C the set OU

x is t-sparse in the graph Gr.



18 GÁBOR ELEK

Lemma 8.1. Let U ⊂ C be a clopen set and t > 0 be an integer. Then
there exists a clopen set V ⊂ C such that for any x ∈ C, the set OV

x is an
OU

x -maximal t-sparse set in the graph Gr.

Proof. By continunity and freeness, there exists some s > 0 such that if for
some x, y ∈ C we have 0 < dGr

(x, y) ≤ t, then (x)s 6= (y)s. Let a1, a2, . . . , a2s
be an enumeration of the set {0, 1}{1,2,...,s}. For 1 ≤ i ≤ 2s, let

Wi := {x ∈ C | (x)s = ai} .

Now let V1 := U ∩W1 and

Z1 = ∪dGr (γ,eΓ)≤tα(γ)V1 .

Clearly, Z1 is a clopen set. Let Zc
1 denote the complement of Z1. Now, let

V2 := W2∩U∩Zc
1. Then for any x ∈ C, OV1∪V2

x is a t-sparse set in Gr contained
in the set OU

x . Inductively, suppose that for 1 ≤ i ≤ n < 2s,

• Vi ⊂ Wi ∩ U is a clopen set,
• Zi = ∪dGr (γ,eΓ)≤tα(γ)(∪

i
j=1Vj) ,

• Vi+1 = Wi+1 ∩ U ∩ Zc
i .

Then for any 1 ≤ i ≤ n, O
∪i
j=1Vj

x is a t-sparse set in the graph Gr which is
contained in the set OU

x . We define

Vn+1 := Wn+1 ∩ U ∩ Zc
n .

Then for any x ∈ C, O
∪n+1
j=1 Vj

x ⊂ OU
x is a t-sparse set in the graph Gr. We claim

that for any x ∈ C, O
∪2s

j=1Vj

x is an OU
x -maximal t-sparse set in Gr. Clearly,

O
∪2s

j=1Vj

x ⊂ OU
x and O

∪2s

j=1Vj

x is a t-sparse set in the graph Gr. Suppose that

O
∪2s

j=1Vj

x is not an OU
x -maximal t-sparse set in the graph Gr. Then there exists

δ ∈ Γr such that α(δ)(x) ∈ U and

(1) dGr
(δ, O

∪2s

j=1Vj

x ) > t.

Let (α(δ)(x))s = ai. Then by (1),

α(δ)(x) ∈ Wi ∩ U ∩ Zc
i−1 = Vi

in contradiction with our assumption. �

Lemma 8.2. Let V be an rm-separated clopen set in the Borel graph Gf(m).
Then there exists a continuous function ϕ : C → Fm such that

• V = ϕ−1(qm).
• For any q ∈ Fm, the clopen set ϕ−1(q) is rm-separated in the Borel
graph Gf(m).

Proof. Let V1 := V . Using Lemma 8.1, we pick V2 in such a way that for any

x ∈ C, OV2
x is an O

V c
1

x -maximal rm-sparse set in the graph Gf(2). Inductively,
suppose that the clopen sets V1, V2, . . . , Vi have already been picked. Then,
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let Vi+1 ⊂ C be a clopen set such that for any x ∈ C, O
Vi+1
x is an O

(∪i
j=1Vj)

c

x -

maximal rm-sparse set in the graph Gf(m). It is enough to show that ∪
|Fm|
i=1 Vi =

C. Suppose that x ∈ C\ ∪
|Fm|
i=1 Vi. By Rule 3, there exists 1 ≤ i ≤ |Fm|, such

that for any γ for which dGf(m)
(γ, eΓ) ≤ rm holds, we have that α(γ)(x) /∈ Vi.

However, this is in contradiction with the definition of the set Vi. �

Now we finish the proof of our proposition. First, using Lemmas 8.1 and 8.2
we construct a continuous map Σ1 : C → F1 such that for any q ∈ F1 the set
(Σ1)

−1(q) is r1-separated in the Borel graph Gf(1). Then, using the lemmas
we construct Σ2 : C → F2 such that for any q ∈ F2, (Σ2)

−1(q) is r2-separated

in Gf(2) and for any x ∈ C, O
(Σ2)−1(q2)
x is a (Σ1)

−1(q1)-maximal r2-sparse set in
the graph Gf(2). Inductively, we construct Σm for all m ≥ 1. �

Remark: The inductive part in the proof of the previous proposition is the
reason that in the definition of clean labelings we required (Θm)

−1(qm) to
be a (Θm−1)

−1(qm−1)-maximal rm-sparse subset instead of being a maximal
rm-sparse subset that is contained in (Θm−1)

−1(qm−1).

The following two lemmas are straightforward consequences of the definitions.

Lemma 8.3. Let

Σ′ = Σ′
C ×

∞∏

m=1

Σ′
m : C → F

and

Θ′ = Θ′
C ×

∞∏

m=1

Θ′
m : C → F

be continuous functions. Let U ⊂ C be a 2t-separated clopen set in the Borel
graph Gr. Also, let BΘ,i

t (Gr, eΓ) be a Fi-labeled ball of radius t in the graph
Gr. Let

Σ” = Σ”C ×
∞∏

m=1

Σ”m : C → C ×
∞∏

m=1

Fm

be defined in the following way.

• If dGr
(x, U) > t, then Σ”(x) = Σ′(x).

• If there exists y ∈ U and γ ∈ Γ, dGr
(γ, eΓ) ≤ t such that α(γ)(y) = x,

then let Σ”[i](x) = Θ′
[i](γ) , (Σ”C(x))i+ = (Σ′

C(x))i+ and for j > i, let

Σ”j(x) = Σ′
j(x).

Then Σ” is a continuous map as well.

Lemma 8.4. Let V ⊂ C be a t-separated clopen set. Let s < t and suppose
that for some ε > 0 we have

|Bs(Gr, eΓ)| ≤ ε|Bt(Gr, eΓ)| .
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Let U ⊂ C be the set of elements x such that there exists y ∈ V so that
dGr

(x, y) ≤ s. Then, for any Borel probability measure µ on C that is invariant
under the action α,

µ(U) < ε .

9. The proof of Theorem 2

Let ζ : Γ y C be a free continuous action. Let {Σi : C → F}∞i=1 be a sequence
of dynamical clean labelings. We call y ∈ C stable (with respect to the system
{Σi}∞i=1) if for any element x ∈ C in the Γ-orbit of y, there exists nx > 0 such
that if n ≥ nx then Σn(x) = Σnx(x). So, for the Γ-invariant subset of stable
points y, limn→∞ Σn(y) = Σ∞(y) exists.

Proposition 9.1. There exists a sequence of dynamical clean labelings
{Σi}∞i=1 such that

• For any Borel probability measure µ that is invariant under the action
ζ, the µ-measure of the stable points is 1.

• There exists a free and minimal Bernoulli subshift
M ⊂ FΓ such that for each stable point y ∈ C,

γ → Σ∞(ζ(γ)(y))

defines an injective equivariant Borel map from the Borel set of stable
points to M .

Proof. We proceed very similarly as we did in the construction of Θ∞. The
following lemma is an immediate corollary of Lemma 8.3.

Lemma 9.1. Let

Σa : Σa
C ×

∞∏

m=1

Σa
m : C → F

be a dynamical clean labeling and

Θd : Θd
C ×

∞∏

m=1

Θd
m : Γ → F

be an almost clean labeling. Let Θd
n(x) = qn. Let V ⊂ C be an rn-separated

clopen subset. For all y ∈ V we patch the ball BΘd,n
sn+rn−1

(Gf(n), x) into Σa
y

around y. Then we obtain a new dynamical clean labeling Σb.

The construction of Σ2. Let Σ1 be a dynamical clean labeling such that for
x = (x1, x2, x3, . . . ) ∈ C, Σ1

C(x) = (y1, y2, y3, . . . ), where for n ≥ 0, y2n = x1
and if 2n < a < 2n+1, then ya = xa−2n+1. Let x ∈ C and Θ1 := Σ1

x. Let

Â1 = {Â1
i }

τ̂1
i=1 be the set of all F1-labeled Gf(1)-balls of radius s1 in the almost

clean labelings {Σ1
w}w∈C. Note that Â1 might contain balls that are not in

Θ1. Let z2 ∈ (Θ1
2)

−1(q2). Proceeding in the same way as in Section 5 (using

Â1 instead of A1), we construct the modified labeling Θ̂2 : Γ → F . Now,
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our new 2-codeball will be B̂2 = BΘ̂2,2
s2

(Gf(2), z2). Then, we patch the ball

BΘ̂2,2
s2+r1

(Gf(2), z2) into Σ1 around all vertices y ∈ (Σ1)−1(q2) to obtain (Lemma
9.1) the dynamical clean labeling Σ2.

The induction. Let us suppose that we have already constructed the dy-
namical clean labelings
Σ1,Σ2, . . . ,Σn satisfying the following properties.

• If j ≤ k ≤ n, x ∈ C, Θk = Σk
x and (Θk

j )(z) = qj, then the Fj-labeled

Gf(j)-ball B
Θk,j
sj

(Gf(j), z) is isomorphic to a given Fj-labeled Gf(j)-ball

B̂j, our new j-codeball.

• For 1 < j ≤ n, let Âj−1 = {Âj−1
i }

τ̂j−1

i=1 be the set of all Fj−1-labeled
Gf(j−1)-balls of radius sj−1 in the almost clean labelings {Σj−1

w }w∈C up

to isomorphism. Then for any 1 ≤ i ≤ τ̂j−1, the j-codeball B̂j fully

contains a copy of Âj−1
i .

Again, we construct the dynamical clean labeling Σn+1 in two rounds.

Round one: The new n + 1-codeball. Let x ∈ C and Θn = Σn
x. Also,

let zn+1 ∈ Γ such that Θn
n+1(zn+1) = qn+1. Let Ân = {Ân

i }
τ̂n
i=1 be the

set of all Fn-labeled Gf(n)-balls of radius sn in the almost clean labelings
{Σn

w}w∈C up to isomorphism. Now we construct the almost clean labeling

Θ̂n+1,2 : Γ → F exactly the same way as in Section 6. The Fn+1-labeled

Gf(n+1)-ball B̂n+1 = BΘ̂n+1,2,n+1
sn+1

(Gf(n+1), zn+1) will be the new n+1-codeball.

Finally, we construct the dynamical clean labeling Σ
n+1

by patching the ball

BΘ̂n+1,2,n+1
sn+1+rn (Gf(n+1), zn+1) into Σn around all the vertices y ∈ (Σn

n+1)
−1(qn+1) .

Round two: The construction of Σn+1. For a dynamical clean labeling Σ′,
the set Badi(Σ

′) is clopen so by Lemma 8.3 we can construct the dynamical

clean labelings Σ
n+1,n+1

, Σ
n+1,i

= Σ
n+1,i+1

<i> in the same way as in Section 6.

Let Σn+1 = Σ
n+1,2

and let Y ⊂ C be the set of stable points with respect to
the family of dynamical clean labelings {Σi}∞i=1. Then Σ∞(y) = limn→∞ Σn(y)
is a well-defined Borel map on the invariant Borel set Y . By Theorem 5, for
any y ∈ Y , the orbit closure of Θ∞

y in the Bernoulli shift space FΓ is free
and minimal. By our construction of the codeballs, if y1, y2 ∈ Y , then for
any i ≥ 1, the set of Fi-labeled Gf(i)-balls in Θ∞

y1
and Θ∞

y2
coincide. Hence

the orbit closures of Θ∞
y1

and Θ∞
y2

coincide as well. So, let M be the orbit

closure of Θ∞
y in FΓ, where y ∈ Y . Notice that the map Φ : Y → M

defined by Φ(y)(γ) = Σ∞(ζ(γ)(y)) is injective. Indeed, if y1 6= y2 ∈ Y , then
Σ1

C(y1) and Σ1
C(y2) differ from each other in infinitely many digits. Hence,

Σ∞(y1) 6= Σ∞(y2). We finish the proof of our proposition by showing that
for any Borel probability measure µ invariant under the action ζ, µ(Y ) = 1.
Let Qn ⊂ C be the set of elements w such that Σn+1(w) 6= Σn(w). By the
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Borel-Cantelli Lemma, it is enough to prove that

(2)
∞∑

n=1

µ(Qn) <∞.

Let z ∈ Qn and let V = (Σn
n+1)

−1(qn+1). As we observed in the proof of Lemma
6.3, there exists y ∈ V and γ ∈ B5sn+1(Gf(n+1), eΓ) such that ζ(γ)(y) = z.
Note that V is a 1

10
rn+1-separated clopen set and by Rule 2,

|B 1
10

rn+1
(Gf(n+1), eΓ)| ≥ 10n+1|B5sn+1(Gf(n+1), eΓ)| .

Thus by Lemma 8.4 we have that µ(Qn) < 10−(n+1), therefore (2) holds. This
finishes the proof of our proposition. �.

Now we can finish the proof of Theorem 2. Let ζ : Γ y C be the universal
action of Theorem 3. Let α : Γ y M be the Bernoulli subshift and {Σi}∞i=1

be the sequence of dynamical clean labelings in Proposition 9.1. Let β : Γ y

X be a Borel action, let ν be a Borel probability measure on X invariant
under β, and finally let Ψβ : X → C be the equivariant map in Theorem 3.
Then (Ψβ)∗(ν) is a Borel probability measure invariant under the action ζ.
Let Y ⊂ C be the set of stable points with respect to the system {Σi}∞i=1.
Then, Φ(y)(γ) = Σ∞(ζ(γ)(y)) defines an injective, equivariant Borel map
Φ : Y → M . Let X ′ = (Ψβ)

−1(Y ). Then by Proposition 9.1, ν(X ′) = 1 and
Φ ◦Ψβ : X ′ →M is an injective, equivariant Borel map. Hence, our theorem
follows. �

Finally, we prove Corollary 1.1. Let β : Γ y C be the action in Theorem 2.
First let us suppose that Γ is amenable. Let α : Γ y (X,µ) be an ergodic ac-
tion and Φα(X

′) → C be an equivariant injective map. Then the Kolmogorov-
Sinai entropies of α and (Φα)∗(µ) coincide. Also, (Φα)∗(µ) is ergodic. Since
for any 0 < c ≤ ∞ we have an ergodic action with Kolmogorov-Sinai en-
tropy c, our corollary follows for amenable groups. Now let us suppose that
Γ is non-amenable. Again, we need to prove that there exist more than one
non-isomorphic essentially free ergodic actions of Γ. However, by the famous
theorem of Epstein every non-amenable group has uncountably many pairwise
orbit-inequivalent actions [4] so our corollary follows for non-amenable groups
as well.
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