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Abstract

Proton beam therapy is an alternative to traditional X-ray radiotherapy utilised
especially for paediatric malignancies and radio-resistant tumours; it allows a
precise tumour irradiation, but is currently limited by knowledge of the patient
density and thus the particle range. Typically X-ray computed tomography (CT) is
used for treatment planning but CT scans require conversion from Hounsfield units
to estimate the proton stopping power (PSP), which has limited accuracy. Proton
CT measures PSP directly and can improve imaging and treatment accuracy. The
Christie Hospital will use a 250 MeV cyclotron for proton therapy, but 330 MeV
protons are needed to image the largest adult. In this thesis the feasibility of
a pulsed linac upgrade to provide 100 MeV acceleration in a cyclinac set up is
studied. Space constraints require a compact, high gradient (HG) solution that
is reliable and affordable. An overview of accelerator physics and beam dynamics
are presented alongside the phenomenology of breakdown in high gradient RF
structures. Both a small and large aperture solution are investigated. The small
aperture option aims to keep the beam size to a minimum using focussing magnets
between cavities and accelerate with a very high gradient. The large aperture
solution aims to occupy more of the available space with accelerating structures
and less with focussing magnets. This way the optics are simpler and the beam
size is larger throughout the linac.

The small aperture optimisation investigated S-, C- and X-band cavities. Firstly
with simple pill-box structures then looking at the effect of nose cones on RF effi-
ciency and breakdown limits. Multi-cell structures are then investigated employing
side-coupling for standing wave (SW) cavities and various different magnetic cou-
pling slots for backward travelling wave structures (bTW). Limited by 100 MW/m
a 15 cm bTW solution was proposed with a calculated gradient of 65 MV/m.
Unfortunately to be used with a cyclotron, which typically have large emittance,
infeasibly strong magnets would be required.

The large aperture optimisation only considers S- and C-band structures as they
exhibit higher shunt impedance with larger apertures than X-band cavities. Side-
coupled SW structures and magnetically coupled bTW structures are re-optimised
for a larger aperture. An S-band side-coupled SW structure is subsequently
identified as being the optimum for this energy range. A full 11-cell structure
design with input coupler and end cells is presented calculated to reach 54 MV/m.



10

A beam dynamics study is also presented considering both the small and large
aperture schemes. For the large aperture scheme a particle tracking study is also
presented. Mechanical engineering considerations are presented with a novel disk
design manufacturing each individual cell from two machined copper disks. Thermal
analysis of the temperature distribution inside the cavity is presented alongside heat
transfer calculations for the cavity cooling system. Finally the conditioning and
high power test of a similar S-band medical structure is presented with comparison
made to the prototype structure designed in this study.
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HIPA High Intensity 8-sector Ring Cyclotron.

HU Hounsfield Units.

IF N Field emission current.

IARC International Agency for Research on Cancer’s.

IDRA Institute for Diagnostics and RAdiotherapy.

IF Intermediate Frequency.

IFIC Institut de Física Corpuscular.

IMPULSE IMaging and Intensity Modulation PULSEd energy booster.

IMRT Intensity-Modulated Radio-Therapy.

INFN Istituto Nazionale di Fisica Nucleare.

J-PARC Japan Proton Accelerator Research Complex.
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K K-strength of a quadrupole.

k Coupling factor.

kB Boltzmann’s constant.

κ Thermal Conductivity.

KT Knowledge Transfer.

l Cavity cell length.

Lcav Cavity length.

LD Drift Length.

lq Length of a quadrupole.

lsc Coupling cell length.

λ Wavelength.

LHC Large Hadron Collider.

LIBO LInear BOoster.

LIGHT Linac for Image Guided Hadron Therapy.

linac Linear accelerator.

LLRF Low Level RF.

LPM Litres per minute.

ṁ Mass flow rate.

me Mass of an electron.

MAD-X Methodical Accelerator Design.

MRI Magnetic Resonance Imaging.

NA Avogadro’s number.

Nbd Number of breakdowns.

Ncell Number of accelerating cells.

Np Number of RF pulses.

NHS National Health Service.



Glossary 31

NMR Nuclear Magnetic Resonance.

NORMA NOrmal-conducting Racetrack Medical Accelerator.

Nu Nusselt number.

OAR Organ at risk.

ω angular frequency.

Pd Power dissipated per cycle.

Pin Input power.

PT Travelling wave power.

PAMELA Particle Accelerator for MEdicaL Applications.

pCT proton Computed Tomography.

PEC Perfect electric conductor.

PET Positron Emission Tomography.

φ Phase advance.

PID Proportional Integral Derivative.

PIMS PI-Mode Structure.

PLL Phase Locked Loop.

PMQ Permanent Magnet Quadrupole.

Pr Prandtl number.

PRaVDA Proton Radiotherapy Verification and Dosimetry Applications.

ProBE Proton Boosting Extension for Imaging and Therapy.

PSI Paul Scherrer Institute.

PSP Proton Stopping Power.

Q̇ Heat transfer rate.

q Charge of a particle.

Q0 Internal quality factor.

Qe External quality factor.
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Ql Loaded quality factor.

rap Aperture radius.

rc Cavity radius.

re Classical electron radius.

Rin Inner nose cone radius.

Ron Outer nose cone radius.

Rs Effective shunt impedance.

rsc Coupling cavity radius.

Rsurf Surface resistance.

Re Reynold’s number.

RF Radio Frequency.

RFQ Radio-Frequency Quadrupole.

ρr Resistivity.

rms Root mean squared.

RSS Root sum squared.

S Septum thickness.

SC Modififed Poynting Vector.

Sc Modified Poynting Vector.

SCS Side Coupled Structure.

SCSWS Side-coupled standing wave structure.

SNS Spallation Neutron Source.

SRF Superconducting Radio-Frequency.

SRT Stereotactic Radio-Therapy.

SµS Swiss Muon Source.

SWS Standing-Wave Structure.

T Transit time factor.
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tfill filling time.

tp Pulse length.

TE Transverse Electric.

TEM Transverse Electro Magnetic.

TERA Fondazione per Adroterapia Oncologica.

TM Transverse Magnetic.

TOP-IMPLART Terapia Oncologica con Protoni - Intensity Modulated Proton
Linear Accelerator for Radiotherapy.

TULIP TUrning LInac for Proton therapy.

TWS Travelling-Wave Structure.

U Stored energy.

Ud Energy dissipated per cycle.

UHV Ultra-High Vacuum.

v velocity.

Vϕ Potential energy.

V0 Voltage across a cavity.

Vc Acceleration voltage (V0T ).

vg Group velocity.

vp phase velocity.

VCO Voltage Controlled Oscillator.

VI Virtual Instrument.

Z Atomic number.





Chapter 1

Proton Therapy, Imaging &
Accelerators

Cancer has been and will continue to be one of the greatest healthcare challenges
of the 21st century. Over 18 million new cancer cases were diagnosed in 2018,
alongside 9.6 million cancer deaths, and 43.8 million people reported to be living
with cancer according to the International Agency for Research on Cancer’s (IARC)
GLOBOCAN database. This is predicted to rise to 24.1 million new cancer cases in
2030, with over 13 million cancer deaths [1]. The estimated cancer incidences and
deaths from 2018 up to 2040 are shown in figures 1.1 & 1.2. Advancing development
of diagnostic methods, such as computer-aided imaging and increased precision
in radiation therapy, has seen the cure rates of cancers diagnosed pre-metastasis
steadily improve over recent decades [2]. Further improvement of cure rates will
be a result of further development of these techniques and also from the rapid
transfer of these improved methods into clinical practice. The application of physics
to medicine is not a new phenomenon, the first ever Nobel prize in physics was
awarded to Wilhelm Conrad Röntgen in 1901 for discovering the X-ray. Figure 1.3
shows the famous image he created of his wife Anna Bertha Ludwig’s hand.

Linear accelerators (linacs) have been used in medicine since the 1950s [3],
and in 2005 7500 linear electron accelerators were being used for radiotherapy
worldwide [4]. Photon radiotherapy was first used to treat cancer and has long
been the predominant treatment, but in 1947 Robert Wilson suggested it may
be beneficial to use heavy charged particles instead [5]. Proton therapy better
spares organs at risk (OARs) from a radiation dose than photon radiotherapy.
Sparing OARs also requires accurate imaging techniques. Imaging with protons
(pCT) during treatment planning is foreseen to improve the ballistic selectivity of
proton beam radiotherapy [6–8], even further beyond that of photon radiotherapy
presently.
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Fig. 1.1 Estimated number of incident cancer cases from 2018 to 2040, all cancers,
both sexes, all ages [1].

Fig. 1.2 Estimated number of cancer deaths from 2018 to 2040, all cancers, both
sexes, all ages [1].

In this work we explore the feasibility of upgrading existing proton therapy
centres fitted with 250 MeV cyclotrons with a linear accelerator to provide 350 MeV
protons. This is foreseen to improve the accuracy of proton therapy treatments by
providing proton imaging, and be far reaching in its accessibility to most existing
proton therapy centres.

1.1 Medical Proton Accelerators

Ionising radiation has been used in medicine for over 100 years. Soon after the
discovery of radiation and X-rays, high energy photons were being utilised to treat
skin diseases and even cancer [10]. As early as 1912 cancer patients were treated
using radium-226 as a radiation source [11]. Swiftly after the invention of the Van
de Graaff accelerator in 1932 [12], it was utilised in medicine. The large machines
were impractical for hospitals not just because of their size, but because of their
limited output and high operating costs [13].
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Fig. 1.3 Hand mit Ringen (Hand with Rings): a print of one of the first X-rays by
Wilhelm Röntgen (1845–1923) of the left hand of his wife Anna Bertha Ludwig. It
was presented to Professor Ludwig Zehnder of the Physik Institut, University of
Freiburg, on 1 January 1896 [9].

The next advance in medical accelerators was the betatron [14], capable of
producing electron beams from 5 to 25 MeV for use in radiotherapy. The betatron’s
output energy was limited by the strength of the magnetic field possible due to the
saturation of iron, and also due to the size of the magnet core. Figure 1.4 shows
Kerst working on the first betatron where the magnet weighed 4-tons. Ultimately
the betatron was no match for the invention that revolutionised radiotherapy to
this day; the linear accelerator or ‘linac’.

The linac was first proposed by Widerøe in 1928 [16], so called because the path
of the accelerated beam was linear. The small accelerating gradients (<10 MeV/m)
possible in the early years of linacs meant long accelerators were necessary for
significant energy gain, Figure 1.5 is around 2 meters long and yields just 6 MeV
energy gain. It is this low gradient and large size that impedes the practicality of
such machines in medicine. This is especially true of protons which are heavier and
thus require much higher fields (or longer machines) for the same energy gain. A
more practical option has been accelerators with a circular path such as cyclotrons
and synchrotrons. The latter is known to use linacs as small, low energy transitions
between the source and injection.
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Fig. 1.4 Early betatron at University of Illinois. Kerst is at right, examining the
vacuum chamber between the poles of the 4-ton magnet [15].

In recent years, greater understanding of RF cavities has lead to larger accel-
erating gradients being achieved, which has reduced the size of linacs and made
them more useful in medicine. A collaboration between TERA (Fondazione per
Adroterapia Oncologica), European Organization for Nuclear Research (CERN),
the university and Istituto Nazionale di Fisica Nucleare (INFN) of Milan and
the university and INFN of Naples designed a high frequency proton linac for
medical applications at 3 GHz. The LInear BOoster (LIBO) structure was designed
to reach a gradient of 15.8 MV/m, but after a short conditioning time was able
to reach 28.5 MV/m[18]. It has been featured in both the Terapia Oncologica
con Protoni - Intensity Modulated Proton Linear Accelerator for Radiotherapy
(TOP-IMPLART) project [19], and the Institute for Diagnostics and RAdiotherapy
(IDRA) project [20]. The TOP-IMPLART linac is a 150 MeV pulsed proton linear
accelerator for proton therapy applications under commissioning at ENEA Frascati.
The IDRA (Institute for Diagnostic and RAdiotherapy) is a cyclinac with a 30 MeV
commercial cyclotron followed by the LIBO structure accelerating to 210 MeV.

The cyclinac idea was first proposed by U. Amaldi in 1993 [21], where a booster
linac is placed at the output of a cyclotron to reach higher energies. This concept
is advantageous to hospitals due the simplicity and relative compactness of the
cyclotron. Unfortunately the extraction frequency of most cyclotrons is in the MHz
range, much lower than the high frequency linac sections which are GHz, and this
mismatch is responsible for large beam losses at the start of the linac. Luckily
low average currents in the nA range are required for radiotherapy and cyclotrons
typically provide µA. Even less current is required for radiography; a few pA are
sufficient.
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Fig. 1.5 Baby Gordon Isaacs was the first patient to be treated with a linear
accelerator at just 2 years old in 1957. His retinoblastoma was cured and he
survived into adulthood with normal vision [17].

More recently the TERA foundation with the CERN Compact LInear Collider
(CLIC) group designed and built a high gradient medical accelerating cavity for
use in the TUrning LInac for Proton therapy (TULIP) all-linac project [22] funded
by the Knowledge Transfer (KT) group. With a nominal gradient of 50 MV/m, it
is the highest gradient proton accelerator demonstrated at this energy level.

1.2 Proton Therapy

Radiotherapy directs ionising radiation at cancerous cells or tumours with the
aim of severely damaging the cell’s DNA resulting in cell death. The challenge
lies in maximising the dose to cancerous cells and minimising the exposure to
normal healthy tissue and OARs. Healthy cells that survive DNA damage are
at risk of leading to secondary cancers, so minimising dose to healthy tissue is
especially important in paediatric cancer patients where cell division is more rapid
and life expectancy post treatment is larger. Traditionally radiotherapy has been
performed using a photon beam. Complex techniques such as Intensity-Modulated
Radio-Therapy (IMRT) [23, 24] and Stereotactic Radio-Therapy (SRT) [25, 26]
have improved the accuracy of irradiating only cancerous cells by approaching
the target volume from multiple directions overlapping on the tumour (SRT), and
employing collimators and degraders to spare healthy tissue. Figure 1.6 illustrates
the differences between conventional radiotherapy where the field is limited to a
rectangular shape, ConFormal Radio-Therapy (CFRT) where a multi-leaf collimator
is employed to produce more complex geometric field shaping around the tumour,
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and IMRT where the field is geometrically shaped similar to CFRT but is also
intensity modulated pixel by pixel within the shaped field to account for varying
tumour depths. Figure 1.7 illustrates the difference between SRT with traditional
photon beams (left) and proton therapy (right). SRT approaches the tumour from
all available angles around the patient. This results in a lower dose to the healthy
tissue and a larger layered dose to the target volume. The region marked in green
is the brain stem, and it is desirable to limit the dose to this region as much as
possible. Proton beams offer an elegant solution, due to the way that they deposit
energy exit dose can be minimised. Thus the proton therapy treatment (right) has
no exit dose and has reduced the dose deposited in the brain stem in comparison
to SRT.

Fig. 1.6 The differences between conventional radiotherapy (top), conformal radio-
therapy CFRT (centre) and CFRT with intensity modulation IMRT (bottom) [23].

In 1947 Robert Wilson suggested that with high energy protons, precision
irradiation of tumours was possible due to the unique dose deposition of moderately
relativistic heavy charged particles [5], described by the Bethe-Bloch equation [28–
30]

−
〈
dE

dx

〉
= kq2Z

A

1
β2

[
1
2 ln2mec

2β2γ2Tmax
I2 − β2 − δ(βγ)

2

]
(1.1)
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Fig. 1.7 Illustrates the differences between photon radiotherapy (left) where dose is
deposited across the entire cross section of the patient and proton therapy (right)
where the dose ends half way through, the back of the head, spine and back see no
dose [27].

where −
〈

dE
dx

〉
is the stopping power of the material or the energy loss (dE)

occurring over distance x. k = 4πNAr
2
emec

2, NA being Avogadro’s number, re being
the classical electron radius, me being the mass of an electron and c being the speed
of light. q is the charge of the incident particle, Z and A are the atomic number
and atomic mass of the absorber respectively, I ≈ 11.5Z eV is the mean ionisation
potential, Tmax = 2mec

2β2γ2/[1 + 2γme/M + (me/M)2] is the maximum kinetic
energy that may be imparted to a free electron in a single collision and introduces
a minor dependence on the incident particle mass M . γ is the Lorentz factor and
β is the relativistic velocity of the particle. δ(βγ) is a density correction term [31].
Equation 1.1 highlights that the depth at which the Bragg peak occurs depends
on the initial energy of the proton beam. Figure 1.8 illustrates the variation in
dose deposition with tissue depth. Whereas a traditional photon beam will result
in both an entrance and exit dose, a proton beam deposits ≈ 50% of the energy
before the Bragg peak, ≈ 50% in the tumour leaving little to no exit dose [32].
This large, precise energy deposit via the Bragg peak requires accurate imaging
to ensure it happens inside the tumour margins, this requires a knowledge of the
proton stopping power of the tissue between the linac and the tumour. The proton
stopping power of tissue is defined as the retarding force acting on the protons
which causes them to lose energy. The point at which the Bragg peak occurs
depends on not only the depth, but on the density of the tissue in its path.
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Fig. 1.8 Protons deposit energy in water via the Bragg Peak. Multiple Bragg peaks
can be utilised with varying energies, resulting in a cumulative flat top dose called
the Spread Out Bragg Peak (SOBP) [33].

1.2.1 The Range Problem

Due to the steep dose fall off distal to the Bragg peak, proton therapy has the
potential to deliver higher doses to cancerous tissue while greatly reducing the dose
delivered to healthy tissue in comparison to photon radiotherapy this is illustrated
in Figure 1.9(a). This steep dose gradient distal to the Bragg peak is not used to
spare OARs in practice because of uncertainties around its exact location in the
patient. Figure 1.9(b) illustrates the influence of uncertainties on different depth-
dose curves. In the case of traditional photon radiotherapy a small uncertainty in
the dose delivery makes a small difference to the dose seen by both the tumour and
the organ at risk (OAR), in all three curves the peak occurs in the soft tissue. In
the case of proton radiotherapy, the same uncertainty can be the difference between
the peak dose being deposited entirely in the tumour or entirely in the organ at
risk. To benefit from the advantage of the Bragg peak clinicians must know with
certainty where it will be deposited.

Several imaging modalities may be used to study the morphology of a tumour,
and in both photon and proton radiotherapy a collimator can be used to shape
the beam accordingly, and the intensity can be modulated pixel by pixel. To
utilise the Bragg peak in proton therapy, the incident kinetic energy must also be
modulated thus emphasising the importance of accurate range verification. During
treatment planning margins are defined around the target volume to account
for uncertainties in the dose deposition, this uncertainty is referred to as the
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Fig. 1.9 (a) Potential dose benefit of a proton treatment compared to a photon
treatment (dotted line: photon depth-dose curve; dashed line: mono-energetic
proton depth dose curve known as Bragg Peak; straight line: spread out proton
Bragg curve (SOBP) to cover the whole tumour). (b) Influence of uncertainties to
these depth-dose curves [34].

range problem. As much as 10 mm inside of the imaged tumour boundary is
omitted from the planned treatment target volume to avoid accidentally irradiating
healthy tissue or OARs. It has been shown that using pCT to image during
treatment planning, this can be reduced to as little as 3 mm [35]. This so-called
‘range problem’ is yet to be satisfactorily resolved and uncertainties in the energy
deposition range of the therapy protons in the patient result in larger than desirable
treatment margins [36, 37]. Treatment planning and range calculations are done
using both Magnetic Resonance Imaging (MRI) for mapping the location of the
tumour, and x-ray computed tomography (CT) which creates images from photon
attenuation measured in Hounsfield Units (HU). The HU is a quantity commonly
used in CT scanning to express CT numbers in a standardised and convenient
form. To calculate the range of the treatment protons in the patient, HU must
then be converted to relative Proton Stopping Power (PSP). One source of range
uncertainty is the inherent limitations of x-ray CT such as image noise, beam
hardening, and reconstruction artefacts in the presence of metal implants such as
tooth fillings [38, 39]. The relationship between HU and PSP varies with materials
in the body i.e different organs. Furthermore, despite it being known that there
is not a simple one-to-one relation between HU and PSP [40], most centres use
a single function for the conversion [37]. Algorithms such as the stoichiometric
approach produce calibration curves for this conversion from HU to PSP, using
data from average, healthy adults [41–43]; which is not patient specific. It has been
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shown that this seemingly small inaccuracy results in PSP prediction errors of over
2% [44], and this is widely believed to be a main factor preventing proton therapy
reaching its full potential.

1.2.2 Range Verification in vivo
There are multiple approaches to managing range uncertainty in proton therapy [45–
48], but it will always be deemed necessary to verify proton range in vivo be it by
directly measuring dose or fluence, or by indirectly measuring secondary emission
caused by proton irradiation.

Prompt Gamma Imaging

On their path through the patient, protons undergo nuclear reactions with tissue
and some of these interactions produce prompt gammas. After an interaction with
a proton, the target nucleus is excited to a higher energy state causing a single
photon known as a ‘prompt gamma’ to be emitted, returning the nucleus to its
ground state (see Figure 1.10). The emitted gamma rays can then be detected.

As the protons traverse the patient they lose energy and their reaction cross
sections decrease. This means proton interactions occur along the whole penetration
path until 2-3 mm before the Bragg peak. Thus the emission of prompt gammas is
related to the penetration path of the protons and conclusions can be drawn on
the proton range.

The emission of prompt gammas happens during proton therapy whether or not
they are being detected. One of the main advantages of this method is real-time
verification of dose delivery, and no additional dose is imparted onto the patient.
However, this also means prompt gamma imaging can not aid treatment planning
efforts. Research into a suitable detector system is ongoing, but so far position
verification of the Bragg peak of a 100 MeV proton beam in a phantom has been
reported with 1-2 mm accuracy [49].

Fig. 1.10 Figure illustrates the concept behind prompt gamma imaging. Protons
traverse the tissue and interact with nuclei. The target nucleus is excited to a
higher energy state thus it releases a single photon to return to its ground state [50].
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Positron Emission Tomography

In the previous example we discussed one outcome of protons’ interaction with
nuclei - prompt gammas. Another interaction that can occur is the emission of a
positron which then annihilates with an electron in surrounding tissue. Coincident
gammas are subsequently emitted (see Figure 1.11) and can then be detected with
a gamma camera. This is called Positron Emission Tomography (PET).

Similarly to prompt gamma imaging, PET has the advantage of not resulting
in any additional radiation dose to the patient. PET imaging can either happen in
real time or a certain time after the treatment is completed. It cannot however be
used for treatment planning prior to the first treatment.

Fig. 1.11 Figure illustrates the concept behind positron emission tomography (PET)
protons interact with nuclei in tissue and emitted positrons annihilate with electrons
which then emits coincident gammas [51].

Magnetic Resonance Imaging

Nuclear Magnetic Resonance (NMR) Imaging or MRI is commonly used in hospitals
to image soft tissue. A strong magnetic field is applied to the patient which excites
the protons inside of the body. The excited protons emit an RF signal which is
detected using a receiving coil. The rate at which excited protons return to their
equilibrium state indicates which type of tissue those protons comprise.

Radiation can cause changes in the constitution of human tissue which can be
visible by MRI. This method offers a high spatial resolution and doesn’t depart
any additional radiation dose. Additionally, MRI scanners already exist in most
hospitals and can be used for this type of range verification. Unfortunately it takes
days [52] for the cells to actually change enough to be visible, in some cases only
after the end of treatment. So although it can verify the range in vivo, it can not be
used to directly measure PSP or to adapt therapy during the course of treatment
to compensate for observed range errors [52].

Proton Computed Tomography

The only imaging method that directly provides the proton stopping power of
the tissue, is pCT [53]. Figure 1.12 illustrates the pCT set up by the Proton
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Radiotherapy Verification and Dosimetry Applications (PRaVDA) consortium [54].
Higher energy protons are used for pCT than the 250 MeV used for therapy. At
least 330 MeV protons are needed to ensure that when they are sent through the
patient and into the detector the Bragg peak occurs in a range telescope behind
the patient instead of in the patient. One negative of proton imaging is that the
patient will receive a small dose prior to treatment. However, images obtained
using protons result in 50-100 times lower image exposure than x-ray radiographs
of equal resolution [55].

In pCT a high energy proton beam is sent through two semiconductor detectors
which record the x and y positions and direction on entry. After the patient the
protons will exit through two more semiconductor detectors again recording the x
and y positions and direction on exit. The protons are then bought to a stop in 24
layers of Complimentary metal-oxide-semiconductor (CMOS) sensors separated by
absorbers, also referred to as a range telescope, which measures the exit energy.
This process is repeated millions of times to collect lots of data, and the paths of
the protons are reconstructed in software. The energy lost in the path the protons
traversed in the body is thus calculated.

Fig. 1.12 The PRaVDA pCT system concept. The tracker is comprised of the first
four units shown here as the two which are placed in front of the object to be
imaged and the two after. A range telescope (calorimeter) is placed immediately
after the tracker to measure the residual energy of each proton after it has been
tracked through the object to be imaged [54].
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Despite the advantages of proton radiography it has not been adopted since its
conception in 1960s[56] because of source availability and cost. To image full sized
adult bodies 330-350 MeV [36] protons are required and this is where the high cost
is incurred. There are efforts to provide proton therapy facilities with high energy
protons and they are detailed in the next section.

1.3 Producing 350 MeV Protons

In recent years there have been multiple efforts to produce 330 MeV protons for
a clinical setting. Figure 1.13 shows the ProTom Radiance 330 proton therapy
system. The 330 MeV synchrotron allows for imaging and treatment with the same
accelerator [57]. Injection beam line development is still ongoing to achieve the
maximum dose rate of 2 Gy per minute per litre, and simulation and existing dose
delivery tests suggest it will achieve that [58]. One benefit of this system is its
variable extraction meaning no degrader is necessary resulting in a higher quality
beam. However it has a large space requirement which some existing centres do
not have.

Fig. 1.13 The ProTom Radiance 330 proton therapy system [57].

Although it is common to use cyclotrons as a proton source for 230-250 MeV
protons, there are technical complications at higher energies. In the same way that
the length of each cell varies in linacs depending on the particle’s energy, cyclotrons
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must vary either the magnetic field or the frequency. Synchrocyclotrons vary the
RF frequency to accommodate the higher energy particles. These tend to have
better focussing and can be made compact with high fields. However, one cannot
have two separate bunches at different energies in the cyclotron at the same time,
as one would not be synchronous. This limits the current that they can provide
for a clinical setting. Isochronous cyclotrons vary the field with radius, but at
higher energies this makes the beam hard to focus. Azimuthally Varying Field
(AVF) cyclotrons vary the field with pole pieces and incorporate edge focussing
which is limited at higher energies. At higher energies it is better to use many
separate magnets or ‘sectors’, but this prevents the source injecting into the centre
of the cyclotron. The Paul Scherrer Institute (PSI) has constructed a 590 MeV
High Intensity 8-sector Ring Cyclotron (HIPA) shown in Figure 1.14 which outputs
2.2 mA to feed the Swiss Muon Source (SµS) [59]. It has had issues with RF power
leakage into vacuum space [60], but 590 MeV protons are excessive for proton CT
and this complication would likely cease with a lower energy output and custom
flat top cavity. This was not designed for a medical application and is not an
‘all enclosed’ solution. The proton beam is pre-accelerated in a Cockcroft-Walton
electrostatic column to an energy of 870 keV and this is increased to 72 MeV in
the 4-sector Injector 2 cyclotron. Only then is the beam injected into the 8-sector
590 MeV cyclotron. This set up is much too big and complex for a hospital.

Fig. 1.14 The PSI 590 MeV high intensity 8-sector Ring Cyclotron (HIPA) [59].

There have been attempts to achieve the high current capability of the cyclotron
and the variable energy extraction of the synchrotron, both in the UK at the Cock-
croft Institute [61], the John Adams Institute [62] and in the USA at Fermilab [63],
by developing Fixed Field Alternating Gradient (FFAG) accelerators such as Par-
ticle Accelerator for MEdicaL Applications (PAMELA) and NOrmal-conducting
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Racetrack Medical Accelerator (NORMA) (Figure 1.15) [64–66]. They are capable
of producing 330 MeV protons rapidly with variable energy, but they have a large
footprint and they are yet to be demonstrated.

Fig. 1.15 The NORMA NORMAl conducting racetrack medical FFAG [66].

A collaboration between PSI and the TERA proposed the IMaging and Intensity
Modulation PULSEd energy booster (IMPULSE) [67] shown in Figure 1.16. This
proposes the cyclinac concept to boost protons up to 350 MeV in a linac after a
250 MeV cyclotron used as a source for treatment. The linac proposes four 10 MW
power sources to power 7 m of linac with an average gradient of 25 MV/m. More
technical information on the RF cavities in these various low-Relativistic velocity
(β) systems can be found in Chapter 2.

1.4 The Project: ProBE: Proton Boosting Ex-
tension for Imaging and Therapy

Great Britain’s first high energy proton therapy facility is being built at the Christie
Hospital in Manchester, and artist’s impression is shown in Figure 1.17. There is
already a low energy (62 MeV) proton facility at Clatterbridge for eye treatments
only. The National Health Service (NHS) has to send patients who need proton
therapy in the body to other facilities in Europe and the USA for treatment. This
method of accessing life saving treatment came at great cost to both the NHS and
the families of the patients. Figure 1.19 shows the Varian Probeam cyclotron being
delivered to the new building which is now complete, and the facility is due to start
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Fig. 1.16 The IMPULSE cyclinac concept proposed by PSI and TERA [67].

treating patients this year. The protons used for treatment will be accelerated
in the cyclotron to 253 MeV and transported to one of three treatment gantries
shown in Figures 1.18 & 1.20. A fourth treatment room may be constructed but
will remain empty initially to allow for a research/medical isotope room.

The ProBE project aims to examine the feasibility of upgrading the Christie
proton therapy facility with a proton boosting linac, to accelerate the 250 MeV
protons to 350 MeV, the energy required for pCT. Having the capability to image
with protons in the same facility as treatment is one solution to the range problem
detailed in section 1.2.1, and is expected to reduce patient treatment margins and
improve patient outcomes. pCT systems are still in the development phase with
research groups working on detector technology[71], image reconstruction[53], and
producing a 350 MeV proton beam suitable for pCT. The Christie charity[72] has
funded a research space utilising the real treatment beam from the Varian Probeam
cyclotron. It is hoped this will facilitate the testing of the ProBE linac with a
clinical beam, alongside other experiments such as radio-pharmaceuticals and pCT
research which is already funded.

1.4.1 Three Stages:

Linac Development

The first stage of the project is the development of a test cavity. In this work a
booster linac is designed to upgrade an existing cyclotron facility to a cyclinac
in a compact space thanks to advances in high gradient technology. The RF
optimisation of the accelerating cavity is presented in this thesis along with particle
tracking results and the mechanical engineering design. The RF cavity design and
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Fig. 1.17 Artist’s Impression of The Christie Rutherford proton Centre [68].

fabrication was heavily influenced by the results obtained from the CLIC high
gradient test programme [? ] at CERN to ensure the most reliable high gradient
operation. A beam dynamics study is also presented determining the best solution
for adequate transmission through the linac. When fabrication of the cavity is
complete it is foreseen to be conditioned and tested in the CLIC S-band high
gradient test facility at CERN known as S-Box.

Linac Testing

Once the cavity testing is complete, the linac testing stage of the project can
commence. As is shown in Figure 1.20 the fourth gantry room will be constructed
at the same time as the rest of the facility, but patient treatment equipment will
not be installed. Instead this room will become a research beam line with a length
of around 10 metres. Here it will be possible to test the ProBE cavity with the
real clinical beam. There will also be the capability at the Christie to test pCT
detectors and conduct radio-biology amongst other research.

Superconducting Gantry

The third stage of the project is concerning beam delivery. Beam rigidity is defined
as R = Bρ = p/q where B is the magnetic field, ρ is the gyroradius of the particle
due to this field, p is the particle momentum, and q is it’s charge. At the high
energies necessary for proton imaging, beam rigidity is increased from 2.43 Tm at
250 MeV to 2.84 Tm at 350 MeV. Stronger magnets are necessary to manipulate
the beam around the patient in the same amount of space. The fourth treatment
room at the Christie hospital is sized for a 250 MeV treatment gantry, so in the
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Fig. 1.18 The Varian Probeam multi-room proton therapy system. The fourth
treatment room (right) at the Christie will have a superconducting gantry if they
upgrade to higher energy protons [69].

same space superconducting magnets will be necessary. A preliminary design shown
in Figure 1.21 satisfies the key requirements of the gantry but there are further
improvements to be made and research to reduce the size of the achromats is
ongoing, alongside beam tracking studies and inclusion of the booster linac into
the final gantry design [74].
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Fig. 1.19 The Varian Probeam 253 MeV cyclotron being delivered at the
Christie [70].

Fig. 1.20 Layout of the proton therapy facility at The Christie Hospital. Four
treatment rooms can be seen on the blueprint. Initially the first 3 treatment rooms
will be operational using the 253 MeV cyclotron as a proton source for treatment.
During this time the fourth room will remain a research room with the clinical
beam. The ProBE linac will be developed simultaneously and tested in the research
room. Afterwards that the linac will move into the beam line, and the fourth
treatment room may be upgraded to a superconducting gantry for pCT [73].
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Fig. 1.21 Top:Preliminary layout of the compact pCT gantry design; dipoles shown
(curved) in black, quadrupoles shown in red. Bottom: visualisation inside the
fourth gantry room at the Christie [74].



Chapter 2

RF Particle Acceleration

In this chapter, the theory of RF particle acceleration is introduced. The theory
of RF cavities and the interaction of charged particles is presented, alongside
important figures of merit to consider when designing RF cavities. Various RF
cavity structures, specifically the current landscape of low/medium-β structures,
are described alongside RF breakdown phenomenology and other high gradient
(HG) limitations. The Lorentz force law

F = q(E + v × B) (2.1)

is the most important equation in accelerator physics. It shows that electromagnetic
fields can be used to accelerate and manipulate charged particles. It describes the
force (F ) of an electromagnetic field on charged particle q [75]. In the presence of an
electric field (E), a charged particle q will be accelerated in the direction of motion
of that electric field, therefore gaining energy. The force F is perpendicular to
both the magnetic field (B) and the particle velocity (v). Hence, the magnetic field
component does not increase the energy of the particle but adds a component of
motion transverse to the initial direction of motion, bending the particle’s trajectory.
It is because of this we can use electromagnetic fields to manipulate and accelerate
charged particle beams for their desired use.

2.1 RF Cavities

A particle accelerator is made up of one or more RF cavities. An RF cavity is
a hollow metallic structure that can be filled with electromagnetic fields, by an
external high-frequency power source. The fields that exist inside a cylindrical
cavity are given by

(
∇2 − 1

c

δ2

δt

)E
B

 = 0. (2.2)
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Transverse Electro Magnetic (TEM) waves are not possible inside an RF pillbox
cavity because to satisfy the boundary conditions either the electric or the magnetic
field components must be in the direction of propagation. Assuming the cavity
wall is a perfect electric conductor, the boundary condition is

Ez|Rcav = 0

for a Transverse Magnetic (TM) mode, and the magnetic field component is zero
in the direction of propagation

Bz = 0.

For a Transverse Electric (TE) mode, the boundary condition is

δBz

δn

∣∣∣
Rcav

= 0

where δ/δn is normal to a point on the surface and the electric field component is
zero in the direction of propagation [76]

Ez = 0.

Fig. 2.1 Electric (E) and magnetic (B) fields for the transverse-magnetic resonant
TM010 mode in a cylindrical cavity [77].

Figure 2.1 shows the transverse-magnetic resonant mode (TM010) inside of a
cylindrical ‘pillbox’ cavity. The subscripts in TMmnp and TEmnp indicate different
mode patterns. In a rectangular cavity, m and n indicate the number of horizontal
periods and vertical periods respectively, and p is the number of longitudinal
periods in the direction of propagation. In a cylindrical cavity, m is the number
of full period variations of that field component in θ. n is the number of zeros of
the axial field component in the radial direction in the range 0<r≤ rc where rc
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is the cavity radius and excluding r = 0. p once again indicates the number of
longitudinal periods in the direction of propagation. The analytical solution for
the field components of the TM mode inside a pillbox cavity is given in terms of
Bessel functions

Ez = E0Jm(kmnr) cos(mθ) cos pπz
l
ejωt (2.3a)

Er = −pπ

l

a

xmn

E0J
′
m(kmnr) cos(mθ) sin pπz

l
ejωt (2.3b)

Eθ = −pπ

l

ma2

x2
mnr

E0Jm(kmnr) sin(mθ) sin pπz
l
ejωt (2.3c)

Bz = 0 (2.3d)

Br = −jω ma2

x2
mnrc

2E0Jm(Kmnr) sin(mθ) cos pπz
l
ejωt (2.3e)

Bθ = −jω a

xmnc2E0J
′
m(Kmnr) cos(mθ) cos pπz

l
ejωt (2.3f)

where E0 is the electric field on the z-axis which is always the direction of
propagation in this work, and l is the length of a one cell pillbox cavity.

The TM010 mode is effective in particle acceleration because the particle beam
travels along the z-axis in the same direction as the electric field; it should also
travel at the correct velocity to ensure the particle only sees the accelerating part
of the wave, as is shown in Figure 2.2. If the bunch were to arrive at the wrong
phase (ϕ), and see the decelerating part of the wave, it is not accelerated. When
synchronising the RF fields and the beam in time, we define a virtual particle called
the synchronous particle (ϑs). Particles in the bunch that are faster or slower than
ϑs will see a different accelerating force.

Fig. 2.2 Beam bunches in the positive phase of an RF voltage [77].

2.1.1 Energy gain in an RF gap

In RF cavities the bunch is shielded from the negative phase of the RF voltage
in drift tubes. The energy gain occurs in the ‘gap’ g between the drift tubes,
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containing the positive phase. A particle with charge q and velocity v, traversing
the gap along the z-axis in Figure 2.3 will experience electric field

Ez(r = 0, z, t) = E(0, z) cos[wt(z) + ϕ] (2.4)

where
t(z) =

∫ z

0
dzv(z)

is the time the particle is at position z, and at t = 0 the phase of the field relative
to the crest is ϕ. The energy gain of the particle travelling through the gap is

∆E = q
∫ l/2

−l/2
E(0, z)cos(ωt(z) + ϕ)dz (2.5)

This can also be expressed as ∆E = qV0T · cos(ϕ), where V0 is the axial voltage
across the cavity

V0 =
∫ l/2

−l/2
E(0, z)dz (2.6)

and T is the Transit time factor. The accelerating voltage Vc=V0T .

Fig. 2.3 An RF cavity gap geometry and field distribution where L is the cavity
length and g is the gap length [77].

2.1.2 Transit Time Factor

The maximum energy gain of a particle traversing an RF gap is

∆E = eV = e

∣∣∣∣∣∣
l/2∫

−l/2

Ez(z, t)eiωz/cdz

∣∣∣∣∣∣ = E0LcavT (2.7)

where T is the transit time factor

T =

∣∣∣∣∣∣
l/2∫

−l/2
Ez(z, t)eiωz/cdz

∣∣∣∣∣∣∣∣∣∣∣∣
l/2∫

−l/2
Ez(z, t)dz

∣∣∣∣∣∣
=

sin
(

πg/βλ

)
πg/βλ

. (2.8)
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This factor accounts for the fact that the field is varying with time as the particles
traverses it and this has an effect on the total energy gain. Figure 2.4 shows the
variation of T with the length of the gap. The length of the gap is shown with
respect to the distance the particle travels in one RF wavelength βλ. Where β is
the relativistic velocity of the particle

β = v

c
=
√√√√√√√√

1 − 11 +
E

Er

2 (2.9)

and λ is the free space wavelength of the RF. In Equation 2.9 Er is the rest energy
of the particle in question. The efficiency of acceleration can be greatly improved
by properly optimising the gap length to the distance the particle travels in an RF
wavelength.

Fig. 2.4 The transit time factor vs the ratio of the length of the gap g to the
distance a particle travels in one RF wavelength βλ [78].

2.2 Introduction to Beam Dynamics

In the previous section the concept of the synchronous particle ϑs was introduced.
An RF cavity is typically designed around this synchronous particle which is
surrounded by all of the other particles in that bunch. Particles in a bunch will
naturally disperse from one another so restorative forces are introduced to keep
them in close proximity to the synchronous particle. By doing so, one can ensure
the particles stay on track thus maximising the output transmission of the linac, for
any given application. The study and control of particle trajectories is called beam
dynamics, and it must be considered throughout the design of RF cavities to inform
design choices such as the cavity length, the number of cavities, and the aperture
radius. Particle beams are considered in 6D phase space, where each particle has a
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position (x) relative to some point of reference (ϑs), and a direction (x′) in three
planes (x, x′, y, y′, z, z′). The beam’s intended direction of motion is usually defined
as the z-direction and a particle’s distance from ϑs depends on the difference in
velocity between it and ϑs. Longitudinal beam dynamics is concerned with the
variation of particle energies within a bunch, and how the resulting velocity will
affect it’s energy gain in the next RF cycle. Particles in the bunch may deviate from
the synchronous particle perpendicularly to the z-direction in x, and y. Transverse
beam dynamics is concerned with this transverse motion, and restorative forces can
be applied to focus the beam throughout the course of the linac. This minimises
the particles that may be lost on the cavity irises. A basic introduction to both
longitudinal and transverse beam dynamics is given in the following sections.

2.2.1 Longitudinal Beam Dynamics

An RF cavity is designed such that the synchronous particle ϑs is synchronised to
the accelerating field at the synchronous phase ϕs. In an electron linac β swiftly
reaches 1 within the first one or two RF cycles. After that the particles should see
the same phase of the accelerating field in every gap assuming nothing reduces their
velocity in the meantime. In lower-β structures there is a wider range of velocities
throughout the linac, and longitudinal focussing is employed to ensure the particles
have a stable trajectory and the linac has an acceptable output intensity.

In the following section the synchronous particle ϑs is referred to as M1 to be
consistent with Figure 2.5. Particles in the bunch with a different velocity to the
synchronous particle will arrive in the accelerating gap at a different phase and
thus see a different accelerating voltage. For example, synchronous particle M1 can
be seen in Figure 2.5 alongside a particle P with faster velocity, and particle P ′

with slower velocity. Particle P enters the accelerating gap before the synchronous
particle M1 thus will see a smaller accelerating voltage and will be accelerated less
than M1. The synchronous particle having seen a higher accelerating voltage will
then overtake P becoming the faster particle. The two will continue to oscillate
around one another remaining in a stable bunch.The same is true for the slower
particle P ′. It will enter the gap after the synchronous particle and will consequently
see a larger accelerating voltage overtake M1 and become the fast particle in the
next gap. These two particles are stable in the bunch despite having different
velocities to the synchronous particle because they are on the rising edge of the
sinusoidal accelerating voltage. Particles Q and Q′ on the other hand are on
the falling edge of the wave. Fast particle Q will arrive at the accelerating gap
before particle N1, and will receive a larger accelerating voltage consequently being
accelerated further from synchronous particle N1. Likewise, slow particle Q′ will
arrive at the accelerating gap after particle N1 and will see a smaller accelerating
voltage, further increasing the gap between it and the synchronous particle. The
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two particles Q and Q′ are unstable because they continue to get pushed further
from the synchronous particle at every accelerating gap. Particles M1, N1, M2,
and N2 will all see the same phase of the accelerating voltage throughout the linac,
thus receiving the same acceleration in every gap.

Fig. 2.5 Graphical representation of the phase stability principle whereby the
synchronous phase can keep a particle stable in the bunch.

The equation that describes the change in phase ϕ and energy E with respect to
the phase ϕs and energy Es of the synchronous particle assuming small continuous
acceleration is

A
w2

2 +B(sinϕ− ϕ cosϕs) = Hϕ (2.10)

where

A = 2π
β3

sγ
3
sλ

(2.11)

w = E − Es

m0c2 (2.12)

B = qE0T

m0c2 (2.13)

The first term on the left hand side of Equation 2.10 is a kinetic energy term, the
second term in a potential energy term Vϕ, and Hϕ is a constant of integration
that can be identified as the Hamiltonian of the system [77]. There is acceleration
for −π/2 ≤ ϕs ≤ π/2 and there is both acceleration and a potential well when
−π/2 ≤ ϕs/ ≤ 0.The stable phases lie between ϕ2 < ϕ < −ϕs (Figure 2.6) where ϕ2

is the lower stable phase limit and can be calculated by solving Hϕ(ϕ2) = Hϕ(−ϕs).
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Fig. 2.6 Accelerating field (Ez) as a cosine function of the phase (ϕ)(top). Energy
gain (∆E) as a function of phase for some longitudinal phase space trajectories
including the separatrix (centre). The potential energy (Vϕ) as a function of phase
(bottom) [77].

The separatrix defines the area within which particle trajectories are stable and
is given by

A
w2

2 +B(sinϕ− ϕ cosϕs) = −B(sinϕs − ϕs cosϕs) (2.14)

The separatrix shown in Figure 2.6 is defined assuming βs and γs are constant,
and is a ‘fish’ shape. The stable area within it is referred to as the stable ‘bucket’.
Maximum energy gain happens when ϕ = ϕs and can be calculated as

wmax =
√

2qE0Tγ3
sβ

3
sλ

πm0c2 (ϕs cosϕs − sinϕs) (2.15)

and the total width of the stable bucket (Ψ) can be estimated as
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Ψ = |ϕs| + |ϕ2| ≈ 3 · |ϕs| (2.16)

and is a good approximation up to ∥ϕs∥ ≈ 1. The derivation for Equation 2.16 can
be found in [77].

When one takes into account the larger acceleration in a linac cavity the
separatrix looks more like a ’golf club’ shown in Figure 2.7.

Fig. 2.7 Longitudinal phase space trajectories when acceleration is considered. This
separatrix is called a ‘golf club’ [77].

2.2.2 Transverse Beam Dynamics

When off-axis particles pass through an accelerating gap they experience radial
electric and magnetic forces, in addition to the longitudinal electric field by which
they are accelerated. This is due to the fact that the electric field is not completely
parallel to the axis throughout the length of the cavity. The irises perturb the field
and introduce radial forces. Synchronising the synchronous particle with the rising
edge of the electric field was shown in the previous section to give longitudinal
focussing, but it means the particles see a higher field in the second half of the
gap. Rather than the radial forces in and out of the gap cancelling each other
out, it results in a net defocussing force. This is especially prominent for lower
energy ion linacs. To compensate for this defocussing and to ensure desirable beam
parameters at the output, quadrupoles are employed between cavities to focus and
defocus the beam.

The beam size through the linac can be described in terms of the displacement
of the protons within it. This can be visualised in Figure 2.8 which shows a
particle’s trajectory through a drift space. The centre beam axis line is drawn,
and the distance of the particle from that centre axis upon entrance to the drift
space is labelled x0. The angle of the particle’s initial trajectory is labelled x′

0 and
represents the particle’s divergence from its design trajectory.
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Fig. 2.8 A particle’s trajectory through a drift space of length LD the definitions of
x and x’ are shown.

The trajectory exiting the drift space is labelled x and x′, one can relate the
initial parameters x0 and x′

0 to the exit parameters x and x′ through a 2×2 transfer
matrix as

x
x′

 =
a b

c d

 ·

x0

x′
0

 (2.17)

where

MO =
a b

c d

 =
1 LD

0 1

 (2.18)

is the transfer matrix of the drift length LD. Each element in an accelerator can
be represented as a transfer matrix and one can map the trajectory of the particles
by multiplying the transfer matrices of each element together in the correct order.
The Twiss transfer matrix for a periodic lattice is

MT

cosµ+ αT sinµ βT sinµ
−γT sinµ cosµ− αT sinµ

 (2.19)

where βT is the betatron amplitude function relating to the size and shape of the
beam, αT relates to the beam tilt or the divergence as

αT (s) = −1
2
dβT

ds
(2.20)

where s is defined at the direction of beam propagation, and γT is dependent on
αT and βT as

γT (s) = 1 + α2
T

βT

(2.21)

and finally µ is the phase advance of the betatron oscillation defined as
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µ =
∫ s

0

1
βT (s)ds. (2.22)

Equating the machine transfer matrix M and the Twiss transfer matrix MT links
the accelerator parameters with the beam properties.

With linear focussing, the trajectory of each particle lies on an ellipse in phase
space. Figure 2.9 shows a beam ellipse in unnormalised phase space, where the x
and y-axis are x and x′ respectively. Each two dimensional projection of a beam in
phase space has an emittance ε which is proportional to the area of the ellipse

γTx
2 + 2αTxx

′ + βTx
′2 = ε (2.23)

where γTβT − α2
T = 1, and the area of an ellipse is πε. The beam distribution in

phase space does not generally have a well defined boundary however, so it becomes
necessary to define an rms emittance εr

γT rx
2 + 2αT rxx

′ + βT rx
′2 = εr (2.24)

where γT rβT r − α2
T r = 1.

Figure 2.9 shows the unnormalised phase space ellipse in the x-direction (al-
though it is also valid for y and z) in terms of the Courant-Snyder (or Twiss)
parameters.

Fig. 2.9 The phase space ellipse in terms of Courant-Snyder or ‘Twiss’ parameters -
adapted from [79].

Quadrupole magnets are used to focus the beam between cavities. A focussing
quadrupole focusses the beam in the horizontal plane and a defocussing quadrupole
focusses in the vertical plane. A popular arrangement is to have a focussing
quadrupole (F ) followed by a drift (O) followed by a defocussing quadrupole (D),
followed by a drift which in reality focusses the beam in both planes. This is called
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a FODO arrangement and cavities can be placed in the drift spaces between the
magnets like in Figure 5.4.

Fig. 2.10 Typical FODO arrangement with focussing quadrupoles (blue) defocussing
quadrupoles (green) and RF cavities (red) in the drift spaces between.

The transfer matrix for a focussing quadrupole is

MF =
 cos

√
Klq

sin(
√

Klq)√
K

−
√
K sin(

√
Klq) cos

√
Klq

 (2.25)

where lq is the length of the quadrupole and K is the K-strength of the quadrupole
given by

K = e

pc

∂B

∂r
= ec

βrE

∂B

∂r
(2.26)

and similarly the transfer matrix for a defocussing quadrupole is

MD =
 cos

√
Klq

sin(
√

Klq)√
K√

K sin(
√
Klq) cos

√
Klq

 (2.27)

These transfer matrices can be significantly simplified by employing the thin lens
approximation. In order for the thin lens approximation to be valid

√
Klq << 1.

The transfer matrices for focussing and defocussing quadrupoles become

MF =
 1 0
−Klq 1


MD =

 1 0
Klq 1

 (2.28)
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Fig. 2.11 Typical FODO arrangement with focussing quadrupoles (blue) defocussing
quadrupoles (green) and drift spacesLD between.

The FODO cell begins at the centre of the first defocusing quadrupole and ends in
the centre of the next focusing quadrupole. At the centre of the quadrupole αT = 0
and all αT terms in MT from Equation 2.19 cancel which simplifies the calculation.
Using the thin lens approximation for the quadrupoles, the transfer matrix for
periodic FODO cells like in 2.11 can be determined as

MF ODO = MD ·M ·MF ·MF ·M ·MD

=
 1 0

Klq
2 1

1 LD

0 1

 1 0
−Klq

2 1

 1 0
−Klq

2 1

1 LD

0 1

 1 0
Klq

2 1


=
1 − KlqLD

2 LD

−K2L2
qLD

4 1 + KlqLD

2


=
 1 − K2l2qL2

D

2 2LD(1 − KlqLD

2 )
−K2L2

qLD

2 (1 + KlqLD

2 ) 1 − K2l2qL2
D

2



(2.29)

Equating the Twiss matrix for a periodic lattice MT from equation 2.19 with
αT = 0, with the transfer matrix in equation 2.29 we get

 cosµ βT sinµ
− sin µ

βT
cosµ

 =
 1 − K2l2qL2

D

2 2LD(1 − KlqLD

2 )
−K2l2qLD

2 (1 + KlqLD

2 ) 1 − K2l2qL2
D

2

 (2.30)

equating elements M11 from both matrices it follows that,

cosµ = 1 − 2 sin2 µ

2 = 1 −
K2l2qL

2
D

2
sin µ2 = KlqLD

2
2 sin µ

2
lqLD

= K

(2.31)

and
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β2
T = 4

K2l2q

1 ± KlqLD

2
1 ∓ KlqLD

2

 (2.32)

The β-function, βT , is intricately linked to the size of the beam as

σ =
√
εβ (2.33)

where σ is the beam size and ε is the geometric emittance. The geometric emittance
is not Lorentz invariant, and its used for calculating beam size and angular spread.
The normalised emittance εn

εn = εgβγ (2.34)

where β and γ are they relativistic parameters as εn is Lorentz invariant.

2.3 RF Breakdown

RF breakdown refers to the occurrence of vacuum arcs in the presence of intense
electromagnetic fields. In any high voltage system a failure can occur whereby a
high potential difference can result in a conductive path between two points even if
the material between those two points would not usually conduct. RF breakdown
can also be localised it does not necessarily have to occur between two points.
High gradient (HG) structures are usually operated under Ultra-High Vacuum
(UHV) which minimises the chance of a conductive path between the walls of the
structure becoming available. However, in the presence of surface electric fields of
hundreds of MV/m which is the case for HG structures, a surge of current can be
emitted from the walls resulting in localised heating. The heat can cause neutral
evaporation which then forms a plasma resulting in a spike in the vacuum pressure.
This occurrence is the main limiting factor on the HG performance of RF linear
accelerators.

The undesirable phenomena of plasmas interacting with the incident power
inside a resonant cavity can compromise the operation of the accelerator by reflecting
the incoming power and introducing non-linearities into the system. Consequently
beam kicks can be introduced interfering with the trajectory of the beam, these can
be severe enough to lose the beam completely. Furthermore each electric discharge
on the surface of a cavity causes surface damage from ion bombardment. Repeated
surface damage can detune the structure by deforming the cell wall so severely
that it is no longer on resonance, compromising the quality of cell to cell coupling.
Surface damage can also encourage further RF breakdowns and cause clusters of
breakdowns which may cause damage that can not be recovered through further
conditioning. When designing HG structures it is best to minimise breakdown or
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try to avoid it completely. This is not trivial as there is no comprehensive model
of RF breakdown, and many theories exist to explain it, and predict when it will
occur. The Breakdown Rate

BDR[bpp/m] = Nbd

NpLcav

(2.35)

quantifies the number of arcs (Nbd) observed during the operation of the cavity
and is a valuable figure of merit in HG accelerator design. It is typically given in
breakdowns per pulse per meter; as can be seen in Equation (2.35) where Np is the
number of RF pulses sent to the structure during operation, and Lcav is the length
of the structure in metres.

2.3.1 Field Emission

Surface field emitters are a critical part of the breakdown mechanism. High surface
electric fields on the walls of RF cavities modify the potential barrier that prevents
free electrons escaping the metal.

Usually conduction electrons existing at the Fermi level (EF ) shown graphically
in Figure 2.12, would need to overcome the work function (ϕW F ) of the metal
atoms to overcome the potential barrier (Vacuum Level) and leave the metal
surface. When an external electric field is applied, it is superimposed with the
image potential and the barrier then has a finite width at the Fermi level. The
conduction electrons are able to traverse this barrier by quantum tunnelling [80].

The relationship between the applied electric field and the field emitted electron
current is described by the Fowler-Nordheim expression

d(log10IF N [A]/(Es[V/m])2)
d(1/Es[V/m]) = 2.84 × 109(ϕW F [eV ])1.5

βF E

(2.36)

where IF N is the field-emission current, Epeak is the peak surface electric field,
ϕW F is the work function of the material, and βF E is the field enhancement factor.
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Fig. 2.12 Effective potential barrier seen by the conducting electrons in bulk metal.
An applied electric field interacts with the image potential giving the barrier finite
width at the Fermi level, and allows electrons to quantum tunnel out of the surface.
ϕ in this figure refers to ϕW F [81].

The field enhancement factor (βF E) is related to the surface quality of the cavity.
Tiny scratches and imperfections from the cavity manufacturing process mean
small tips remain on the cavity surface, in the presence of an external electric field
these become field ‘emitters’. They see a much larger electric field than the average
surface electric field as can be seen in Figure 2.13, Elocal = βF EE0 because the field
is concentrated around the sharp tips. These high fields invoke the field-emission
mechanism and the tiny emitters emit dark current which is believed to trigger the
breakdown mechanism.

Fig. 2.13 The electric field distribution on a logarithmic scale around a cylindrical
emitter [82].

Various cavity manufacturing processes can leave traces and small features that
can become field emitters. Naturally emitters can have multiple different geometries,
some are shown in Figure 2.14 with their corresponding field enhancement factor.
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Fig. 2.14 Field enhancement factor βF E for various possible emitter geometries
where h is height, ρ is the tip rounding and k is the width [83].

2.3.2 The Defect Model

Surface imperfections can lead to local field enhancement and the formation of field
electron emitters. The advances made in surface manufacturing have reduced the
number of surface imperfections, not only do we still observe breakdown despite
that, but new surface imperfections have been observed after the application of
high fields. It is thought these new imperfections come from existing defects in
the crystalline structure of the cavity, as high fields exert tensile stress on the
cavity surface and generate new defects. The stress model suggests that any
defect mechanism can trigger RF breakdown, and thus the breakdown rate will
be proportional to the number of defects in the crystalline structure of the cavity,
not just the size of the surface imperfection. The breakdown rate according to this
model is

BDR[bpp/m] ∝ e
ε0∆V

kT
(Emax[MV/m])2 (2.37)

where ε0 is the permittivity of free space, ∆V is the defect volume, and kB

is Boltzmann’s constant [84]. The model shows good agreement with the BDR
dependence on electric field as is shown in Figure 2.15. It does however predict a
non-zero BDR at zero field which is not physical, unlike the power law model also
shown in Figure 2.15. The power law model is based on experimental data collected
from several HG tests of RF cavities of 12 and 30 GHz [82]. It is not based on a
theoretical framework like the defect model, but is simply a power fit to the data
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BDR[bpp/m] ∝ E30
acc[MV/m] (2.38)

There is also a BDR dependence on the RF pulse length, as longer pulses
present a higher probability of triggering a breakdown

BDR[bpp/m] ∝ t5p[ns] (2.39)

combining these two power laws gives the following general equation

BDR
E30

acct
5
p

= constant. (2.40)

More recently a stochastic model has also been proposed which yields a depen-
dence of BDR on the electric field, it differs from the defect model in that it does not
require any prior surface defects which remain post-manufacture. Instead it suggests
that the density of dislocations close to but beneath the surface increases under
the application of an electric field. At any point in time there is the probability for
this population to reach a critical point after which it increases deterministically
until a protrusion is formed and arc nucleation occurs. The theoretical fit resulting
from this model is shown in Figure 2.16 [85].
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Fig. 2.15 a)Measured BDR versus the accelerating gradient for a selection of HG
RF accelerating structures and the defect model fit. b)Fits of power law to the
same data [84].

Fig. 2.16 BDR dependence on electric field fitted with theoretical lines based on a
stochastic model of breakdown nucleation [85].
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2.3.3 The Breakdown Mechanism

Field emission from enhanced electric fields on small protrusions on the cavity wall
is widely believed to initiate breakdown. A complete and quantitative description
of the vacuum arcing mechanism that follows still eludes researchers, but tests and
simulations have provided some insight to this phenomenon. Figure 2.17 illustrates
the different stages of a vacuum arc which can be roughly split up into three stages:
the onset phase, the burning phase, and the cratering phase.

The Onset Phase

Figure 2.17 a) shows the first nano second of the breakdown mechanism. A
small sharp protrusion is shown in the presence of an electric field. Due to field
enhancement (see Section 2.3.1) the tip of this protrusion could have electric fields
as high as GV/m and as a result emits a significant electron current. This current
heats the tip while the electric field is applied, and evaporation of neutral atoms
into the vacuum starts.

Figure 2.17 b) shows the evaporated neutrals colliding with the emitted electron
current and subsequently being ionised. The ions quickly form an ionised gas above
the emitter tip resulting in a sheath potential above the field emitter [86], this
further enhances the field on the tip and is followed by the burning phase.

The Burning Phase

The electric field also applies a tensile stress to the surface atoms (see Section 2.3.2)
which deforms the tip further as is shown in greater detail in Figure 2.18. Once the
tip reaches melting point the top atoms become mobile and the electric field pulls
them upwards, further elongating the tip and enhancing the field. The enhanced
field results in more field emission and higher temperatures, creating a positive
feedback loop eventually resulting in thermal runaway [87]. The tip gets thinner
and hotter in the electric field and eventually the upper part becomes detached.
The detached nano-cluster is charged due to partially charged atoms on the surface,
and can be accelerated away by the electric field. Once removed it is believed the
process repeats itself until the tip becomes blunt and cools down.

Alternatively the evaporated tip could bombard the surface or form a plasma
sheath above the emitter tip (Figure 2.17 c)). Ion bombardment of the sur-
face around the emitter is thought to sputter further ions and neutrals into the
plasma [86], however it is shown in [87] that the supply of neutral atoms from the
emitter tip is enough to ignite a plasma and that no external source is needed.
The expanding plasma increases the size of the surface affected by ion and cluster
sputtering. Figure 2.17 d) shows the plasma causing field emission around the
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initial breakdown site and ion-electron recombination inside of the plasma resulting
in optical emission.

Fig. 2.17 Illustration of the different stages of RF breakdown [86].
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Fig. 2.18 The shape and temperature distribution (colour coding) of a nano-tip
during intense electron emission. Tip height (red), and evaporation rate as a
function of time (black, inverted) black lower case letters on the height graph
demonstrate the time stamp of each frame [87].

The Cratering Phase

Copper ion sputtering on the surface around the emitter creates new field emitters
which go on to melt and evaporate in a similar manner to the original emitter tip.
Further craters and field emitters are created during this cratering phase. The
full arc is maintained as long as there is an external power supply feeding the
mechanism. Once the electric field is removed the plasma disappears via expansion
cooling and by recombination of the ions (Figure 2.17 e)).

When the electric field returns in the next pulse, the surface imperfections
caused by the cratering of the previous breakdown may have sufficient βF E to
initiate further breakdowns (Figure 2.17f)). This process is understood to continue
until the remaining tips are sufficiently blunt as shown in Figure 2.18 g) or the
electric field gradient is reduced.

2.3.4 Field Limitations

In order to reduce occurrences of RF breakdown the surface fields on the cavity
walls are limited, these limits are largely informed by experimental data. The
electric field was originally believed to be responsible for the initiation of RF
breakdown through it’s influence on field emission. However, the magnetic field
is now also believed to play an important role in the BDR, thus it must also be
limited for reliable performance.



2.3 RF Breakdown 43

Kilpatrick Criterion

W.D.Kilpatrick was the first person to provide a quantitative limitation to the peak
surface electric field that can exist on a cavity wall without arcing. The Kilpatrick
Criterion describes a maximum field threshold beyond which the safe operation is
not guaranteed. Equation(2.41) was reformulated by T.J.Boyd [88], and was based
on experimental data [89].

f [MHz] = 1.64(Ek[MV/m])2e−8.5/(Ek[MV/m]) (2.41)

where f is the RF frequency and Ek is the Kilpatrick limit for the electric field.
The expression shows that higher fields can be reached with higher frequencies.
It does not however depend on pulse length or acknowledge that breakdown is
somewhat statistical in nature and breakdowns can indeed occur in the ‘safe
operation’ region it is just unlikely. This threshold became obsolete with advances
in vacuum technology and improved surface treatments. Now the limit is used as a
figure of merit, a cavity may operate at 2 or 3 times Kilpatricks.

Modified Poynting Vector

Although the Kilpatrick criterion can still be used to inform the design of high
gradient cavities, a quantitative theory that can explain and predict RF breakdown
is still lacking. The CLIC study at CERN collected high gradient test data with
the aim of deriving the high gradient limit due to RF breakdown.

The electric field was originally believed to be solely responsible for the onset
of RF breakdown, but the data collected showed a large variation in achievable
surface electric field before breakdown, which prompted the idea that it was in
fact the power flow rather than the electric field alone limiting high gradient
operation. The power flow model proposed that the ratio of the input power to the
iris circumference was the parameter limiting gradient in travelling wave structures
and developed the scaling law [90]:

Pin · t1/3
p

C
< constant (2.42)

where Pin is the input power to the structure, C is the minimum circumference of
the structure or the beam aperture, and tp is the pulse length. This scaling law fit
the data more closely than the peak surface electric field but still had limitations,
one being that it does not account for standing wave structures which have no
power flow through the beam aperture.

In 2009 a new local field quantity was proposed, the modified Poynting vector [82]
which describes the power flow density feeding the field emission mechanism:
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Sc =
∥∥∥∥R{S}

∥∥∥∥+ 1
6

∥∥∥∥I{S}
∥∥∥∥ (2.43)

The real part of the conventional Poynting vector describes the active power flow or
the net flux of power that passes through a travelling wave structure. The imaginary
part describes the reactive power flow or the cyclic energy transfer between the
electric and magnetic field in both travelling and standing wave structures. The
1/6 weighting factor was largely determined by fitting to experimental data and
accounts for the phase shift between the active and reactive power flow. Figure 2.19
shows that the reactive power flow is zero when field emission is maximum whereas
the active power flow maximum is in phase with the field emission. The weighting
factor accounts for the reactive power flow being less efficient in feeding the field
emission mechanism.

Fig. 2.19 Time dependences of electric field (dashed black line), active power flow
(blue), reactive power flow (red), and field emission power flow (green) [82]

Figure 2.20 shows the square root of the scaled modified Poynting vector agrees
well with the high-gradient structure data accumulated in the CLIC study. The
dependence of the breakdown rate on the accelerating gradient and the pulse length
was given in Equation 2.40, and the BDR also scales with SC :

BDR ∝ S15
c · t5 (2.44)
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Fig. 2.20 Square root of the scaled modified Poynting vector calculated for the
high-gradient performances of several 12 GHz travelling-wave structures (Black),
12 GHz standing-wave structures (Red), and 30 GHz travelling wave structures
(Blue) [? ]. Breakdown rate measurements for the 3 GHz TERA single-cell cavity
are found in the yellow band [91].

Pulsed Surface Heating

In an ideal perfect conductor, the fields and currents inside the conductor are zero.
As perfect conductors do not exist, RF cavities tend to be made from copper which
has a room temperature resistivity of ρr=1/σc= 1.7×10−8Ωm. Copper is a very
good, but not perfect conductor so the fields and currents decay exponentially with
distance from the surface, this is called the skin effect. When RF fields are applied
at the surface of a conductor, a current is induced at the surface of the conductor,
which then shields the inside of the conductor from any fields or currents. The thin
layer containing non-zero fields is called the skin depth δ

δ =
√

2
σcµ0ω

. (2.45)

The surface resistance of an RF structure is Rsurf =1/σδ this is not the same as DC
due to the skin effect. Substituting Equation (2.45) into the expression for Rsurf ,
we find that Rsurf=

√
µ0ω/2σc, and the AC surface resistance is proportional to

the square root of frequency. The average power dissipated per cycle is

Pd = Rsurf

2

∫
H2dS (2.46)

where dS is an area on the surface of the cavity.
Cavities are typically kept cool with water cooling tubes along the outside

surface of the cavity. As the magnetic field is pulsed, a layer δ on the inside of
the cavity will heat up, but the temperature drops as it diffuses into the larger
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cavity body which is being water cooled. The pulsed fields cause cyclic thermal
expansion of the skin depth layer of the cavity, which experiences fatigue as a result.
If the temperature differences reaches around 50 K the yield strength of copper
is exceeded and micro cracking occurs. Any surface imperfections caused by this
cyclic heating can result in field enhancement and field emission. This effect can
be minimised by limiting the temperature increase by limiting the peak surface
magnetic field. The surface temperature rise ∆T is given by [92]

∆T = Pd
√
tpulse

2
√
πρkcϵ

(2.47)

where tp is the RF pulse length, ρ is the material density, κ is the thermal conduc-
tivity, and cϵ is the specific heat.

2.4 RF Cavity Figures of Merit

There are certain figures of merit related to the acceleration efficiency of RF cavities,
that are extremely helpful in accelerator design. They allow us to compare and
contrast different cavity designs, even at different frequencies. They also act as
design constraints when optimising a new structure. The main ones are detailed in
the following section.

2.4.1 Accelerating Gradient

The accelerating gradient Eacc is the most important figure of merit for RF cavities.
Cavities are not simply characterised by how much energy they give to the bunch
in eV, but in how much energy they can give per unit length. This is usually
expressed in terms of the average voltage seen by a bunch traversing the cavity

Eacc = |Vc|
Lcav

(2.48)

Eacc is normally expressed in megavolts per metre [MV/m].

2.4.2 Normalised Electric Field

It is useful look at the ratio between the peak surface electric field (Epeak) in a
cavity and the accelerating gradient Eacc

Epeak

Eacc

. (2.49)

Normalising it to Eacc allows the designer to compare different structures to see
which has the best performance. Assuming the peak field is around the beam pipe,
the higher the Epeak the higher the Eacc. However peak fields can increase the
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chance of RF breakdown which must be avoided. The peak surface electric field
can be limited by optimising the rounding on otherwise sharp edges.

2.4.3 Normalised Magnetic Field

It is also useful to look a the ratio between the peak surface magnetic field (Bpeak)
and Eacc

Bpeak

Eacc

. (2.50)

The previous section explained that pulsed magnetic fields can cause cyclic heating
and damage the cavity surface. In addition to this the system cooling the cavity
during operation has a finite power it can dissipate effectively. For these reasons it
is important to limit the Bpeak and this parameter allows multiple structures to be
compared during the design process.

2.4.4 Shunt Impedance

The shunt impedance relates the voltage to the power lost in the cavity. Cavities
have finite conductivity and power dissipates through the walls as heat, the shunt
impedance relates the accelerating voltage to this lost power. The voltage and
therefore energy gain that a particle sees in a cavity varies with time; ∆Eϑs=0 =
qV0T , where ϑs = 0 denotes the synchronous particle and therefore maximum
energy gain. It is useful to apply the transit time factor to define the effective
shunt impedance of a cavity

Rs =
[

∆Eϑs=0

q

]2 1
Pin

= [V0T ]2
Pin

(2.51)

which also shows that to maximise the acceleration voltage Vc for a fixed power
Pin, the shunt impedance Rs must be maximised. This definition of the shunt
impedance is the linac convention. Later in the equivalent circuit section of this
chapter the circuit convention is introduced with a factor 2 on the denominator.
CST uses the linac definition and that is the definition adopted throughout this
thesis. As the shunt impedance increases linearly with length for a given electric
field, along with the RF voltage and dissipated power, a more useful figure of merit
is the shunt impedance per unit length

Z = Rs

Lcav

(2.52)

The effective shunt impedance per unit length is usually expressed in MΩ/m.
Maximising the shunt impedance per unit length is equivalent to maximising the
energy gain in a given length for a given power loss.
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2.4.5 Quality-Factor

The Quality Factor is a useful figure of merit as it represents the maximum energy
in the cavity for a given power. The walls of the cavity have finite conductivity σc,
and thus exhibit lossy behaviour. The internal quality factor (Q0)

Q0 = 2π U
Ud

= ωU

Pd

(2.53)

and is derived from the equivalent circuit model for a pillbox cavity in Equation 2.62.
It is proportional to the ratio of stored energy U

U = 1
2µ0

∫
|H|2dV (2.54)

over the energy dissipated per cycle Ud ω is the angular frequency of the cavity
and Pd is the power dissipated in the cavity by electrical resistance. Further power
can be lost from the cavity when it is connected to the RF system via waveguide.
To account for this we define the loaded quality factor Ql

Ql = ωU

Ptot

= ωU

Pd + Pext

(2.55a)

1
Ql

= 1
Q0

+ 1
Qext

(2.55b)

where Ptot is the total power lost and Pext is the external power flow out of the
cavity, through the coupling slot and into the waveguide network and Qe is the
external quality factor. Ql is also related to the full width half maximum (∆H) of
the resonance peak; Ql=ω/∆H . The coupling factor βc=Q0/Qe=Pext/Pd, measures
how much power from the waveguide feeding the cavity is being used to power the
cavity. Ideally, the coupling slot between the waveguide and the cavity will reflect
zero power, this depends on the geometry and location of the slot. The quantity of
power reflected by the slot is given by the square of the reflection coefficient Γ

Γ = 1 − βc

1 + βc

(2.56)

which is only valid on resonance.

2.4.6 Geometric Shunt Impedance

The Geometric Shunt Impedance is another valuable figure of merit in RF cavity
design as it relates the accelerating voltage V0 to the stored energy U

Rs

Q0
= |V0|2

2ωU (2.57)
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this value is independent of both frequency and cavity material. It depends only
on the cavity geometry, not the losses.

2.4.7 Frequency Scaling

The physical and electromagnetic quantities of RF cavities scale with frequency.
Table 2.1 shows the frequency scaling for normal conducting cavities assuming the
same cavity length and normal skin effect.

Quantity f scaling
Cell Radius rc f−1
Surface Area S f−1

Volume V f−2
Transit-time factor T 1

Fields E,B 1
Stored energy U f−2

Shunt Impedance Z f
1/2

Dissipated power Pd f
−1/2

Quality Factor Q0 f
−1/2

Table 2.1 Table of the main physical and electromagnetic quantities of RF cavities
and how they scale with frequency.

2.4.8 Re-entrant Section

Re-entrant sections or ‘Nose-cones’ can be added to pillbox cavities to effectively
extend the drift tube into the region where the particle bunch was not previously
shielded from the RF, reducing the length of the accelerating gap. Nose-cones focus
the accelerating field along the beam axis. Referring back to the transit time factor
in equations 2.7 and 2.8, one can see that reducing the length of the accelerating
gap increases the transit time factor and thus increases the energy gain of the
particle for a given axial voltage. Simply reducing the length of the entire cavity
would result in high peak magnetic fields and larger RF losses. Shorter cavities
would also not be synchronous with the beam.
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Fig. 2.21 Absolute part of the electric field inside a re-entrant pillbox cavity.

2.4.9 Equivalent Circuits

RF cavities have finite resistance (R), inductance (L), and capacitance (C), and
can thus be accurately modelled with simple equivalent circuits. Equivalent circuit
models are an invaluable tool in RF cavity design, they can accurately model
couplers, cavity coupling, beam loading, and field amplitudes in multi-cell cavities.
Figure 2.22 shows an equivalent circuit model of an RF cavity, an RF generator
and a particle beam, numerous parameters of the cavity can be calculated using
circuit theory.

Fig. 2.22 Equivalent circuit model of an RF cavity adapted from [93].

The angular frequency ω is

ω = 1√
LC

(2.58)

to increase the frequency of the cavity, the inductance and/or the capacitance has
to be decreased. The power lost in the cavity walls Pd is given by

Pd = V 2
0

2R (2.59)
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using the circuit convention, or by

Pd = V 2
0
R

(2.60)

using the linac convention. The linac definition is used throughout this thesis.
The voltage given by the equivalent circuit does not take into account the transit
time factor T . The voltage in the cavity Vc = V0T . The stored energy in the circuit
is given by the energy stored in the capacitor. Thus the stored energy in an RF
cavity is

U = CV 2
0

2 (2.61)

Q0 is given by

Q0 = ωU

Pd

=
√
C

L
R (2.62)

and R/Q is

R

Q0
= V 2

0
2ωU = 1

ωC
=
√
L

C
(2.63)

IB is the impedance seen by the beam and the power drawn by the beam PB = VcIB.
During operation the beam current acts as a load on the generator shown in
Figure 2.22 as a resistor parallel to the shunt impedance. If the generator is
matched to the unloaded cavity the accelerating voltage will decrease due to beam
loading.

2.5 Multi-Gap Structures

Multiple RF cavities can be coupled together to achieve higher accelerating voltages
with the same input power. The voltage excited in a single gap structure with
shunt impedance Rs, fed by a power supply Pin is V0 =

√
RsPin. If an additional n

cavities are then added to this structure, assuming each have identical Rs (thus
power being uniformly distributed throughout all cavities) then the voltage excited
in each gap will be V0 =

√
RsPin/n. The total voltage excited in the structure will

be Vngaps =
√
nRsPin.

The cavities are coupled together by holes in the end caps, allowing some of
the power through to the subsequent cavity. The cells can be coupled together in
various ways depending on the position of the holes in the end caps.
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Fig. 2.23 Abs e-field plot of ‘electric’ or
‘capacitive’ coupling through the iris of
a pillbox cavity [81].

Fig. 2.24 Abs b-field plot of ‘magnetic’
or ‘inductive’ coupling through coupling
slots in the end cap of the pillbox cav-
ity [81].

Coupling through the beam aperture (the cylindrical pipe concentric to the pill-
boxes passing through the centre), as seen in Figure 2.23, is ‘capacitive’ or ‘electric’
coupling. A large aperture is required which lowers the shunt impedance. The
alternative is ‘inductive’ or ‘magnetic’ coupling shown in Figure 2.24. Additional
coupling slots are added around the beam aperture where the peak magnetic field
lies, closer to the cavity walls. This allows for cell to cell coupling but keeping the
beam aperture small which has a lesser effect on the shunt impedance. However,
there will be peak magnetic fields on the coupling slots which can cause heating
and limit the number of cells that can be coupled together. The Coupling factor
(k) describes the space between modes, and can be calculated for both electric and
magnetic coupling as

k = ωπ − ω0

ωπ/2

(2.64)

The dispersion curves for electric and magnetic coupling are shown in Figure 2.27
and Figure 2.28 respectively. When the cells are coupled capacitively, the π-
mode (the mode where the phase flips by π in each cell) is the highest mode.
Alternatively, when the cells are coupled magnetically, the π-mode is the lowest
mode. The equivalent circuits for a periodic array of coupled cavities are shown in
Figures 2.25 and 2.26 with electric and magnetic coupling respectively. In both
cases inductance L1 and capacitance C1 in series form a resonator. The electrically
coupled circuit has a shunt capacitance C2 coupling it to the next resonator in the
chain. The intercell coupling constant k=2C1/(C2 + 2C1) if the shunt capacitance
C2 → ∞ k becomes zero and cells act as independent resonators. The magnetically
coupled circuit has a shunt inductance L2 coupling it to the next resonator in the
chain. The intercell coupling constant in this case k=2L2/(L1 + 2L2) if the shunt
inductance L2 → ∞ k becomes zero and cells again act as independent resonators.
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Fig. 2.25 Equivalent circuit for one cell
of a periodic array of electrically coupled
resonators [77].

Fig. 2.26 Dispersion for magnetically
coupled resonators [77].

Fig. 2.27 Dispersion for electrically cou-
pled resonators.

Fig. 2.28 Dispersion for magnetically cou-
pled resonators.

2.5.1 Phase advance

The phase advance (φ) is the phase difference of the accelerating voltage between
adjacent coupled cells. The phase change between two gaps when the synchronous
particle arrives is given by

ϕn = ϕn−1 + ω
ln−1

βn−1c
+ φ. (2.65)

where ϕn is the phase in cell number n. If each cell is powered by a separate power
source, the phases can be controlled independently to ensure the particles always
see the desired phase. To lower costs, multiple cells are often powered by one source
and the RF is coupled between the cells as was described in the previous section.
The particles gain energy in each accelerating gap, and β increases as they become
more relativistic. The distance (dβ) between cells must then be increased as

dβ = φβn−1c

ω
(2.66)
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this does not translate to a large dβ for high energy linacs so practically the cell
length is usually designed for the average β of the structure, and all of the cells
can be kept the same length.

2.5.2 Standing-wave Structures

In a Standing-Wave Structure (SWS), the RF power is coupled in through a
waveguide, the wave travels the length of the structure and is reflected back by
the cavity walls. The wave continues to bounce back and forth until the field has
built up and the structure is full of RF power. A standing-wave field pattern can
be thought of as the sum of two waves with the same frequency and amplitude
travelling with the same velocity in opposite directions along the same medium.
In the field there are nodes - locations with zero displacement - and anti-nodes,
locations with maximum displacement. Once filled, the wave does not travel
along the structure, it simply oscillates about its nodes. The filling time of a
standing-wave structure is tfill=2Ql/ω.

2.5.3 Travelling-wave Structures

A Travelling-Wave Structure (TWS) is essentially a disk-loaded waveguide. A
wave propagating through a homogeneous (same cross-section from start to finish)
waveguide under vacuum will always have a phase velocity vp above the speed of
light. The particles being accelerated however are slower than the speed of light,
so the phase velocity is slowed down by periodic disks creating multiple cells in the
cavity. The disks have holes in the centre to create the beam aperture, the disks
with beam holes are sometimes called iris’. In a TWS the RF power is coupled in
through a waveguide to the first cell, then it flows through the aperture in the iris
to the next cell and so on until the structure is full of RF power. This differs from
the SWS as they fill with time, whereas Standing-wave Structures fill spatially.
This concept is explained by Figure 2.29. Each cell in a SWS starts at zero field and
fills at the same time as its neighbour cells, all cells become full at the same time.
In a TWS the first cell will become full before the last cell, perhaps even when the
last cell is still at zero field depending on how many cells there are. A TWS fills
much faster than a standing wave structure. The field in a travelling wave cavity
attenuates throughout the length of the structure as the energy is absorbed by the
conductor walls and by the beam. The remaining energy is typically delivered to a
resistive load, although it has been proposed that this energy could be recirculated
back to the input of the cavity [67]. The filling time of a TWS is determined by
the group velocity (vg) across the full length of the structure as

tfill =
∫ Lcav

0

1
vg(z)dz. (2.67)
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Fig. 2.29 Left: RF power filling of a travelling wave structure; Right: RF power
filling of a standing wave structure [94] altered by [67].

2.5.4 Field Profiles

Fig. 2.30 Field profiles of the 0-mode, π-mode and π/2-mode adjusted from [77].

Figure 2.30 shows some of the field profiles that can exist in multi-cell standing
wave cavities. In the π-mode the phase of the RF switches by 180◦ or π in each
cell, hence every cell contributes to the acceleration. This gives it a high shunt
impedance and means it can achieve the highest gradients. The 0-mode also has
field in every cell but it does not switch so would require long drift tubes to meet
the synchronism conditions and the transit time factor which lowers the shunt
impedance and thus average accelerating gradient. The field in a π/2-mode switches
every other cell and the cell between is empty. The empty cell does not contribute
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to the acceleration of the beam. Figure 2.31 shows the modes within the passband
of a 9-cell structure. The frequencies within the passband of a structure can pass
through the structure. Frequencies that are outside of the passband are reflected
and are therefore outside of the bandwidth of the structure. When there are
frequency errors from manufacturing, each mode in the passband contributes a
small error term to the excitation of any one particular mode. In a 9-cell standing
wave cavity the phase shift per cell ranges from 0 to π in steps of π/8. In Figure 2.31
mode 1 is the 0-mode, mode 5 is the π/2-mode and mode 9 is the π-mode. When
operating in the π/2-mode the error terms for the higher frequency modes almost
exactly cancel out the errors from the higher frequency modes. Its neighbouring
modes are also further apart (in frequency) than the 0 or π-modes making the π/2
mode the most stable of the three.

Fig. 2.31 Modes in the passband of a resonant structure [81]

Figure 2.32 shows different cell arrangements to improve the efficiency of the
π/2 mode. One option is a bi-periodic on-axis-coupled structure that reduces the
size of the empty cells increasing the accelerating length of the structure. Another
option is to take the empty cells off axis in a side-coupled arrangement, this means
every cell on the beam axis is an accelerating one containing field, and provides
both a high shunt impedance and stability against frequency errors.
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Fig. 2.32 π/2 mode in a) A periodic structure b) A bi-periodic on-axis coupled-cavity
structure and c) A bi-periodic side-coupled cavity [77].

The accelerating mode of a bi-periodic structure was previously described as
having field in the accelerating cells and no field in the coupling cells. Another
π/2 mode exists in the pass band this time with field in the coupling cells and
no field in the accelerating cells. In order for a bi-periodic structure to benefit
from the stability of the π/2 mode, both of the π/2 modes have to be the same
frequency. Figure 2.33 shows the dispersion curve of a bi-periodic structure where
the two π/2 modes ω1 and ω2 have different values, and there is subsequently a
discontinuity in the dispersion curve. There is an upper and a lower passband.
Once the coupling cells and the accelerating cells are tuned to the same frequency
ω1=ω2 the discontinuity is removed and the entire curve from the 0-mode to the
π-mode looks like a normal dispersion curve. This was shown in Figure 2.31 which
has a non-zero slope at the π/2 mode. Only then will the π/2 mode be furthest
from its neighbours in the passband and thus exhibit enhanced stability over the
0-&π-modes which lie on the plateau close to their nearest neighbour in frequency.
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Fig. 2.33 Dispersion curve of a bi-periodic structure [77].

2.6 Medium-β high gradient structures

The aim of this work is to design a compact medical proton linac that provides
100 MeV of acceleration and is shorter than 3 m long which requires a very high
gradient. Normal conducting cavities can operate reliably as high as 120 MV/m,
with acceptably low breakdown rates as is shown in Figure 2.35. This however
applies to electron machines where the particles become fully relativistic within
the first cell due to the larger charge-to-mass ratio. Protons have smaller velocities
than electrons for a given energy. As β approaches 1, the particles become fully
relativistic. Electrons reach 94% the speed of light at 1 MeV but it is much higher
for protons, as can be seen in Figure 2.34. This difference stems from the fact that
Er=511 keV/c2 for electrons and Er=938 MeV/c2 for protons but they both have
equal charge.

Whereas electron linacs can have identical cell lengths throughout the cavity,
low-β linacs have to account for the particles increasing velocity. In the case of
disk loaded structures this means more lossy end cells per meter and it becomes
more efficient to remove the disks completely. This gives rise to various different
linac designs for varying particle velocities.
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Fig. 2.34 The relativistic β vs Kinetic Energy (MeV)

Fig. 2.35 A summary of the achieved performances of the structures tested under
the CLIC high gradient test programme. Values are scaled using known scaling
laws to the CLIC nominal design parameters [95].
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2.6.1 Drift-Tube Linacs

A typical low-β structure is a Drift-Tube Linac (DTL) of which there two types:
Alvarez and Widroe. An Alvarez linac is shown in Figure 2.36, it operates in the
TM010 0-mode and rather than using lossy end cells, copper tubes around the beam
axis shield the beam from the negative phase of the RF, the tubes get progressively
longer throughout the structure to remain synchronous with the increasing particle
velocity, and the RF frequency stays the same. At low β the beam is more easily
defocussed by the RF so low frequencies are preferred as RF defocussing increases
with frequency.

Fig. 2.36 An Alvarez drift-tube linac [96]

Widroe DTLs connect each subsequent drift-tube to the opposite polarity of
an RF source as is shown in Figure 2.37. An electric field is created in the gap
between the drift-tubes and it alternates every other gap like a π-mode. As the
length of the drift-tubes increase with velocity, there is an upper practical limit for
these accelerators.

Fig. 2.37 An Widroe drift-tube linac [96]

Figure 2.38 shows H-mode cavities both interdigital and crossbar which operate
in the TE11 ad TE21 modes respectively. These are a variation of drift tube linacs
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where there is no longitudinal electric field on axis, instead it exists only very close
to the ends of the drift-tube in the gap. This results in very high shunt impedance
at low energies, but at higher energies the gap gets longer and the voltage decreases
lowering the shunt impedance and the efficiency.

Fig. 2.38 H-Mode cavities. Left shows Interdigital (IH) and right shows Crossbar
(CH) [96].

For higher energy proton machines, or medium-β machines, the same voltage
will result in less acceleration because of relativity. In this case the cells can remain
the same length like in an electron machine, and the particles will oscillate around
a stable synchronous phase. This concept is explained further in Section 2.2.1.
Furthermore the distance between lossy cell walls in disk loaded structures increases
and becomes more efficient at higher β’s. Figure 2.39 shows the effective shunt
impedance for various structures against the particle energy or β. The previously
mentioned H-mode structures have very high shunt impedance at low energies
but it drops rapidly and most DTLs become inefficient above around 100 MeV.
One can see that at higher energies the disk-loaded coupled-cavity linacs provide
higher shunt impedance. The ProBE linac is to be designed for protons starting at
250 MeV, long past the region where DTLs are most efficient and fore this reason
DTLs will not be considered. Instead we shall explore existing structures at a more
relevant energy range β > 0.5.
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Fig. 2.39 Effective shunt impedance of low-β normal conducting structures [97].

2.6.2 PIMS

PI-Mode Structures (PIMSs) are coupled cavity linacs where the phase flips by
π in each cell. They are typically coupled magnetically by slots in the cell walls
for normal conducting structures or electrically through the beam aperture in
superconducting structures. The cell length remains constant as both the frequency
and coupling depend on the length of the cell, hence why PIMSs are typically used
for higher velocities where the beam phase slippage is small. They need relatively
large coupling for phase stability, so they tend to have large coupling slots which
degrades the shunt impedance.

LINAC4 at CERN is a 352 MHz, 160 MeV proton linac built to inject into
the PS booster - a part of the network of linacs ultimately feeding the Large
Hadron Collider (LHC). The high energy part of this linac has been optimised for
medium-β (β > 0.5) protons from 100-160 MeV. A higher frequency (704 MHz)
side-coupled linac operating in the π/2-mode was also considered for this application
and was found to have 20% higher shunt impedance [98] however it would have
required a new RF power source at that frequency and more cells which increases
manufacturing costs, plus it adds complexity to the tuning process so it was decided
in this case to use the PIMS.
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Fig. 2.40 PIMS cavity under test in CERN’s main workshop [99].

2.6.3 π/2-mode structures

π/2-mode structures have the unique benefit of being less sensitive to manufacturing
errors due to the mode spacing on that part of the dispersion curve. This allows for
reliable operation of longer chains of coupled cells not possible in the π or 0-modes.
The acceleration efficiency is typically not as high as a π-mode structure as every
other cell has no field during operation (see Figure 2.32(a)), however this can be
improved by reducing the length of the empty cell on-axis (see Figure 2.32(b)) or
taking the empty cell off axis in a side-coupled configuration (see Figure 2.32(c)).

The Spallation Neutron Source (SNS) at Oak Ridge National Laboratory utilises
firstly a Radio-Frequency Quadrupole (RFQ); a type of RF cavity often used at
very low energies as it bunches the beam and performs quadrupole focussing. The
RFQ accelerates from injection to 2.5 MeV, next a DTL accelerates to 87 MeV,
then from 87 MeV to 186 MeV a Side Coupled Structure (SCS) operating in the
π/2-mode is employed [100]. Figure 2.41 shows two segments of the linac joined
by a bridge coupler, one can see the main accelerating cells coupled together by
side-coupled cells taken off axis. The accelerator operates at 805 MHz and is over
55 m in length and each module is powered by a 5 MW klystron, yielding an average
accelerating gradient of 1.78 MV/m. The ProBE linac will require a significantly
higher gradient to achieve 100 MeV energy gain in under 3 m.
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Fig. 2.41 805 MHz SNS side-coupled cavity. Two segments are joined by a bridge
coupler [101].

An alternative π/2-mode structure is an Annular Coupled Structure (ACS)
where concentric rings surrounding the accelerating cells couple them together
magnetically. The ACS in the Japan Proton Accelerator Research Complex (J-
PARC) linac is shown in Figure 2.42. The linac similar to the SNS starts with
an RFQ followed by a DTL [102], then at 190 MeV the 925 MHz ACS cavities are
introduced to accelerate to 400 MeV. This covers the entire energy range on interest
for the ProBE linac but it has an accelerating gradient of only 4.8 MV/m.

Fig. 2.42 Annular coupled structure at J-PARC [102].
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2.6.4 Superconducting Cavities

Superconducting Radio-Frequency (SRF) cavities operating at 2 K have also been
used for medium-β applications. After the SCS at SNS there is a β=0.61 805 MHz
SRF cavity. It is powered by 805 MHz RF and the cryomodule is shown in
Figure 2.43. The efficient superconducting cavity is powered by relatively small
5 MW klystrons and produces a gradient at β=0.61 of 10.5 MV/m [100]. This is
still not high enough for the ProBE application.

Fig. 2.43 805 MHz medium-β SRF cavity cryomodule at the spallation neutron
source [100].

Another example of a medium-β SRF cavity can be found at The European
Spallation Source (ESS) and is shown in Figure 2.44. The β=0.67 structure is
powered by 1.2 MW peak power at 704 MHz and the nominal gradient is 16.7 MV/m.
4×6-cell cavities are housed in a 6.6 m cryomodule.

Fig. 2.44 704 MHz medium-β SRF cavity 3D model at the European Spallation
Source [103].
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The two previous examples were of elliptical SRF cavities, but other types of
SRF cavities exist for low, medium, and high beta. Some alternative designs are
shown in Figure 2.45. Superconducting technology adds additional complexity
to a linac which is to be considered in a hospital environment. Typically SRF
cavities are lower gradient than normal conducting cavities as they can quench with
temperature increases. Although SRF technology has improved and gradients over
30 MV/m are achievable, the ProBE linac prioritises compactness and simplicity
for hospitals and will only investigate normal conducting cavities.

Fig. 2.45 Various low, medium, and high-β SRF cavity designs. [104].

2.6.5 LIBO

The LIBO structure is a 3 GHz a proton accelerator designed as a linac booster for
proton therapy [18]. It was designed to be placed after a cyclotron to boost 60 MeV
protons to 200 MeV for the treatment of deep-seated tumours. The nominal design
gradient was 15.8 MV/m but in high power tests the prototype module was able to
reach a gradient of 28.5 MV/m. The LIBO structure is 11 m and produces 33 µA
output current. The ProBE linac can tolerate a much lower output current as it is
for proton imaging rather than therapy. Re-optimisation of a side-coupled linac
such as this to the ProBE specification is feasible and explored in later chapters.
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Fig. 2.46 LIBO structure RF measurement set up [18].

2.6.6 bTW & CCL Structures

A high gradient bTW structure was designed at CERN for β=0.38 protons for
proton therapy. The bTW structure is so called because it has a negative group
velocity, thus the beam traverses the structure in the opposite direction to the RF.
The complex magnitude of the electric field distribution inside the cavity is shown
in Figure 2.47 [22]. The nominal design gradient was 50 MV/m and this gradient
was experimentally verified in the S-Box test bench and is detailed in Chapter 7.
This is closer to the sort of gradients that the ProBE linac will require.

Fig. 2.47 Complex magnitude electric field distribution inside the bTW cavity [22].

When optimising the bTW structure a Coupled Cavity Linac (CCL) was also
considered [67] and is shown on the left of Figure 2.48, ‘CCL-BL’ it was found
to have 13% higher shunt impedance than the bTW structure, however adopting
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the SC model it would only reach 30 MV/m due to the sharp nose cones and high
peak fields[22]. The structure was re-optimised for high gradient operation and is
shown in the centre of Figure 2.48, ‘CCL-HG’ and still had slightly higher shunt
impedance and better RF thermal power dissipation.

Fig. 2.48 Mechanical view of structures optimised by TERA for β=0.38 [22].

Figure 2.49 shows the effective shunt impedance as a function of the geometric-β
for various low-β cavities optimised by the TERA foundation for medical appli-
cations. The plot only provides information up to 75 MeV but the plot shows the
CCL is the only structure still increasing in effective shunt impedance at the higher
energies.
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Fig. 2.49 Effective shunt impedance as a function of β for various low-β cavities. [22].

The TERA foundation in collaboration with PSI have also considered a proton
booster linac for upgrade of existing facilities with a 250 MeV cyclotron. They
propose using a CCL at 3 GHz with an accelerating gradient of 25 MV/m, this would
make the linac 7 m long for the 100 MeV energy gain required for proton imaging.
This is too long for retrofit directly at the Christie hospital and consequently this
study will strive for a higher gradient and a more compact solution.

2.6.7 First negative spatial harmonic structure

RadiaBeam Technologies [105] investigated the feasibility of using the bTW struc-
ture described in the previous section but scaled from β=0.38 to accelerate particles
with β=0.3. They had found the direct scaling lead to higher peak surface electric
fields (>220 MV/m), because the nose cones become very close together. Removing
the nose cones dramatically reduces the shunt impedance and thus the achievable
gradient. Their solution was to design a similar disk-loaded magnetically coupled
structure, but this time synchronous with the first negative spatial harmonic instead
of the fundamental as shown on Figure 2.50. Line α0 shows the vp of the bTW
structure, the tangent to the point on the dispersion curve that intersects with
the vg is line γ0. The two lines have opposite signs which defines the backward
travelling wave mode in the bTW structure. By coupling to the first negative spatial
harmonic vp=α−1 has the same sign as vg=γ−1 making it a forward travelling wave
structure. The lower gradient of α−1 means the cells are spaced further apart, this
and further optimisation of the nose cones to take an elliptical shape, has reduced
the surface electric field to 200 MV/m at an accelerating gradient of 50 MV/m.
This structure has been re-optimised for a lower β than the bTW medical structure.
The ProBE application is concerned with higher β protons for imaging.
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Fig. 2.50 The dispersion curve of a disk-loaded periodic waveguide structure with
magnetic coupling. m=0 curve is the fundamental harmonic, m=-1 curve is the
first negative harmonic [106].



Chapter 3

Small Aperture High
Gradient Cavity
Optimisation

3.1 Initial Design Considerations

When embarking on a linac design study one has many options to consider. These
initial design choices from requirements, and limitations will dictate many design
decisions throughout the optimisation process. As has already been mentioned in
section 1.4, the ProBE linac requires a high gradient as the proton therapy beam
line is already constructed and has only 3 m available space for an upgrade. Normal
conducting RF cavities have exceeded gradients of 120 MV/m [107], whereas super-
conducting RF cavities are limited by thermal breakdown and exhibit maximum
gradients of 30-50 MV/m [108], thus an obvious initial design choice is to use normal
conducting RF technology. A vital component of any particle accelerator con-
tributing to the cost, efficiency, and the gradient, is the RF power source. Normal
conducting RF cavities dissipate almost as much power, if not more, in the walls of
the cavity through ohmic losses, as they transfer to the beam. To compensate for
this, and still reach a high gradient considerable RF power is required.

3.1.1 RF Power Source

Initially the decision was taken to use two 50 MW klystrons to power the ProBE
linac, as it is a simple and compact option. The alternative may have been to use
multiple small klystrons and pulse compress to higher power. RF pulse compression
is when a long pulse at a given power is used to fill a cavity, then the phase is flipped
and the cavity outputs a higher power at a shorter pulse length. implementing
this would take up more physical space and add complications to the low level
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RF network feeding the high power system. This is possible, but for a hospital
application we would rather avoid it to keep the booster linac as simple and compact
as possible. Having acknowledged that, the option to use multiple smaller klystron
is always a possibility. However, the starting point of this study was to assume
two 50 MW klystrons are powering the ProBE linac. 50 MW klystrons are only
commercially available in S-band (3 GHz), C-band (5.7 GHz), and X-band (12 GHz).
50 MW can also be achieved at X-band (9.3 GHz) using a 10 MW klystron with a
pulse compressor. Currently the majority of medical accelerators are in the S-band
range [109] due the availability of power sources, but high gradient technology
has been moving to higher frequencies such as the C-band technology used in the
Swiss-FEL [110], and the X-band technology utilised in the CLIC studies [111].
Consequently, this study used the aforementioned frequencies as a starting point
for linac design. A standing wave cavity structure at each of these frequencies was
simulated in CST microwave studio [112] to determine which could achieve the
highest gradient with a fixed input power. The simulations throughout this chapter
have been done using the Eigenmode solver in CST. A tetrahedral mesh was used
with 40 mesh cells per wavelength, and third order curved elements.

3.1.2 Gradient Limits

The CLIC high gradient test programme has been designing, building and high
power testing RF cavities to the highest gradients possible for normal conducting
RF cavities for many years [113]. In this work we shall attempt to remain as
close as possible to the procedures used in CLIC as it is considered to be the
state of the art. With vast data on both 12 GHz and 30 GHz structures they have
attempted to shed light on the relatively mysterious phenomenon of RF breakdown.
The modified Poynting vector was discussed in section 2.3.4 as a gradient limiting
quality. The scaled modified Poynting vector is the Sc calculated for a breakdown
rate (BDR) of 10−6 breakdowns per pulse per meter (bpp/m), and a pulse length
tp of 200 ns. It can be calculated by applying the experimental approximate scaling
law BDR ∝ S15

c · t5. Sc should not exceed 4 W/µ m2 for 10−6 bpp/m at 200 ns.
This quantity is used to limit peak fields and the gradient is then calculated with
the shunt impedance per unit length (Z) and 50 MW of input power per metre
linac.

3.2 Single Cell Pillbox Cavities

The starting point for the optimisation study was single cell pillbox simulations
with infinite periodic boundary conditions. Although you can not make a cavity like
this, it is useful to inform preliminary design decisions. The model overlooks end
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cells, a power coupler and cell to cell coupling. The cavity features an asymmetric
blend which is shown in Figure 3.1, because typically structures of this kind
are manufactured with multiple machined cups stacked upon one another. The
machined cups can have blends on one side, but the other side is just the bottom
of the next cup, which is a flat surface with no blend.

Fig. 3.1 A pillbox cavity vacuum model (left) Electric field profile (centre) and
magnetic field profile (right).

Figure 3.1 shows the vacuum model of one cell of the standing wave cavity on
the left with some cavity parameters labelled. The centre field map is a cut plane
through the centre of the cavity and shows the electric field pattern inside, the
phase flips by π from one cell (blue) to the next (red) and a shielded area where
there is no field can be seen in the beam aperture between the cells (green). The
right hand model is in isometric view and shows the magnetic field pattern on the
surface of the cavity, the maximum magnetic field being on the outer wall.

The aperture radius of the pillbox cavity was swept from 0.5 mm to 5 mm
to investigate how the main cavity figures of merit vary with the iris aperture.
Figure 3.2 shows the peak surface electric field, and the peak surface magnetic field
inside the cavity normalised to the accelerating gradient. For the same accelerating
gradient, the peak fields increase with frequency and aperture radius. The cavity
simulated is almost completely featureless; there are no nose cones or coupling
slots to enhance the field. The septum thickness’ are scaled with frequency, 1 mm
for 12 GHz and 4 mm for 3 GHz. The wavelength at 12 GHz is λ12=25 mm and the
wavelength at 3 GHz is λ3=100 mm, which is why the aperture radii have different
effects on the peak fields depending on frequency.

The left hand plot of Figure 3.3 shows the shunt impedance per unit length
values for a range of different apertures at the four preliminary frequencies. The
shunt impedance includes the transit time factor defined in equations 2.51 &
2.52. The shunt impedance is a measure of the cavity’s ability to concentrate the
accelerating field around the beam, so it is a desirable figure of merit to maximise.
At a 5 mm aperture radius the S-band structure has the highest shunt impedance
per unit length, but when you consider a 2 mm aperture radius the S-band structure
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Fig. 3.2 The peak surface electric field (left) and peak surface magnetic field (right)
both normalised to the accelerating gradient.

has the lowest shunt impedance. The higher X-band frequencies have higher shunt
impedance than the S- & C-band curves at smaller apertures. This is due to the
size of the aperture radius relative to the wavelength. Figure 3.4 shows the same
shunt impedance plot but this time with the aperture radii normalised to the
wavelength. Here one can see the range of apertures investigated are from a much
larger range of apertures for X-band than the lower frequencies. A 1 mm aperture
radius is small by typical RF cavity standards, a high energy physics machine like
the LHC for example has a large beam current and thus needs a large aperture to
contain it. However, proton imaging does not require an intense beam to deliver
the required dose, a small beam current of pA is sufficient. It is possible that a
small aperture X-band structure could provide the high shunt impedance and thus
high gradient required for this application.

The plot on the right of Figure 3.3 shows the square root of the modified
Poynting vector (Sc) normalised to the accelerating gradient. Unsurprisingly it
follows the same pattern as the peak fields, as the Poynting vector is the cross
product of the electric and magnetic fields. The power flow model suggests that the
modified Poynting vector represents the available power to feed the field-emission
mechanism which is believed to trigger RF breakdown [82]. Thus it is a quantity
we wish to minimise.

These initial simulations have shown minimising the aperture also minimises
the ratio of peak fields to gradient. It has also demonstrated a crossover whereby
smaller apertures yield higher shunt impedance at X-band and larger apertures
yield higher shunt impedances below 6 GHz. Knowing that proton imaging requires
only minuscule beam current we will attempt to take advantage of the high shunt
impedance at 12 GHz, with an aperture radius of 1.75 mm.
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Fig. 3.3 The shunt impedance per unit length and
√
Sc normalised to Eacc.

Fig. 3.4 The shunt impedance per unit length and the aperture radius divided by
the wavelength of each respective frequency.

3.2.1 Beam Aperture

In this chapter a small aperture radius of 1.75 mm is considered because initial
beam dynamics calculations prior to this thesis suggested it would provide sufficient
transmission through the structure. Figure 3.3 showed that for apertures below
2 mm X-band structures have the highest shunt impedance per unit length. The
aperture is very small and for some applications it would be challenging to get
enough transmission through it, but for proton imaging specifically very low beam
current is necessary. A beam dynamics study is presented in Chapter 5 which
investigates the feasibility of using an aperture radius this small for the ProBE
project specifically. The study concluded that an aperture this small was not feasible
for the Christie hospital application because the required quadrupole strengths
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and matching cell lengths are too high to be practical. However ADAM [114]
with AVO [115] are developing a linac only solution for proton therapy called
LIGHT [116]. The system does not use a cyclotron as a proton source and thus
has no degrader making the beam size smaller right from the source. Next the
beam passes through an RFQ which focusses the beam while also accelerating it,
minimising the beam size further. A small aperture solution would serve as an
upgrade for such a facility. Therefore the minimum aperture scheme is still relevant
to the question of whether or not a linac upgrade is feasible for existing proton
therapy centres.

3.3 Single Cell Re-entrant Cavities

Re-entrant cavities utilise ‘nose cones’ to reach a higher gradient. The smaller
the accelerating gap, the higher the effective accelerating voltage because as you
reduce the gap the peak fields increase. If the entire gap is simply minimised by
moving the cavity walls closer together, high magnetic fields are produced on the
walls of the cavity and the beam will no longer be synchronous with the oscillating
field, unless the septum was made thicker. Adding a re-entrant section or nose cone
allows us to reduce the length of the gap around the beam, but keep it the same in
the rest of the cavity to avoid high fields, and maintain synchronism with the beam.
The same voltage is between a smaller gap at the aperture this increases the shunt
impedance but peak fields are a concern for RF breakdown so there is an optimum.

Figure 3.5 shows a pillbox cavity but with the addition of a re-entrant section.
The electric field plot shows the peak fields existing on the nose cones around the
aperture. The size of the cones was manipulated until the same maximum gradient
was achieved for two limiting factors; the modified Poynting vector and the shunt
impedance.

Fig. 3.5 The absolute electric field peaking around the beam aperture for a 12 GHz
pillbox cavity with a re-entrant section.

In Figure 3.6 one can observe the reduction in the maximum gradient limited by
Sc as one reduces the distance between the nose cones. This decreases faster than
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the gradient limited by Z with the increase of distance between the nose cones.
There is an optimum point where the gradient limited by both limits is identical.

Fig. 3.6 Optimum point between two gradient limits for a 12 GHz structure with a
1.75 mm aperture radius and a 1 mm septum. The peak modified Poynting vector
has been limited at 4 W/µm2 and the input power is 50 MW/m.

Figure 3.7 shows the maximum gradient achievable with 50 MW/m input power
calculated with the shunt impedance Z. In the case of the re-entrant cavities
their shunt impedance is limited by the peak fields being limited to Sc=4 W/µm2.
The cavity septa are scaled from 1 mm thick for 12 GHz to 4 mm for 3 GHz. The
total rise in gradient from the addition of the nose cone reduces as the gradient
increases. This is due to the fact that the gradient has been limited by Sc as was
shown in Figure 3.6, and higher frequencies have higher peak fields with respect to
accelerating gradient than lower frequencies.

Fig. 3.7 The increase in gradient for a 2 mm radius aperture with the addition of a
re-entrant. Gradient limited by 50 MW/m and Sc=4 W/µm2.



78 Small Aperture High Gradient Cavity Optimisation

Figure 3.8 shows the maximum gradient calculated with the available shunt
impedance and 100 MW/m input power for a range of single cell re-entrant cavities.
The septum thickness’ are scaled with frequency such that the 12 GHz cavity has a
1 mm septum and the 3 GHz cavity has a 4 mm septum. The plot shows that the
shunt impedance behaviour is the same with a re-entrant section as it was with
the pillbox cavities presented in Figure 3.3. The higher frequencies have higher
shunt impedance at smaller apertures and the lower frequencies have higher shunt
impedance at larger apertures.

Fig. 3.8 The maximum gradient calculated for a re-entrant pillbox cavity at a range
of frequencies and aperture radii. The septum thickness is scaled with frequency
the input power is 100 MW/m, and Sc is limited to 4 W/µm2. Plot courtesy of
Graeme Burt.

3.3.1 Nose Cone Optimisation Study

A nose cone optimisation study was performed to investigate the effect of varying
the nose cone parameters, shown in Figure 3.9, for different frequency cavities. The
plots contain both S- and X-band single cell cavities, 3 and 12 GHz respectively.
This is not to compare the frequencies with one another, but to see if the general
trends differ between the extremes of the frequencies investigated. Values are
normalised to the accelerating gradient achieved with 50 MW input power per
metre. The nominal parameters chosen for the study are shown in Table 3.1.

Figure 3.10 shows the effect of varying the distance between the nose cones (Gc)
on some chosen important cavity figures of merit. The lower left plot indicates
an optimum value of Gc which produces the highest shunt impedance per unit
length (Z). As the gap length decreases towards the peak of the curve the peak
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Fig. 3.9 Diagram labelling the parameters on a nose cone geometry.

Nominal nose cone parameters
Parameter X-band S-band Units

f Frequency 12 3 GHz
A Aperture Radius 2 2 mm
Rin Inner nose radius 0.5 4 mm
Ron Outer nose radius 0.5 4 mm
Ric Inner corner radius 1 5 mm
Gc Nose cone gap 6 20 mm
CA Nose cone angle 65 65 deg
Lf Nose cone flat 0 0 mm

Table 3.1 The nominal nose cone parameters used in the nose cone optimisation
study.

electric field increases - shown in the top left plot - and this raises the shunt
impedance. After the peak value the shunt impedance decreases due to the transit
time factor. The peak surface magnetic field increases as the gap between the nose
cones decreases despite the peak fields increasing. This is due to the nose cone
angle remaining constant, thus further reduction of the gap causes the protruding
section extend further into the magnetic peak region of the cavity, and enhances
the fields.
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Fig. 3.10 The effect of the gap between the nose cones on shunt impedance and
peak fields for both S and X-band.

Figure 3.11 shows the effect of increasing the blend radius on the inner (Rin)
and outer (Ron) edges of the nose cone. In both cases one parameter was kept
constant as the other varied. For both frequencies Rin has a greater effect on the
shunt impedance than Ron, and both increase Z as the ‘point’ of the nose cone
sharpens. However both have a similar effect on the peak surface electric field. This
is a useful result for optimisation because by reducing Ron the peak surface electric
field, which is widely regarded as a limiting factor on high gradient operation, is
reduced with minimal impact on the shunt impedance. The peak surface magnetic
field remains constant which is to be expected given the distance of the nose cones
from the magnetic peak region of the cavity. The nose cone radii have no effect on
the magnetic peak fields so they have been omitted.
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Fig. 3.11 The effect of the nose cone radii on shunt impedance and peak fields for
both S and X-band. Rx on the x-axis refers to the radii in the plot legend.

Figure 3.12 shows the effect of varying the nose cone angle on some important
figures of merit. The shunt impedance decreases as the nose cone angle increases
as does the peak surface electric field this is explained by the width of the base of
the cone with respect to the height as was shown in Figure 2.13. As the nose cone
angle decreases the field enhancement factor increases. The peak surface magnetic
field does not change for S-band but for X-band it reduces slightly. One would
expect the magnetic peak to increase as the cone angle pushes the base of the nose
cone further into the magnetic peak section of the cavity, but this effect is not seen.
The X-band cavity is more sensitive to changes in the nose cone angle than the
S-band cavity. This is most visible in the Z plot in the bottom left. Z/Eacc stays
almost constant for S-band but drops off rapidly after 40◦.
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Fig. 3.12 The effect of the nose cone angle on shunt impedance and peak fields for
both S and X-band.

Figure 3.13 shows the effect of introducing and increasing the length of the flat
section of the nose cone. The trends are similar for both frequencies but are much
more pronounced in the lower frequency case, due to a larger range of values being
used. The peak surface electric field decreases as the flat ‘blunts’ the sharp nose
cone. In the lower frequency case this is rapid at the start then it saturates as the
flat section extends further away from the electric peak region. As expected the
peak surface magnetic field increases as the flat raises the radius Ron further into
the magnetic peak region. The shunt impedance reduces more rapidly than the
peak surface electric field, so it is not the most effective parameter in reducing
Epeak as Rin is the most critical parameter for Z. A more effective optimisation
would be to reduce Ron as that will have a lesser effect on Z for the same reduction
in Epeak This study was done to investigate the effect of varying the nose cone
parameters on the peak fields and shunt impedance, within the range of frequencies
we are interested in. It will be referred to throughout this work to inform structure
optimisation process. Throughout this thesis, every single structure presented has
the nose cones individually optimised for the highest gradient within peak field
limits. Every single parameter is optimised in every case, using the lessons learned
in this nose cone study about which parameters are more effective for the desired
outcome.
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Fig. 3.13 The effect of the flat section of the nose cone on shunt impedance and
peak fields for both S and X-band.

3.4 Side-Coupled Standing Wave Structure

3.4.1 k-Factor Study

Only single cell cavities have been considered thus far. In practice it is inefficient to
use a single accelerating gap and they are instead coupled together to form multi-
cell cavities. When designing multi-cell structures one must consider the coupling
between the cells as was mentioned in section 2.5, when discussing the advantageous
stability of the π/2-mode in bi-periodic structures. Multi-cell structures typically
have one power coupler, and the power must couple through one cell to the next
until the structure is filled (Figure 2.29). If there is insufficient coupling between
the drive cell∗ and its nearest neighbour, the neighbouring cell will likely have a
lower field amplitude and potentially a phase error too. We desire uniform field
flatness and phase synchronism throughout the cavity for efficient acceleration
and thus must consider the amount of coupling between adjacent cells carefully.
Increasing the amount of coupling between cells reduces the shunt impedance which
is shown in the following section. The coupling slots themselves can induce gradient
limiting peak fields so it is desirable to minimise cell to cell coupling. However it is

∗The cell in which the power coupler is located
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more efficient to couple numerous cells together fed by one power coupler thus one
must find an optimum between these considerations. The field amplitude X2n in
the nth cell of a bi-periodic resonant cavity can be determined with respect to the
field amplitude in the drive cell X2m as

X2n
∼= (−1)n−mX2m

[
1 − 2(m2 − n2)

k2QaQc

]
exp

[
j

4(m2 − n2)
k2Qa

δω

ωa

]
(3.1)

where the imaginary term represents the phase shift [77]. The field in the
coupling cavity 2n+1 can be calculated as

X2n+1 ∼= (−1)n−mX2m

[
2n+ 1
kQa

]
exp(jπ/2) (3.2)

In a side-coupled standing wave structure the excited accelerating cells on
the beam axis are labelled 2n, and the side-coupled, unexcited coupling cells are
labelled 2n + 1, where n = 0, 1, 2, .... Qa and Qc are the quality factors for the
accelerating and coupling cells respectively. Typically in this sort of structure the
drive cell, with the power coupler attached, is the centre-most accelerating cell and
is labelled 2m. Thus the end cell is n = 0, its nearest neighbour is n = 1 and this
continues to the centre of the structure where the drive cell is located at 2n = 2m.
Ideally ωa = ωc for bi-periodic structures. In reality, manufacturing errors and
limited tuning can result in a discontinuity in the dispersion curve, the width of
this stop-band is represented by δω = ωc − ωa. In this work δω

ω
= 0.0005. The

inter-cell coupling constant k must be chosen such that the end cell had the same
field amplitude as the drive cell to ensure adequate coupling. The field flatness
target was ±1% and the phase slippage was limited to ±2◦ chosen.
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Fig. 3.14 How the coupling requirement to maintain correct phase and field flatness
varies with structure length and frequency.

Figure 3.14 shows how the coupling requirement increases with structure length
for different frequencies. The coupling requirement increases with frequency which
is to be expected given the wavelength λ decreases with frequency, and the length
of one cell is a λ/2×β where β is the relativistic velocity of the particle. That
means there will be 33 cells in a 3 GHz structure that is 1 meter long, whereas
a 12 GHz structure will have 134 cells. Electric coupling through the beam pipe
is a possibility for on axis coupled structures, but to get adequate coupling for
long structures the aperture would have to opened wide which would degrade the
shunt impedance. To keep shunt impedance high it is better to take the coupling
cells off axis. Side-coupled standing wave structures couple power from cell to
cell magnetically through coupling slots in the outer wall of the cavity. This is
shown in Figure 3.15 where one can see the magnetic field distribution of a 12 GHz
side-coupled cavity. The slot is simply where the accelerating cell and the coupling
cell intersect. As the slot is located within the magnetic peak region of the cavity,
there is a high surface magnetic field on the slot.
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Fig. 3.15 Peak surface magnetic field plot of the side-coupled CST model and the
coupling slot geometry.

Coupling is increased by lowering the coupling cell deeper into the accelerating
cell. This increases the slot depth labelled in Figure 3.15. The slot width can
be increased by increasing the coupling cell length. Traditionally, due to the
manufacturing technique side-coupled cells have the same length as the accelerating
cell and are offset by half a cell length. In Figure 3.16 one can see the deeper
the slot and thus higher the coupling factor, the lower the shunt impedance per
unit length. One can increase the coupling factor by a small amount with the
coupling cell length without having a dramatic effect on the shunt impedance of
the structure.

Initially a 50 cm 12 GHz structure was investigated in CST microwave stu-
dio [112]. It contains 67 accelerating cells and required 19% coupling between each
cell to maintain field flatness and limit phase slippage. The side-coupled structure
is simulated in quadruplets consisting of two accelerating cells and two coupled cells
with periodic boundaries. The background material in the simulation environment
was set to perfect electrical conductor (PEC) and the vacuum space inside the
cavity was built to simplify the meshing by removing completely the copper shell,
the vacuum model is displayed in Figure 3.17. In order to increase the coupling
as much as possible, the length of the side-coupled cell was maximised until the
blend of the coupling slot met the outer radius blend of the accelerating cell. The
length of the coupling cell is limited by the meeting of the inner corner blend on
the accelerating cell nose cone and the coupling slot blend, indicated in Figure 3.17.
In Figure 3.17 the limitation to the depth of the coupling cell is shown. The slot
overlapping the inner corner blend is a complex geometry for both simulation and
manufacture. A further feature to maximise coupling was removing concentricity
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Fig. 3.16 The k-factor can be increased by increasing the length of the coupling
slot while having less of an effect on the shunt impedance than increasing the slot
depth.

between the coupling cell and its inner capacitive region, shown in Figure 3.17.
Raising the inner capacitive region towards the top of the side-coupled cell allowed
more space to ‘drop’ the coupling cell deeper into the accelerating cell. Despite
these efforts, the maximum k-factor achieved was 17.6%, just short of the 19%
required for a 50 cm structure.

Fig. 3.17 Side-coupled vacuum model and the electric field of the π/2-mode. This
structure had the maximum achieved k-factor at 17.6%.

Since the study presented in this section, a novel side-coupled linac design has
been published that offers a soluion to the coupling limitations described. The
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3 GHz medical cavity in shown in Figure 3.18. The length of a side-coupled cell
is twice that of the accelerating cell [22]. While the ProBE structure has a shunt
impedance of 75.5 MΩ/m, the structure in Figure 3.18 has only 60 MΩ/m because
the shunt impedance is greatly reduced with the large inter-cell coupling. Thus
it isn’t advantageous to implement this design in this case, unless one wanted to
simplify the machining of the disks and ultimately reduce the cost of manufacture.

Fig. 3.18 Novel side-coupled cavity design where the inter-cell coupling is maximised.
Absolute E-field is shown [22].

3.4.2 12 GHz Multi-cell Structure

As it was not possible to achieve a high enough coupling factor for a 50 cm structure,
a structure was optimised for a 12% coupling factor for the possibility of a 30 cm
structure. The structure shown in Figure 3.17 could have been 45 cm long in theory
however the fields appear to be slightly asymmetric, two of the four peak electric
field locations on the nose cone are higher than the other two in each cell. This
could introduce beam kicks so the length was limited to 30 cm to avoid this. It also
has an aperture radius of 1.75 mm to take advantage of the higher shunt impedance
at X-band shown in Figure 3.3. The pillbox cavity alone had a Z = 80 MΩ/m the
addition of a nose cone increased this to 110 MΩ/m, then the addition of coupling
cells reduced this back down to 81.7 MΩ/m. The pillbox cavity did not see much
improvement in shunt impedance through the addition of a nose cone, but the
addition of side-coupled cells reduced the shunt impedance and small nose cones
were necessary to recover the lost shunt impedance. The values of each structure
are summarised in Table 3.2.
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Structure Z [MΩ/m]
Pillbox 80
Pillbox + Re-entrant 110
Pillbox + Re-entrant + 12% coupling 81.7

Table 3.2 Summarises the effect of nose cones and coupling on the effective shunt
impedance of a 12 GHz pillbox cavity.

Fig. 3.19 12 GHz X-band side-coupled vacuum quadruplet (left) - electric field Ez

(right).

It is assumed the linac will be powered by 50 MW per meter of the machine.
Taking into consideration the losses in the power distribution system between the
structures and the klystron each 30 cm structure is assumed to have 12.8 MW input
power. In simulation the structure shown in Figure 3.19 was calculated to achieve
a maximum gradient of 56.1 MV/m limited by input power and shunt impedance.
However it is likely the breakdown rate would be too high operating at this gradient
because the gradient limited by the maximum Sc of 4 W/µm2 instead of shunt
impedance was slightly lower at 54.2 MV/m. The 12% coupling required for a
structure with this many cells meant the modified Poynting vector peaked on the
coupling slots as shown in Figure 3.20.

The peak of 4.28 W/µm2 in Table 3.4 refers to the peak Sc at 56.1 MV/m. A
more conservative Sc limit of 4 W/µm2 was chosen for this optimisation, at that
limit the structure would achieve a gradient of 54.2 MV/m for up to a 380 ns flat
top pulse length.
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Fig. 3.20 A 12 GHz X-band Side-Coupled Quadruplet. Modified Poynting Vector
Sc peaking on the coupling slot.

12 GHz SCSWS Nose Cone
Parameter Value Units

A Aperture Radius 1.75 mm
Rin Inner nose radius 0.5 mm
Ron Outer nose radius 0.5 mm
Gc Nose cone gap 4.5 mm
CA Nose cone angle 25 deg

Table 3.3 Nose cone parameters for a 12 GHz side-coupled structure. Radii and
angle are set to minimum machining limits [117] and the gap is limited by the
transit time factor. Parameters are defined in Figure 3.9.

12 GHz SCSWS
Parameter Value Units

f Frequency 12 GHz
S Septum Thickness 1 mm
rc Accelerating Cell Radius 8.37 mm
rsc Coupling Cell Radius 7.29 mm
l Accelerating Cell Length 7.44 mm
lsc Coupling Cell Length 8.10 mm
Ncell Number of Accelerating Cells 40
d Coupling Slot Depth 2.30 mm
k Coupling factor 12 %
Q0 Q-factor 5114
tfill Filling time 68 ns
Z Shunt Impedance 81.7 MΩ/m
Eacc Gradient 56.1 MV/m

Epeak/Eacc Normalised Peak Surface E-field 4.16
Hpeak/Eacc Normalised Peak Surface H-Field 10.5 A/kV

Sc Modified Poynting Vector 4.28 W/µm2

Table 3.4 The parameters for the 12 GHz side-coupled standing wave cavity. Gradi-
ent limited by 12.8 MW input power.
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Figure 3.21 shows the optimisation of the gap between the nose cones Gc, due
to the transit time factor we can see an optimum between 4.5-5 mm. 4.5 mm was
chosen as the larger the nose cone, the less electric coupling between the accelerating
cells which results in a 7% increase in the coupling factor for the same Z. This is
due to the fact that electric and magnetic coupling cancel each other out which
is described later in section 3.5. After Gc was optimised the nose cone radii were
further optimised to reach the final shunt impedance of 81.7M Ω m.

Fig. 3.21 Optimisation of Z using the gap between the nose cones.

3.4.3 3 GHz Multi-cell Structure

The hypothesis at the start of the chapter was that a 12 GHz structure would have
a higher shunt impedance with a 1.75 mm radius than a 3 GHz structure. In the
following a 3 GHz side-coupled quadruplet was simulated for comparison. The
structure, shown in Figure 3.22, was optimised in the same way as the X-band
structure with the same gradient limits described in section 3.1.2. Having only 10
accelerating cells in the same 30 cm length, it requires much less cell to cell coupling
than the 12 GHz structure; just 2% rather than 12%. The shunt impedance per
unit length is 104 MΩ/m which is over 25% higher than the X-band structure. The
structure is calculated to reach a gradient of 63.3 MV/m in simulation, limited by
input power and shunt impedance. This is shown in Figure 3.23 where Gc=10 mm.
The structure would have reached a slightly higher gradient of 64.9 MV/m if there
was more available input power and it was limited by just Sc alone. One could
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reduce the nose cone radii, Rin & Ron, to increase the shunt impedance but this
would also increase the peak fields.

Fig. 3.22 3 GHz S-band side-coupled quadruplet vacuum model (left). Electric field
Ez (right).

Fig. 3.23 3 GHz S-band Side-coupled quadruplet. Nose cone gap optimisation.
Gradient is limited by Sc and shunt impedance with 50 MW/m input power.



3.4 Side-Coupled Standing Wave Structure 93

3 GHz SCSWS
Parameter Value Units

f Frequency 3 GHz
S Septum Thickness 4 mm
rc Accelerating Cell Radius 33.06 mm
rsc Coupling Cell Radius 32.18 mm
l Accelerating Cell Length 29.77 mm
lsc Coupling Cell Length 31 mm
Ncell Number of Accelerating Cells 10
d Coupling Slot Depth 1 mm
k Coupling factor 2.1 %
Q0 Q-factor 11942
tfill Filling time 635 ns
Z Shunt Impedance 104 MΩ/m
Eacc Gradient 63.3 MV/m

Epeak/Eacc Normalised Peak Surface E-field 7.63
Hpeak/Eacc Normalised Peak Surface H-Field 4.5 A/kV

Sc Modified Poynting Vector 3.8 W/µm2

Table 3.5 The parameters for the 3 GHz side-coupled standing wave cavity. Gradient
is limited by 12.8 MW input power.

The S-band structure was calculated to reach a gradient 7.2 MV/m higher than
the X-band structure. This is due to the inter-cell coupling. There are four times as
many cells in an X-band structure than an S-band structure of the same length and
it requires 12% coupling between cells whereas the S-band structure only requires
2%. Higher cell to cell coupling degrades the shunt impedance as was presented
in Figure 3.16, and this negates the X-band advantage initially envisaged from
Figure 3.3. As was explained in Chapter 2 the shunt impedance relates to a cavity’s
ability to concentrate the available fields around the beam pipe for maximum
energy transfer to the beam, hence why smaller apertures exhibit higher shunt
impedance, and adding nose cones increases that further. The magnetic coupling
utilised in side-coupled cavities creates a hole in the cavity wall, as it is no longer
a perfect cavity losses are increased and there is less stored energy available for
acceleration.

This effect is shown visible in Figure 3.24 where the quality factor (Q0) is
shown to decrease with an increase in k and the ratio of the shunt impedance
from Figure 3.16 to Q0 or ‘Rs over Q0’. Rs/Q0 is a function only of the cavity
geometry, and is decreasing in this case due to the side-coupled cell being lowered
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further down the septum of the accelerating cell as increasing the coupling lowers
the stored energy.

Fig. 3.24 Shunt impedance and unloaded Q-factor reduction with increase in
inter-cell coupling for a 9.3 GHz cavity.

The field limiting quantity in this optimisation is Sc, and the S-band and X-band
structures have Sc peaks on the nose cones (Figure 3.25) and the coupling slots
(Figure 3.20). The peak on the coupling slot is dominated by the magnetic part
of the Poynting vector and is a symptom of high inter-cell coupling. The peak
on the nose cone is deliberate and contributes to high shunt impedance, as such
the peak is more useful in this region of the cavity. Before Sc was proposed as a
single field limiting value the peak surface electric field was considered the limit,
and the 12 GHz structure has a normalised Epeak of 4.16 which corresponds to an
Epeak of 233 MV/m at it’s maximum gradient. X-band standing wave structures
have demonstrated acceptable breakdown rates with peak surface electric fields
over 300 MV/m [82]. The 3 GHz structure has a much higher normalised Epeak of
7.63 nearly double that of the 12 GHz structure. At its maximum gradient that
would result in an Epeak of 483 MV/m which is extremely high. The magnetic peak
field is high on the coupling slots of the 12 GHz structure and to reduce it would
mean reducing coupling either by reducing structure length, or the aperture radius.
The high electric field on the 3 GHz structure can be reduced with minimal effect
on the shunt impedance by increasing the outer nose cone radius as was shown in
Figure 3.11 as part of the nose cone optimisation study.
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Fig. 3.25 Modified Poynting vector peaks on the nose cone of the 3 GHz side-coupled
SW structure as opposed to the coupling slot.

3.4.4 Structure Length

As coupling between cells presented itself as the gradient limiting factor through
peak fields and degraded shunt impedance, shorter cavities of 10 cm were also
investigated. The same power of 50 MW/m is assumed but split between multiple
shorter cavities. Figure 3.26 shows the reduction in gradient for each frequency with
the increase in structure length. The effect is increasingly worse as the frequency
rises, with 12 GHz seeing an increase in gradient of 12% whereas the 3 GHz only
increases by 2%.
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Fig. 3.26 Maximum gradient achieved for side-coupled standing wave structures of
different lengths and frequencies. Gradient is limited by 50 MW/m input power
and available shunt impedance using Sc ≤4W/µm2 as a peak field limit.

Side-coupled standing wave cavities could not benefit from the high shunt
impedances demonstrated by X-band pillbox cavities with small apertures. The S-
and C-band cavities are able to achieve higher gradients because they require less
cell to cell coupling. Making the cavities shorter does not improve things as the
power then has to be split between multiple cavities.

3.5 Travelling Wave Structure

Travelling wave structures (TWS) were introduced in section 2.5.3 as structures in
which power is coupled into the first cell, and propagates through the structure
attenuating in each cell then the power minus the attenuation in the structure is
transmitted to a resistive load after the structure. The field amplitude and the power
dissipation are affected by the group velocity (vg) of the structure. Typically TWSs
are ‘capacitively’ or ‘electrically’ coupled and are forwards travelling wave cavities
which means the group velocity propagates from the input to the output. Backwards
travelling wave structures have been shown to have optimum performance for lower
β cavities [67] and in this case the group velocity propagates from output to input.
Power is coupled inductively through coupling slots in the magnetic peak region
of the cavity walls. This allows the beam aperture to be kept small to maximise
shunt impedance. We are interested in optimising a bTW structure in this study.
Figure 3.27 displays the dispersion relation for the 3 single cell structures shown in
Figure 3.28. Only the 16 slot structure displays backwards magnetic coupling as



3.5 Travelling Wave Structure 97

there is more inductive coupling through the coupling slots than capacitive coupling
through the beam aperture.

Fig. 3.27 Dispersion diagrams of increasing numbers of circular couplings slots.
Only the 16 slot structure exhibits a bTW.

Fig. 3.28 Electric field profiles of circular couplings slots. Various numbers of
coupling slots are shown. 4 Slots (left) 8 slots (centre) and 16 slots (right).Only
the 16 slot structure exhibits a bTW.

The phase velocity (vp) of a wave is the velocity with which its phase travels in
space. The group velocity (vg) is the velocity with witch the amplitude-modulation
of the wave travels in space. In this case, the group velocity is the velocity with
witch the RF travels from the input to the output of a structure. If the group
velocity at the beginning of the structure is low, there is high stored energy and
high fields because PT =Uvg where PT is the travelling wave power and U is the
stored energy and this results in high initial acceleration. If vg is too low at the start
however, large ohmic losses in the cavity walls will cause the wave power to decay
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rapidly, and therefore not fill the end of the cavity or have very little acceleration
at the end. On the other hand if vg is too high, the stored energy and fields will be
too low for high acceleration. Typically travelling wave structures are designed as
either constant impedance or constant gradient structures. A constant gradient
structure will vary the transverse geometry, the beam aperture or coupling slots,
to reduce the group velocity and maintain a constant accelerating field along the
structure. A constant impedance structure has uniform cell geometry, thus uniform
coupling, throughout the length of the structure, and the power exponentially
damps through the structure; every cell has identical parameters including Q0, vg,
and Rs. The field attenuation per unit length (α0) also remains constant throughout
the structure length, and is given by

α0 = ω

2Q0vg

(3.3)

The energy gain over a structure of length Lcav depends on the total attenuation
parameter τ0. Maximum energy gain is achieved in a constant impedance structure
when τ0 = (eτ0 − 1)/2 the solution to which is τ0 ≈ 1.26 [77]. Using this and

τ0 = α0L = ωL

2Q0vg

(3.4)

one can calculate the optimum vg for a given structure length.

Fig. 3.29 Approximate optimum group velocity for a cell phase advance φ of 2π/3.

Figure 3.29 shows the optimum group velocities for maximum energy gain for
3-12 GHz travelling wave structures of varying lengths. These values were calculated
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using the approximate Q-factor values shown in Table 3.6, taken from single cell
re-entrant pillbox cavity simulations. A 12 GHz structure has 4 times the number
of cells in a given length than a 3 GHz structure but the optimum group velocity
increases by 10 times for a 50 cm structure.

Band Frequency (GHz) Q
S-band 3 13000
C-band 5.7 9000
X-band 9.3 7000
X-band 12 5000

Table 3.6 Approximate Q-factor values for the selection of frequencies considered
in this study.

3.5.1 Coupling Slot Study

Backwards travelling wave structures couple RF power magnetically through cou-
pling slots in the peak magnetic region of the cavity walls. In the case of constant
gradient structures, high enough group velocity must be achieved at the start of
the structure to account for power losses throughout the length of the structure.
Various coupling slot geometries were investigated to maximise vg, and Z, while
minimising gradient-limiting peak fields. 12 GHz single cell cavities were simulated
at phase advances of φ= 2π

3 , φ= 5π
6 , and φ= 7π

6 . Figure 3.30 shows some of the
many variations of coupling slots investigated.

Shapes include circular, racetrack, dee, and elliptical. The radius of circular
slots is varied to vary the group velocity. The angle of racetrack, elliptical and dee
slots is varied as is shown in Figure 3.31, which also varies the group velocity as it
changes the size of the slot. Another parameter shown in Figure 3.31 is position
which is also varied in the study, along with the number of coupling slots.

In Figure 3.32 the variation in group velocity with the different parameters is
shown. Achieving high group velocity is limited by the space left between coupling
slots. If remaining septum space between slots is too small, the septum could
deform and detune or even fail during manufacture. At least 2 mm of copper
was left between each coupling slot, while trying to accomplish the maximum
coupling between two cells. It is advantageous to not be limited by a relatively low
maximum group velocity. The largest group velocity in this study was achieved
with 4 racetrack slots, followed by 4 circular slots shown in the bottom right
plot of Figure 3.32. By minimising the number of spaces between slots, one can
maximise the area occupied by coupling. Group velocity is not the only concern,
it is important to recognise the effect the coupling slot parameters have on the
main cavity figures of merit, while also acknowledging the group velocity achieved.
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Fig. 3.30 Geometries of the coupling slots studied.

Fig. 3.31 Definitions of ‘Angle’ and ‘Position’ in coupling slot optimisation.

Higher group velocity will result in higher peak fields, so only similar vgs can be
fairly compared with one another.

Figure 3.33 shows the variation in shunt impedance and coupling slot parameters.
A general trend seen throughout all 4 plots is an increase in group velocity means a
decrease in shunt impedance. As was observed with the k-factor with standing wave
structures, an increase in coupling between cells decreases the shunt impedance
and thus final gradient for a fixed input power. The elliptical slots exhibit lower Z
for the same vg as other slot shapes. The structure with four racetrack slots can
achieve a higher shunt impedance for a given vg than the other slots. Because of
the way the ‘Dee’ shaped slots are parametrised, an increase in ‘radius’ actually
decreases the size of the slot and we can see throughout the variation in vg the
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Fig. 3.32 The effect of varying coupling slot parameters on the group velocity of
the wave in the structure for φ= 2π

3 .

shunt impedance stays fairly constant. Interestingly the 8 circular slots and 8
racetrack slots have a very similar response. This is due to the 2 mm between the
slots. Racetrack slots with a small angle are essentially circular. A comparison
between the two is shown in Figure 3.34.
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Fig. 3.33 Shunt impedance data with group velocity shown on colour bar for φ= 2π
3 .

Fig. 3.34 The similarity in geometry between 8 circular slots and 8 racetrack slots.

Figure 3.35 shows the variation in the normalised peak surface magnetic field
with coupling slot parameters. As backwards travelling wave structures are coupled
magnetically, the higher the vg the higher the peak magnetic fields. Although the
8 racetrack slot and circular slots lie almost directly on top of each other, it is
worth noting that the 8 racetrack slots has slightly higher vg in each case. It is also
apparent that the circular and 8 racetrack slots have a lower peak magnetic field
in the lower vg range than the other geometries for the same vg. The vg can also
be significantly increased by increasing the number of slots, without a significant
increase in the peak surface magnetic field.

Figure 3.36 shows how the coupling slots change the peak modified Poynting
vector. Sc peaks on the coupling slots so it is important to minimise this, and the
higher the vg the higher the peak Sc. Additionally, the so far poorly performing
elliptical slot exhibits lower peak Sc for higher group velocities than the circular
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Fig. 3.35 The peak surface magnetic field data with group velocity shown on colour
bar for φ= 2π

3 .

and 8 racetrack slots. Also, like with the magnetic field, the group velocity can be
increased by increasing the number of slots without much increasing peak Sc.

Phase Study

A 12 GHz single cell cavity with ‘Dee’ shaped coupling slots was simulated at phase
advances of φ= 2π

3 , φ= 5π
6 , and φ= 7π

6 to investigate the effect of phase advance
on the important cavity figures of merit. Figure 3.37 indicates φ= 2π

3 to have the
lowest shunt impedance for any investigated group velocity. Also in this plot at
φ= 5π

6 a slot with an angle of ψ = 25◦ has a higher shunt impedance for the same
group velocity than a slot with ψ = 30◦, so it may be an advantage to reduce
the slot angle and instead increase the thickness of the slot for the same vg when
optimising future structures. φ= 5π

6 has the highest shunt impedance, but does
not as easily reach as high group velocities as the φ= 2π

3 structure.
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Fig. 3.36 The peak modified Poynting vector field data with group velocity shown
on colour bar for φ= 2π

3 .

Fig. 3.37 Shunt impedance of structures with varying phase advances. ϕ in this
plot represents the slot angle ψ for the only structures with fixed ψ.

In Figure 3.38 the 3 phase advances are split into 3 distinct bands. The lowest
normalised Epeak is φ= 2π

3 followed by φ= 5π
6 then by φ= 7π

6 . The nose cones are
in the peak electric field of the cavity; they were identical for all phases with the
length of the gap scaled with the length of the cell. The normalised Epeak for the
φ= 7π

6 is realistically too high for high gradient operation.
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Fig. 3.38 Normalised peak electric field of structures with varying phase advances.
ϕ in this plot represents the slot angle ψ for the only structures with fixed ψ.

Figure 3.39 shows the peak surface magnetic field for each structure. The φ= 2π
3

had the lowest Bpeak and the highest vg which are both advantageous given the
structure is being optimised for high inter-cell coupling. The peak surface magnetic
field for the φ= 5π

6 structure rapidly increases with vg.

Fig. 3.39 Normalised peak magnetic field of structures with varying phase advances.
ϕ in this plot represents the slot angle ψ for the only structures with fixed ψ.

Figure 3.40 unsurprisingly shows that the trends for Sc follow that of the peak
surface electric and magnetic fields. The φ= 7π

6 structure has the highest Sc for
the lowest vg. The φ= 2π

3 structure and the φ= 5π
6 are very similar, with φ= 2π

3
only slightly lower for some values of vg.
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Fig. 3.40 Normalised modified Poynting vector of structures with varying phase
advances. ϕ in this plot represents the slot angle ψ for the only structures with
fixed ψ.

Having investigated a range of coupling slot styles and phase advances, two
structures were selected for further optimisation, using what was learnt in the
coupling slot study. One φ= 2π

3 structure as it has a greater range of vg and
consistently had lower peak fields than the other phase advances. However the
φ= 5π

6 structure had the highest shunt impedance per vg and high gradient operation
is the priority for ProBE, so that structure will be further optimised too.

As the coupling slots are in the magnetic peak region of the structure, coupling
slots were chosen mainly for their low peak magnetic field. Circular slots were
chosen for the φ= 2π

3 structure. 8 racetrack slots were chosen for the φ= 5π
6

structure because this phase advance had a smaller range of achievable vgs, and
the racetrack slot geometry showed a slightly higher vg than the circular slots.

3.5.2 Backwards Travelling Wave Structures

A 50 cm travelling wave structure has around 100 cells coupled together at a phase
advance of 2π

3 . Figure 3.33 shows that only the ‘4 Racetrack’ and ‘4 Dee’ could
achieve > 2% coupling required for a structure of that length. The 8 slot structures
simulated had lower peak surface magnetic fields for the same vg as the 4 slot
geometries, thus it was decided to continue optimisation of those rather than the
4 slots and instead use a shorter structure < 30 cm in length. A 30 cm structure
at 12 GHz has an optimum group velocity† of 0.6% of the speed of light. Some
single cell structures with periodic boundaries were simulated to investigate the
gradient performance at sufficient group velocities. The nose cone parameters were
optimised individually for each structure, informed by the nose cone optimisation
study already performed. Single cell simulations are not as informative for travelling
wave structures as they are for standing wave structures due to the way the field

†Approximate optimum group velocity for a constant impedance structure.
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decays throughout the structure. The group velocity, power, attenuation, and
gradient in each cell of the entire structure must be considered to get a good
indication of how the structure will perform. For every structure in this section, the
size of the coupling slots was swept using the Eigenmode solver in CST. The shunt
impedance, Q-factor and fields were determined as a function of group velocity to
allow for whole structures to be modelled. The same mesh was used as in the rest
of this chapter; a tetrahedral mesh with 40 cells per wavelength and third order
curvature. The gradient limits and input power also remain the same.

The gradient of the X-band side-coupled standing wave structure investigated
earlier was limited by inter-cell coupling. 12 GHz travelling wave structures are
investigated in the following section to see if they still have high shunt impedance
when cell to cell coupling is included in the simulation. The φ= 7π

6 structure had
high peak fields and mediocre shunt impedance, so will not be considered as a full
structure. However the φ= 2π

3 with 8 circular coupling slots will be considered as
will the φ= 5π

6 with 8 racetrack slots.
Figure 3.29 shows the optimum group velocity for a 30 cm structure length

is ≈ 0.6%vg/c. It is assumed 6×30 cm structures would fit in 3 metres allowing
120 cm of beam transport line between structures for matching sections to keep
the transverse beam size small through the cavities. With 1.8 m of accelerating
length a gradient of 55 MV/m would be necessary for the full 100 MeV acceleration.
Accounting for off crest acceleration, for the beam to see 55 MV/m at a synchronous
phase of 20◦ (See Chapter 5) we require the peak gradient to be 60 MV/m. On top
of this we include a 5 MV/m safety margin to account for unforeseen losses such as
losses in the RF distribution network that is yet to be designed. Thus the gradient
we aim for in the small aperture optimisation is 65 MV/m.

12 GHz bTW single cell φ= 2π
3

Figure 3.41 shows the modified Poynting vector distribution for a 12 GHz structure
with vg = 0.65%vg/c; the Sc peak is on the coupling slots. Limited by Scmax =
4 W/µm2 alone it is calculated to have a gradient of > 81MV/m, however limited
by available power and shunt impedance it is calculated to peak at 58 MV/m.
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Fig. 3.41 The electric field profile for a 12 GHz single cell cavity φ= 2π
3 with 8

circular coupling slots.

Figure 3.42 shows Sc in each cell throughout the structure and the gradient in
each cell. The colour bar indicates the changing group velocity through the structure,
in this case it is a constant impedance structure so it remains constant. The Sc

peak in the first cell is almost 50% over the limit for the acceptable breakdown
rate of 1 × 10−6 bpp/m, and the overall average gradient is only calculated to reach
55 MV/m.

Fig. 3.42 The modified Poynting vector and gradient across a 60 cell 12 GHz φ= 2π
6

constant impedance structure. The red bar indicates the maximum allowable Sc

and the blue bar indicates the overall structure gradient of 55 MV/m.

Figure 3.43 shows the Sc and gradient variation through a constant gradient
structure where the group velocity is decreased throughout the structure by tapering
the coupling slots as shown in Figure 3.44, to keep the gradient constant. Attempting
the desired 65 MV/m in each cell requires a high group velocity of 1.5% of the speed
of light. Although the Sc in this structure remains below the limit of 4 W/µm2, the
field attenuation is too high to fill the final cells towards the output of the cavity.
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Thus a 30 cm structure is not adequate using this φ= 2π
3 12 GHz constant gradient

structure with 8 circular slots.

Fig. 3.43 The modified Poynting vector and gradient across the 60 cell 12 GHz
φ= 2π

6 constant gradient structure. The red line indicates the peak Sc limit.

Fig. 3.44 Sc of the first, middle, and last cell of the hybrid φ= 2π
3 structure from

left to right. The group velocity is decreased through the structure by tapering the
coupling slots.

A ‘hybrid’ constant impedance/constant gradient structure was investigated
to minimise Sc in the first few cells by operating at a higher group velocity and
hence lower field than a constant impedance structure, but to then taper the group
velocity to keep the gradient as constant as possible while still getting power to
the end of the structure. Figure 3.45 shows the structure has an acceptable Sc

through all of the cells but the overall gradient of the structure is only 58.9 MV/m.
To raise this gradient one could attempt starting at a higher group velocity but
this is limited by the how much coupling can be achieved in the first cell. In the
case of this structure shown in Figure 3.41, the maximum group velocity achievable
was 1.25% of the speed of light which was limited by the distance between the
coupling slots. A limit of 2 mm between the coupling slots was imposed, as with a
thin 1 mm septum separating adjacent cells, the septum would lose the structural
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integrity required to reach the high temperatures necessary in the manufacturing
and assembly processes described in Chapter 6.

Fig. 3.45 The modified Poynting vector and gradient across the 60 cell 12 GHz φ= 2π
6

hybrid constant impedance/constant gradient structure. The red line indicates
the maximum allowable Sc and the blue line indicates the overall gradient of the
structure: 58.9 MV/m.

12 GHz bTW single cell φ= 5π
6

A 12 GHz backwards travelling wave structure was also investigated with a phase
advance between cells of φ= 5π

6 and ‘racetrack’ coupling slots. Figure 3.46 shows the
modified Poynting vector peak on the coupling slots of a cell with a group velocity
of 0.69% of the speed of light. In single cell periodic simulations it indicated a
maximum gradient of over 87MV/m limited by Sc alone, however with the available
power and Rs this structure would only reach 59.5 MV/m which is 1.5 MV/m higher
than the φ= 2π

3 structure.

Fig. 3.46 The modified Poynting Vector distribution for 12 GHz single cell cavity
φ= 5π

6 with 8 racetrack coupling slots.
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Like the φ= 2π
3 structure the peak Sc was too high for the φ= 5π

6 to be used as
a constant impedance structure and is shown in Figure 3.47.

Fig. 3.47 The modified Poynting vector and gradient across the 48 cell 12 GHz
φ= 5π

6 constant impedance structure.The red line indicates the maximum allowable
Sc and the blue line indicates the overall gradient of the structure: 57.6 MV/m.

A constant gradient structure was also investigated and can be seen in Fig-
ure 3.48, as before, the field attenuation was too high to maintain adequate gradient
throughout the structure, however this was only by one cell which has been removed.
A φ= 2π

3 cell with vg = 0.6vg/c has a Q0 of approximately 4400 whereas a φ= 5π
6

cell with the same group velocity has a Q0 of 4800 as the cell is slightly longer,
thus there is less power attenuation through the structure. However the modified
Poynting vector is 20% over the imposed gradient limit, and optimising to reduce it
would require further shortening of the structure as the Sc peak is on the coupling
slot.

Fig. 3.48 The modified Poynting vector and gradient across the 47 cell 12 GHz
φ= 5π

6 constant gradient structure.
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15 cm Backwards Travelling Wave Structure

A shorter backwards travelling wave structure was investigated to determine if 15 cm
long structures could reach a higher gradient than the previous 30 cm structures.
As the number of klystrons would remain constant, they would have half the
input power of the 30 cm structures. The optimum group velocity of a 15 cm
12 GHz structure is 0.3% of the speed of light for a constant impedance structure
(Figure 3.29).

Fig. 3.49 The modified Poynting vector and gradient across the 24 cell 12 GHz
φ= 5π

6 constant impedance structure. Red line indicates the maximum allowable
Sc whilst the blue line indicates the overall structure gradient 59.1 MV/m.

In Figure 3.49 one can observe the peak modified Poynting vector is almost
50% too high in the first cell. The low group velocity through the structure gives
rise to high peak fields, enabling an overall structure gradient of 59.1 MV/m which
is comparable to the structures twice its length. The peak fields can be optimised
but the gradient can only drop as a result. On the other hand, the shorter constant
gradient structure shown in Figure 3.50 easily fulfilled the 65 MV/m required
gradient within the Sc limit. In order to not lose any active acceleration length
two structures would be placed side by side to effectively form a 30 cm cavity. The
RF distribution network would feed the two structures from a 3 dB hybrid coupler.
This has been demonstrated at the CLIC test facility (CTF3) and is shown in
Figure 3.51. This solution is satisfactory as a small aperture ProBE cavity.
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Fig. 3.50 The modified Poynting vector and gradient across the 24 cell 12 GHz
φ= 5π

6 constant gradient structure. The red line indicates the peak Sc limit.
Gradient = 65 MV/m.

Fig. 3.51 CLIC superstructure installed at CTF3. The structure consists of two
cavities side by side. The RF power is distributed to them via a 3dB Hybrid
coupler [118].

S-band 1.75 mm aperture TWS

In the case of the standing wave structures from the previous section, it was shown
that the high shunt impedance at 12 GHz was undermined by the high coupling
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required through so many cells, and the 3 GHz structure was calculated to reach
a higher gradient. A 3 GHz bTW structure was also investigated. For a 30 cm
structure the approximate optimum group velocity is only 0.06% of the speed of
light. A single cell periodic structure was optimised with a phase advance of φ= 2π

3
and circular coupling slots. In Figure 3.52 one can observe the Sc is much higher
distributed across the whole cell than that of the 12 GHz structures which peak
only on the coupling slots. Despite this the peak Sc does not limit the gradient it
is calculated to reach 65 MV/m in simulation. However with the available power
and shunt impedance it would only reach 57.4 MV/m, thus we can conclude the
S-band bTW structure would not reach the required gradient. It is apparent that
to utilise the high shunt impedance of X-band at small apertures the cavity lengths
must be short.

Fig. 3.52 The modified Poynting vector distribution of a 3 GHz φ= 2π
3 bTW

structure with a vg/c of 0.07%.

3.5.3 Septum thickness and peak surface electric field

The optimisation of standing wave cavities at the beginning of this chapter has been
performed using septum thickness scaled with frequency: 1 mm for 12 GHz through
to 4 mm for 3 GHz. Septum thickness does not strictly scale with frequency however
because the thickness of the septum is not an RF parameter but a mechanical
parameter. The septum thickness should be thick enough that it does not creep
when in the furnace for bonding. The mechanical strength of copper, along with
the thermal properties do not depend on frequency. Figure 3.53 shows the results
of a septum thickness study. The shunt impedance and thus gradient has a
strong dependence on septum thickness. 12 GHz travelling wave cavities have been
successfully manufactured as part of the CLIC high gradient test program with a
1 mm septum thickness [119–121] but in this case it is feared a standing wave cavity
at 12 GHz would need a thicker septum to support the heavier side-coupled cavity.
Furthermore the CLIC accelerating structures are coupled through the iris aperture,
if coupling slots are added through the septum of the backwards travelling wave
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structure might require a thicker septum. A 9.3 GHz cavity has been successfully
manufactured with a 1.75 mm septum at the Cockcroft Institute [122], so it is
assumed this thickness would also be sufficient for this application. A 2 mm septum
thickness has been successfully manufactured in the backwards travelling wave
medical linac designed by the TERA collaboration with coupling slots through the
septum [22]. It is therefore assumed that a 2 mm septum thickness is possible at
C-band too due to the smaller transverse size at this frequency than at S-band.

Fig. 3.53 Single cell pillbox cavity with a re-entrant section with a 1.75 mm aperture.
Peak fields are limited by Sc alone and which results in high peak surface electric
fields. The gradient has been calculated with the available input power and shunt
impedance.

The shunt impedance and thus achievable accelerating gradient reduces as
the septum thickness increases. In Figure 3.3 at an aperture radius of 1.75 mm
the lower frequencies have less shunt impedance than the X-band structures.
In Figure 3.53 the septa have not been scaled with frequency and nose cones
incorporated. The lower frequency structures now exhibit comparable gradients
to the X-band structures. Even with scaled septa the C- and S-band structures
were calculated to have higher shunt impedance at larger apertures, thus in the
large aperture optimisation C- and S-band cavities will be investigated with 2 mm
septa thickness’. The lower plot from Figure 3.53 shows the peak surface electric
fields resulting from using only Sc as a limit on peak fields. The figures shown are
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very high, even for high gradient operation. Normal conducting structures rarely
exceed 200 MV/m within an acceptable breakdown rate. Before Sc was proposed as
a single RF breakdown constraint [82], the surface electric field was considered to
be the primary gradient limiting quantity due to its direct role in the field emission
mechanism [89]. In the next chapter a large aperture structure is considered and
a peak surface electric field limit of 200 MV/m shall be introduced alongside the
modified Poynting vector. The limit of 200 MV/m was taken from experimental
data and is discussed in section 4.1.

3.6 Summary

In this chapter we have seen a simple pillbox cavity evolve into a re-entrant cavity
and then into coupled standing wave and travelling wave cavities. The assumption
that X-band structures could reach higher gradients at small apertures was made
looking at Figure 3.3, that overlooked the effects of re-entrant and coupling on
shunt impedance and therefore gradient. Figure 3.54 shows the maximum gradient
of cavities with 2 mm aperture radii. The blue bars show plain pillbox cavities
without coupling or nose cones and the red bars show the increase in gradient‡ with
nose cones. The green and teal bars then show the gradient calculated for 10 cm
and 30 cm standing wave cavities respectively. We can see that once coupling is
added, the higher frequency structures’ gradients are reduced more than the lower
frequency cavities.

‡Peak fields limited by Sc and gradient calculated with available power and shunt impedance.
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Fig. 3.54 Figure showing maximum gradient with and without re-entrant and
coupling. The 10 and 30cm structures are side-coupled standing wave structures.

The reduction in gradient caused by the addition of inter-cell coupling was not
seen with backwards travelling wave structures. Only one that was investigated was
calculated to reach the required gradient. The 3 GHz travelling wave structure did
not perform better than the X-band structures as it was limited by shunt impedance
and input power. The only feasible cavity for this application was the 15 cm φ= 5π

6
constant gradient backwards travelling wave structure which was calculated to
reach 65 MV/m. The 3 GHz side-coupled standing wave cavity was calculated to
reach 63.3 MV/m and in Figure 3.3 one can see that the shunt impedance does not
reduce much by increasing the aperture radius. For this reason, alongside the beam
dynamics study presented in Chapter 5 the possibility of increasing the aperture
diameter further will be investigated.





Chapter 4

Large Aperture High
Gradient Cavity
Optimisation

4.1 Large Aperture Optimisation

At the end of the previous chapter it was decided to optimise multi-cell S- & C-
band cavities with 2 mm septum thickness as shunt impedance scales with septum
thickness and this is the smallest septum successfully demonstrated in this frequency
range. Even with a scaled septum S- & C-band demonstrated the highest shunt
impedance for a larger 4 mm aperture radius as is shown in Figure 3.8, where the
gradient is calculated with the shunt impedance and input power at 100 MW/m
with Sc limited to 4 W/µm2 . The small aperture optimisation chapter used the
modified Poynting vector as a single limit on peak fields. However as was seen
in Figure 3.53 this resulted in very high peak surface electric fields. Peak surface
electric field is widely regarded as a gradient limiting quantity, thus it is necessary
to implement a limit for high gradient optimisation. There is lots of available high
gradient data at X-band from the CLIC high gradient test program, however there
is very little data available at lower frequencies. The TERA foundation performed
single cell high gradient tests of S- and C-band cavities at the CLIC Test Facility
(CTF) at CERN [123, 67, 91]. One single cell cavity was tested at both S- and
C-band, so although informative, the conclusions that can be drawn from this data
are limited.

Results from the TERA 3 GHz high gradient test program are shown in Figure
4.1. The results from winter 2012 are considered to be from an under-conditioned
cavity [124], and the value of the peak surface electric field is uncertain as there
was no direct probe inside the cavity. These uncertainties are accounted for with
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multiple fits to the data. The blue fit indicates a maximum surface electric field
of ≈ 240 MV/m for a breakdown rate of 10−6 bpp/m. The more conservative
black fit indicates maximum surface electric field of ≈ 160 − 180 MV/m. The
C-band single cell structure tested yielded slightly higher peak surface electric
fields for a given BDR, however the frequency dependence of peak surface electric
field is questionable, this is discussed in [125]. For this reason along with the error
uncertainties in the data a maximum surface electric field of 200 MV/m for both
S- and C-band cavities was decided. This is also the limit used in the CLIC high
gradient test program [120].

The peak field limit Sc has also been revised for this study. In the small aperture
optimisation Scmax =4 W/µm2 because it was considering 12 GHz power sources
which typically have maximum pulse lengths of 1.5 µs. In this optimisation study
we are considering lower frequencies of ≤5.7 GHz and power sources in this range
can typically pulse up to 5 µs. Sc scales with BDR as

BDR ∝ S15
c t

5

[82] as such the new Scmax =2 W/µm2. The simulations in this chapter have been
done using the Eigenmode solver in CST. A tetrahedral mesh was used with 40
cells per wavelength and third order curved elements.

Fig. 4.1 Scaling fits taken from the TERA publication on the 3 GHz single cell high
gradient test results [67].
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4.2 Travelling Wave

S- and C-band backwards travelling wave structures with an aperture of 4 mm
radius and a septum thickness of 2 mm were investigated as single cell structures. As
a starting point they were optimised for the optimum vg for a constant impedance
structure as was done in the previous chapter. In the small aperture optimisation
chapter the constant gradient structures reached higher gradients than constant
impedance but the optimal vg for a constant impedance structure serves as a good
average across the structure. For a 30 cm long S-band structure that is 0.07%vg/c

and 0.16%vg/c for C-band. Initially 16 circular coupling slots were simulated at a
phase advance of φ= 5π

6 as that phase advance yielded the highest shunt impedance
in the coupling slot study done in the ‘small aperture’ chapter. It did not have
as larger range of vgs but the lower frequency cavities considered in this structure
do not have such a high coupling requirement. Opening the beam aperture will
have a negative effect on the shunt impedance, so that is prioritised by choosing
φ= 5π

6 . Figure 4.2 shows the electric field profiles of the single cell structures
simulated. S-band is the larger structure on the left. In the centre is the C-band 16
slot structure; the space between the slots was limited to 2 mm minimum and this
restricted the maximum vg to 0.18%. A constant gradient of this length requires a
higher group velocity at the start of the structure to adequately fill each cell. Thus
the number of coupling slots was reduced to 8, shown on the right, although there
are fewer slots, they are free to be larger. From the coupling slot study we learned
that fewer larger slots will result in higher peak magnetic fields for the same vg but
the overall coupling requirement is not as high as it was with X-band so it should
not be gradient limiting.

Fig. 4.2 Absolute component of the electric field profiles of S- and C-band travelling
wave structures investigated at 4 mm aperture. Initially 16 coupling slots were
implemented for the C-band (centre) structure but vg was limited by space between
slots so 8 slots were used (right).

As with each structure mentioned thus far, the nose cones for these single
cell structures were individually optimised. The fields were calculated in CST
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Parameter Value
Cone Angle (CA) 25◦

Inner Nose Radius (Rin) 1 mm
Outer Nose Radius (Ron) 1 mm
Inner Corner Radius (Ric) 1 mm
Flat (Lf ) 0

Table 4.1 Minimum nose cone parameters considered in the large aperture optimi-
sation.

Microwave Studio [112], and the nose cone parameters altered to bring the fields
within acceptable limits while maximising shunt impedance. The optimisation
process for the S-band single cell travelling wave structure is shown in Figure 4.3.
The parameters are initially set at their minimum values for manufacture [117].

These values produce sharp nose cones which usually enhance the electric field
beyond acceptable limits then visualising the location of the peak surface electric
field, one can increase blend radii or the nose cone angle to lower the peak fields,
utilising the nose cone optimisation study. Firstly the optimum gap between the
nose cones is identified as was demonstrated in Figure 3.21. Then the radii and cone
angle are optimised. The inner nose cone radius (Rin) is closest to the beam axis as
was shown in Figure 3.9. It is desirable to keep that radius small as that is the ideal
location of the peak field. The nose cone study in the previous chapter showed that
Ron can be varied with a smaller effect on shunt impedance. Firstly an attempt
was made to reduce the peak field by increasing Ron. This reduced the peak surface
electric field by 59 MV/m. Figure 4.3 shows that start to saturate and an even
smaller reduction in Epeak would be seen between 3 mm and 4 mm. Next Epeak was
reduced by a further 25 MV/m by increasing Rin. The flat section (Lf) that lies
between Rin and Ron was increased next. The first step from 0 to 0.2 mm reduced
Epeak by 23 MV/m: however there was no advantage to increasing it further as it
reduced Epeak by < 1 MV/m. Next the nose cone angle (CA) was swept, and at
55◦ it brings Epeak just over the limit at 204 MV/m. Lf was then revisited to try
and reduce the 4 MV/m but the reduction in gradient was substantial so it was
left at 204 MV/m. Overall, using solely Sc as a gradient limiting quantity, this
structure would have reached 55 MV/m, but using the peak surface electric field as
a limiting quantity, the gradient is reduced to 48.8 MV/m.
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Fig. 4.3 Nose cone optimisation process for S-band φ=5π
6 single cell structure. The

gradient is calculated with the available shunt impedance and 12.8 MW input power
per structure. Legend indicates the nose cone angle.

The main figures of merit for both the S- and C-band single cell structures are
shown in Table 4.2. Comparing the two: C-band has a higher shunt impedance
and thus gradient than the S-band structure but the group velocity is higher than
the optimum and shunt impedance decreases with rising vg. Furthermore there are
fewer S-band cells in 30 cm than C-band cells so even though at first glance the
C-band structure outperforms the S-band structure, the whole structure must be
considered before drawing any conclusions. The single cell only being calculated
to reach 50 MV/m within the gradient limits is a good indication that it will not
reach the target 55 MV/m. The peak magnetic field in both cases operating at the
gradients they reach is comfortably within the 273 A/kV limit for pulsed magnetic
heating to remain < 40K. Both structures very slightly exceeded the 200 MV/m
peak surface electric field limit, but were within the Sc=2 W/µm2 limit. Next the
radius of the coupling slots was swept to vary the vg for an entire structure.
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Parameter S-band C-band Units
f Frequency 3 5.7 GHz
rc Cell Radius 30.7 18.4 mm
l Cell Length 24.81 13.06 mm

vg/c Group Velocity -0.09 -0.17 %
tfill Filling time 1.1 0.6 µs
Q0 Q-factor 9657 7306
Z Shunt Impedance 61.9 65.3 MΩ/m
Eacc Gradient 48.8 50.1 MV/m

Epeak/Eacc Normalised Peak Surface E-field 4.2 4
Hpeak/Eacc Normalised Peak Surface H-field 4.3 4.8 A/kV

Sc Modified Poynting Vector 2 1.6 W/µm2

Table 4.2 Parameters for single cell φ=5π/6 backwards travelling wave structures.
Gradient is limited by 12.8 MW input power with available shunt impedance. Both
are limited by peak surface electric field.

Figure 4.4 shows the fields, gradient and group velocity throughout the 21 cells
of a C-band backwards travelling wave structure with a phase advance of φ=5π/6.
Single cell simulations indicated that at the optimum group velocity, the structure
would operate at 50 MV/m limited by the peak surface electric field. To operate as
a constant gradient structure with the required 55 MV/m the peak surface electric
field would have to be 13% over the 200 MV/m limit. Furthermore, the vg must be
relatively slow at the start of the structure and power dissipates before the last
cell, so no power is transmitted through the structure. This is why the final cell
has been removed leaving only 21 cells instead of 22. The magnetic fields on the
couplings slots in the first half of the structure would cause pulsed magnetic heating
of over 40 K which could cause cracking and trigger the breakdown mechanism.
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Fig. 4.4 C-band constant gradient backwards travelling wave structure φ=5π
6 peak

fields and gradient limited by 12.8 MW input power and available shunt impedance.
Red lines indicate maximum allowable values for each respective plot.

Figure 4.5 shows the fields, gradient and group velocity throughout the 15 cells
of an S-band backwards travelling wave structure, also with a phase advance of
φ=5π/6. Unlike the C-band structure, there are few enough cells for the power to
comfortably fill the whole structure with 3 kW transmitted at the output. The
relatively low number of cells means the structure does not suffer from high peak
magnetic fields as a result of high inter-cell coupling. However, to achieve a constant
gradient of 55 MV/m throughout, the peak surface electric field must be exceeded
by 16%, and Sc is also over the limit.
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Fig. 4.5 S-band constant gradient backwards travelling wave structure φ=5π
6 peak

fields and gradient limited by 12.8 MW input power and available shunt impedance.
Red lines indicate maximum allowable values for each respective plot.

4.3 Standing Wave

Side-coupled standing wave structures were also investigated at both S- and C-
band with a 4 mm aperture radius. The quadruplet simulated in CST is shown in
Figure 4.6, with the π

2 mode excited. Both the S- and C-band cavities had their
nose cones individually optimised following the same methodology as mentioned
in the previous section. The coupling slots were also individually optimised. The
S-band structure shown in Figure 4.6 still only requires 2% coupling so has a regular
length side-coupled cavity. The C-band structure shown in Figure 4.7 has had
the length of the side-coupled cavity increased to increase the coupling to >4%
without lowering the cell further down into the accelerating cavity and reducing
the shunt impedance. Table 4.3 shows the main figures of merit for a C-band
side-coupled structure. At a gradient of 48.5 MV/m the surface electric field peaks
at 212 MV/m on the nose cone. This allows for no further optimisation to increase
the gradient as that would increase the peak field further above the limit. Both
the peak surface electric field and Sc are limiting the gradient in this case.
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Fig. 4.6 Cross section of S-band side-coupled standing wave structure quadruplet
model used in simulation with periodic boundaries. Electric field plot showing the
π
2 mode.

5.7 GHz SCSWS
Parameter Value Units

f Frequency 5.7 GHz
S Septum Thickness 2 mm
rc Accelerating Cell Radius 16.9 mm
rsc Coupling Cell Radius 7.2 mm
l Accelerating Cell Length 15.7 mm
lsc Coupling Cell Length 20 mm
Ncell Number of Accelerating Cells 19
d Coupling Slot Depth 1.4 mm
k Coupling factor 4.2 %
Q0 Q-factor 7804
tfill Filling time 220 ns
Z Shunt Impedance 61.2 MΩ/m
Eacc Gradient 48.5 MV/m
Epeak Peak Surface E-field 212 MV/m
Hpeak Peak Surface H-Field 320 kA/m
Sc Modified Poynting Vector 2 W/µm2

Table 4.3 Parameter table for the 5.7 GHz side-coupled standing wave cavity.
Gradient is limited by 12.8 MW input power, and available shunt impedance.

Figure 4.7 shows the surface magnetic field profile of the C-band side-coupled
standing wave quadruplet simulated. This peak field is a result of the amount of
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coupling required for the 19-cell cavity. The peak field can be reduced by increasing
the length of the side-coupled cell and reducing the slot depth however this is
already a ‘long cell’. Increasing the length further requires a reduction in cell radius
to tune it to the correct operating frequency, and the capacitive region in the
side-coupled cell becomes too small. The capacitive gap in the side-coupled cell
could be reduced to tune the coupling cell, but it has been limited at 3 mm to keep
peak fields small.

Fig. 4.7 Magnetic field profile of a C-band side-coupled quadruplet.
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3 GHz SCSWS
Parameter Value Units

f Frequency 3 GHz
S Septum Thickness 2 mm
rc Accelerating Cell Radius 36 mm
rsc Coupling Cell Radius 12.4 mm
l Accelerating Cell Length 29.8 mm
lsc Coupling Cell Length 29.8 mm
Ncell Number of Accelerating Cells 10
d Coupling Slot Depth 1.5 mm
k Coupling factor 2.3 %
Q0 Q-factor 13260
tfill Filling time 700 ns
Z Shunt Impedance 75.3 MΩ/m
Eacc Gradient 53.8 MV/m
Epeak Peak Surface E-field 210 MV/m
Hpeak Peak Surface H-Field 262 kA/m
Sc Modified Poynting Vector 0.9 W/µm2

Table 4.4 Parameter table for the 3 GHz side-coupled standing wave quadruplet.
Gradient is limited by 12.8 MW input power, and available shunt impedance.

The main parameters and figures of merit for the 3 GHz side-coupled standing
wave quadruplet seen in Figure 4.6 are shown in Table 4.4. The coupling requirement
for this structure is only 2% so it was unnecessary to use a long coupling cell to reduce
the peak surface magnetic field on the coupling slots. The peak surface magnetic
field was only 262 kA/m at 2.3%; slightly more coupling than is necessary. The
3 GHz quadruplet was calculated to achieve a gradient of 53.8 MV/m outperforming
its C-band counterpart by 5.3 MV/m, with lower peak fields. Sc was much lower
than the limit of 2 W/µm2, but increasing the size of the nose cone to increase
gradient further would have also raised Epeak which was already over the limit at
210 MV/m.



130 Large Aperture High Gradient Cavity Optimisation

Parameter S-band
bTW

C-band
bTW

C-band
SW

S-band
SW

Units

f Frequency 3 5.7 5.7 3 GHz
l Cell Length 24.8 13.1 15.7 29.8 mm

Ncell Number of cells 15 22 19 10
vg/c

k

Group Velocity
k-factor

-0.2
-0.04

-0.5
-0.0

4.2 2.3 %

tfill Filling time 0.8 0.4 1.4 4.4 µS
Z Shunt Impedance 85.4 65.6 61.2 75.3 MΩ/m

Pin Input Power 10 10 11.4 11.6 MW
Eacc Gradient 48.6 47.5 46.8 51.1 MV/m

Epeak Peak Surface
E-field

204 200 200 200

Hpeak Peak Surface
H-field

153 256 302 267 kA/m

Sc Peak Modified
Poynting Vector

1.6 1.53 1.74 0.8 W/µm2

Table 4.5 parameters for each large aperture structure considered with the input
power reduced to bring the peak surface electric field within limits. Group Velocity
indicates the values at the start and end of the structures. The C-band bTW did
not have enough power to fill the entire structure with 10 MW input power. Values
in red exceed target values.

The figures of merit for each full large aperture structure considered in this
chapter are summarised in Table 4.5 where the input power, for some structures, has
been reduced to operate within the peak surface electric field limit of 200 MV/m.
Comparing all of the structures, the S-band structures are calculated to reach higher
gradients than the C-band structures for both standing and travelling wave. This
could be due to the same limits imposed on both despite the frequency difference.
The limit of 2 mm septum thickness was imposed on both structures and shunt
impedance strongly varies with septum thickness. Relative to the cell length, the
S-band structures have a thinner septum. Additionally, as discussed at the start of
the chapter C-band structures are likely to exceed the peak surface electric field of
S-band structures at the same breakdown rate, however the data for this frequency
is limited and the frequency dependence of the peak surface electric field before
breakdown is contested in the literature. The C-band backwards travelling wave
structure did not have enough power to fill the end cell when the power was reduced
to 10 MW. The nose cones could be reduced to lower Epeak instead but this would
lower the gradient further. The C-band standing wave structure exceeded the peak
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surface magnetic field limit of 273 kA/m. The S-band structures have the highest
gradient, but the standing wave structure is slightly higher than the backwards
travelling wave structure. It is for those reasons we conclude the S-band standing
wave structure is most suitable for our design goals and brings us closest to our
target gradient of 55 MV/m. It has the added advantage of a small peak Sc which
means we can operate at the 5 µs pulse length where the Sc limit is 1.4 W/µm2,
meaning the linac will produce the necessary beam current as is shown in Chapter 5.
A prototype will be built and once the cavity is high power tested we may find it’s
possible to operate the cavity at a slightly higher peak surface electric field with
an acceptable breakdown rate.

4.4 Final Prototype Structure

The S-band quadruplet was further optimised to reduce cavity coupling and to
add bead pull access to the side-coupled cells. The details of the final prototype
quadruplet are shown in Table 4.6. The optimisation was completed using the
Eigenmode solver in CST. A tetrahedral mesh was used with 40 cells per wavelength
and third order curvature. This was increased to 70 cells for the final optimised
structure for the best possible accuracy. This was the finest mesh the distributed
computing network used could successfully simulate.

3 GHz Prototype Structure
Parameter Value Units

f Frequency 2.9985 GHz
S Septum Thickness 2 mm
rc Accelerating Cell Radius 36 mm
rsc Coupling Cell Radius 13.1 mm
l Accelerating Cell Length 29.8 mm
lsc Coupling Cell Length 29.8 mm
Ncell Number of Accelerating Cells 11
d Coupling Slot Depth 1.2 mm
k Coupling factor 2 %
Q0 Q-factor 13279
tfill Filling time 4.4 µs
Z Shunt Impedance 75.5 MΩ/m
Eacc Gradient 53.9 MV/m
Epeak Peak Surface E-field 215 MV/m
Hpeak Peak Surface H-Field 261 kA/m
Sc Modified Poynting Vector 0.9 W/µm2

Table 4.6 Parameters for the final prototype structure - Gradient limited by 12.8 MW
input power and available shunt impedance.
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The coupling slot was reduced from 1.5 mm to 1.2 mm reducing coupling from
2.3% to the 2% required. This has a small effect on the shunt impedance and
increased the overall gradient by 0.1 MV/m. With the full prototype structure in
mind, additional access apertures were added to the side-coupled cells to allow
for a bead pull experiment to measure the fields in them during cavity tuning.
Subsequently the radius of the side-coupled cells increased slightly. The additional
access apertures are shown in Figure 4.8.

Fig. 4.8 The prototype Quadruplet electric field distribution.

As the final cavity design is a bi-periodic side-coupled structure, it has two π/2
modes. Figure 4.9 shows the unexcited π/2 mode in the coupling cells on the left,
and the excited accelerating cells on the right. The two modes are within 69 kHz.
The coupling factor was calculated for a maximum stopband of 1.5 MHz so it is
well within this.

Fig. 4.9 Peak E-field (Z) in the final side-coupled quadruplet. The unexcited π/2
mode in the coupling cells on the left, and the excited accelerating cells on the
right.
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4.4.1 Power Coupler

Construction of a full prototype vacuum model begins with the addition of a power
coupler. A power coupler is essentially a transition piece between the cavity wall
and WR284 S-band waveguide; what the RF power distribution network is made of.
Typically power is coupled into side-coupled standing wave structures magnetically
through the centre cell. Figure 4.10 shows the vacuum model of a coupling cell
added between the two accelerating cells of a quintuplet.

Fig. 4.10 Vacuum model of the power coupler added to a coupling cell in the centre
of the optimised quintuplet.

The red rectangular input port is where the flange will be located to connect to
WR284 waveguide. The width of WR284 is wider than the length of the cell so the
coupler is tapered down to match. Just before the cavity the coupler tapers further
to a bottle neck. The width of this bottleneck is adjusted to adjust the amount of
coupling between the cavity and the power source. This must be tuned to achieve
critical coupling which is when no power is reflected back from the cavity to the
power source. The coupling factor was introduced in Chapter 2 as

βc = Q0

Qe

(4.1)

and a cavity is critically coupled when βc=1. Qe scales with the number of
cells so for a three cell model of what will eventually become an 11-cell prototype
βc≈3.7. The Eigenmode solver in CST has result templates for both Q0 and Qe.
Initially the bottle neck width was adjusted to achieve Q0=13307 and Qe=3532
thus βc=3.76. This result is slightly overcoupled but close enough as the addition of
the six additional accelerating cells and two endcells into the full prototype model
will require further optimisation. The addition of the power coupler perturbs the
field and the frequency must be tuned. Tuning the coupling cell in the centre with
its radius like was done with the previous accelerating cells however changes the
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cell to cell coupling and detunes the coupling cell. The radius of the coupling cell
was kept constant, and instead the cell was tuned with the nose cones. Changing
the distance between the nose cones changes the capacitance between them and
thus the resonant frequency of the cell. The gap between the nose cones was
increased from 18 mm in the accelerating cells to 19.5 mm in the centre coupling
cell to achieve field flatness within 10.3% at 2.9985 GHz. Figure 4.11 shows the
Z-component of the electric field in the model (coupler not shown) and there is
strong field in the side-coupled cells. This is not expected as the side-coupled cells
were tuned to 2.9985 GHz as part of the quintuplet previously.

Fig. 4.11 Z-component of the E-field inside the coupling cell with power coupler
(not pictured) with two ordinary coupling cells. Unwanted fields are shown in the
side-coupled cells.

The radius of the side-coupled cell and the gap were swept in an attempt to
re-tune these cells but just moved further away in frequency. As too much field
in a neighbouring cell suggests too much coupling between the cells, the length
of the side-coupled cell and thus the coupling slot was reduced. As 2% coupling
should provide field flatness within 1% it was assumed there was room to reduce
the coupling by a small amount. 1% is very tight similar cavities have been tuned
within 3% field flatness. The resulting field map is shown in Figure 4.12 and the
field is no longer seen in the side-coupled cells.
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Fig. 4.12 Z-component of the E-field inside the coupling cell with power coupler
(not pictured) with two ordinary coupling cells.

The magnitude of the electric field along the beam axis is plotted in Figure 4.13.
The green line shows the electric field of the model shown in Figure 4.11 with
unwanted field in the side-coupled cells. The red line shows the field in Figure 4.12
where the length of the coupling cell has been reduced by 1 mm. Neither solution
are completely field flat within an acceptable margin, but the optimum obviously
exists somewhere between those two points.

Fig. 4.13 Electric field along the beam axis of the three cell power coupler model.
Green line has no reduction in length for the side-coupled cell and the red line has
reduced the length by 1 mm.

The reduction in the length of the side-coupled cell was swept between 0-1 mm
and the structure was found to be field flat with length reduced by 0.4 mm shown
in Figure 4.14. S11 > −5dB for the 3-cell model and coupler because it has been
tuned to βc = 3.76. When the other 8 cells are added to the model it will reduce
to < −30 dB when βc = 1.
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Fig. 4.14 S-parameters of the 3-cell coupler model showing it is overcoupled (Top).
Z-component of E-field along the beam axis of the 3-cell coupler model (Bottom).

4.4.2 End cells

The cells on the end of the structure differ to the normal accelerating cells because
they couple to a side-coupled cavity on one side, and the beam pipe on the other.
This is shown in Figure 4.15.
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Fig. 4.15 End cell model comprised of beam pipe one end cell, one accelerating cell
and 1.5 coupling cells. Z-component of electric field is shown.

The frequency of the two end cells has to be adjusted to account for this
perturbation. Adjusting the radius would also alter the coupling slot and perturb
the field in the adjoining coupling cell and thus the neighbouring accelerating cell.
Thus the end cell nose cone gap was reduced from 18 mm to 17.88 mm like with the
coupling cell, this slightly increased the local Epeak. Z-component of the electric
field on axis is plotted in Figure 4.16

Fig. 4.16 Z-component of E-field along the beam axis of the end cell model.

4.4.3 Full structure

In the previous sections the coupler cell and the end cells have been tuned to
2.9985 GHz by adjusting the length of the gap between the nose cone. The bottle-
neck of the coupler has been adjusted to achieve roughly critical coupling. In this
section the end cells are added to the 3-cell coupler model with normal accelerating
and coupling cells between to form an 11-cell prototype structure. The vacuum
model is shown in Figure 4.17.
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Fig. 4.17 CST vacuum model of the 11-cell prototype structure.

Previously the length of the side-coupled cell was reduced by 0.4 mm to achieve
field flatness after the addition of the power coupler. The magnitude of the electric
field along axis is plotted in Figure 4.18 and shows the cavity is no longer field flat.

Fig. 4.18 Magnitude of the electric field along axis of the 11-cell prototype structure
with a reduction in coupling of 0.4 mm.

Figure 4.19 shows S11 for the 11-cell model shown in Figure 4.17. The cavity
is no longer well matched reflecting more than half the power at the operating
frequency. There is also an unwanted mode near 3 GHz.
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Fig. 4.19 .

The reduction in accelerating cell length was swept again to find the optimum.
Reducing the length of the coupling cells by a further 0.05 mm was necessary to
achieve the electric field distribution shown in Figure 4.20 and plotted in the top
plot of Figure 4.21.

Fig. 4.20 The 11-cell prototype electric field distribution after final optimisation.

The bottleneck of the power coupler was also re-optimised to achieve critical
coupling that is shown in Figure 4.21. The final results shown in this figure were
obtained running a high mesh simulation (70 cells per wavelength) as this is the
final characterisation before manufacturing the structure.
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Fig. 4.21 Electric field distribution along the beam axis of the prototype model
after final optimisation (Top). S-parameters of prototype structure after final
optimisation simulations (Bottom).

The resonance peak in the bottom left plot of Figure 4.21 is slightly off frequency
which was initially thought to be acceptable due to the large tuning ability provided
by the tuning pins which are added in Chapter 6. After the drawings of this cavity
had been completed and sent to the manufacturer an additional simulation was done
using the Eigenmode solver to confirm the final dispersion curve of the prototype
structure. This is shown in Figure 4.22. Only modes 7-12 appear as one one expect
in a typical dispersion curve. Mode 12 is the accelerating π/2 mode and mode 13
is the side-coupled π/2 mode. It is clear that the stopband has not closed and
thus the accelerating mode lies on a plateau rather than the steepest past of the
dispersion curve. The accelerating mode will be unstable due to its proximity to
its neighbour mode 11.
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Fig. 4.22 Dispersion curve of the final prototype structure. The stop-band between
the two π/2 modes has not been adequately closed.

The final tuning simulations for the full prototype were performed using the
frequency domain in CST, with a field monitor set up at 2.9985 GHz to observe the
fields at this frequency. Due to the final structure being completed in great haste
to meet a non-negotiable deadline, the widening of the stopband was regrettably
overlooked until after the manufacture of the disks. It was assumed that because
field flatness had been satisfied the stopband was also closed. Reducing the length
of side-coupled cell simply detuned them and took them far away from the resonant
accelerating cells. Figure 4.23 shows the accelerating mode of the final prototype
structure at 2.998 69 GHz. The mode is only slightly off frequency but unfortunately
the field is not completely flat as is shown in Figure 4.24. The mode should be able
to be bought to the correct frequency with the tuning pins presented in Chapter 6.
This will allow a high power test of the cavity to still be successfully completed.
However it is unlikely the large 20 MHz stop-band between the accelerating π/2
mode and the side-coupled π/2 mode, can be closed with the tuning pins. It may
be possible to send the machined disks for further machining to take a millimetre
off of the side-coupled cells before bonding, and bring the structure within the
range of the tuning pins.
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Fig. 4.23 Ez of the accelerating mode of the final prototype structure at 2.99869
GHz.

Fig. 4.24 The Z-component of the electric field on axis of the accelerating mode of
the final prototype structure.



Chapter 5

Beam Dynamics

Transverse and longitudinal beam dynamics were introduced in Chapter 2 alongside
many other concepts necessary for designing an RF cavity. The primary goal of
an RF cavity is to accelerate a beam of charged particles to the desired output
energy, but it is also important to produce enough output current. Beam dynamics
must be considered from the very start of the cavity design process and throughout
to ensure the RF design is optimal for that specific application. In the case of
the ProBE linac the beam current must be sufficient to ensure imaging of each
patient in a clinically acceptable period of time. A significant beam loss of around
90% of particles is inherent in all cyclinac schemes due to the large frequency
mismatch between the 72.8 MHz cyclotron and the high frequency (3-12 GHz) linac,
a small transverse aperture can contribute more loss considering the relatively large
transverse emittance c.10 mm − mrad obtained from therapy cyclotrons. In this
chapter the beam dynamics studies that were undertaken alongside, and informed
the RF cavity optimisation are presented. Both a small aperture and a large
aperture scheme were considered. By minimising the beam aperture radius, one
can maximise the shunt impedance and thus accelerating gradient of a cavity.
However, a smaller aperture means the transverse beam size must be kept to
a minimum requiring more focussing magnets between cavities. More magnets
between cavities means less space for accelerating cavities, and shorter cavities
require higher gradients to achieve the same acceleration. Therefore a large aperture
scheme was also studied to see if the optimal was longer cavities with lower gradient,
that require less intense focussing between cavities. Following that the cavity length
is investigated to ensure that is also the optimum. In this study the starting energy
is 230 MeV and the final energy is 330 MeV.
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5.1 Cyclotron Linac Beam Matching

The ProBE booster linac is a normal conducting pulsed machine, the RF power
is pulsed to enable higher peak powers to be utilised while the average power is
suitably low to prevent excess heating. A typical 50 MW klystron foreseen to power
this linac can be pulsed at a maximum repetition rate of 200 Hz with a maximum
pulse length 5 µs, corresponding to a maximum duty cycle of 0.1%, meaning the
linac is off for the vast majority of the time - 99.9%. At PSI [59] cyclotron beam
‘chopping’ has been successfully demonstrated, to reduce activation of the linac
during ‘off time’ [126]. This enables the cyclotron beam to be pulsed at 200 Hz to
match the klystron repetition rate, with a rise time of 1 µs. Within each 5 µs flat
top ‘pulse’ from the cyclotron are 357, 0.8 ns long pulses, bunched at the cyclotron
frequency of 72.8 MHz which corresponds to every 13.7 ns. 1 period of RF at 3 GHz
is 0.3 ns long thus each proton bunch from the cyclotron sees just over 2.5 RF
periods in the linac. These concepts are visualised in Figure 5.1.

Fig. 5.1 Timing diagram for the cyclinac scheme, showing, from top to bottom, the
linac RF pulses, the cyclotron pulses, the linac RF in each pulse and the proton
intensity profile [67].

The Christie Varian ProBeam cyclotron [127] has an extraction current at
230 MeV up to 800 nA. Taking into account the duty cycle at 200 Hz from the
cyclotron linac frequency mismatch, the average current entering the linac is 0.8 nA.
To achieve the required imaging current of 3.2 pA [128] the linac must have a total
transmission of only 0.4%. If the structure needs to operate with a lower duty cycle,
the transmission required through the structure to deliver the same dose must
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increase. The thermal cavity simulations performed in Chapter 6 have estimated
the cavity may need to run at a 40 Hz repetition rate to keep the average power
low. Lowering the repetition rate to 40 Hz requires 2% total transmission through
the linac for the required beam current at 330 MeV.

5.2 Transverse and longitudinal losses

In Chapter 2 it was shown that a synchronous phase should be chosen on the
rising edge of the wave for longitudinal bunch stability. Ideally all of the particles
will see the same accelerating gradient and have equal energy leaving the linac
resulting in 100% longitudinal transmission after the energy selection (ES) system.
Unfortunately this is not practically possible and many particles will see different
acceleration and be removed by the energy selection system at the end of the linac.
These losses are referred to as longitudinal losses. Particles can also be lost on
the structures iris due to the beam size exceeding the diameter of the aperture
and hit the cavity iris or if they are deflected transversely and fail to rejoin the
bunch. We refer to these as transverse losses. These two loss mechanisms couple
together in the case that an off axis particle sees a smaller electric field due to
the radial electric field distribution in the aperture. Such a particle may gain
less energy than the synchronous particle and consequently fall out of the stable
bunch (see Section 2.2.1) it may then be removed by the ES system. Similarly a
particle in the bunch may deviate in energy and thus experience a larger kick from
a quadrupole, resulting in it colliding with a cavity iris and being lost. In these
cases a longitudinal effect results in a transverse loss and vice versa.

5.3 Cavity Aperture Study

5.3.1 Small Aperture Scheme

The small aperture beam dynamics scheme aims to benefit from the fact that
pCT requires a smaller beam current than proton therapy linacs, or high energy
physics experiments. It is thought that by minimising the beam size throughout
the cavities, the aperture radius can also be minimised and higher gradients can
be achieved as a result of higher shunt impedances. In the small aperture scheme,
higher gradients are also necessary because more space between cavities must be
occupied by magnets to keep the beam size small. Figure 5.2 shows a diagram of a
beam envelope through an RF cavity, with the ‘waist’ or smallest point set in the
centre of the structure. If the length of the cavity is reduced, so is the maximum
beam size that exists within that cavity. This alongside the need for more magnets
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between cavities contributes to lower active acceleration length of the linac and
increases the gradient requirement.

Fig. 5.2 Typical beam envelope through an RF cavity. The beam envelope is shown
in red, and the smallest part of the beam or the ‘waist’ is shown in the centre of
the cavity [129].

As the bunch length is long compared to the RF wavelength the beam parameters
were optimised to maximise transmission for the entire RF cycle rather than a
small range of phases. The cavity was modelled as a drift length as it was assumed
the transverse and longitudinal fields over an entire RF cycle would cancel. Thus
the transfer matrix for cavity was given as

x1

x′
1

 =
1 Lcav

0 1

x0

x′
0

 =
x0 + Lcavx

′
0

x′
0

 (5.1)

As is shown in Figure 5.2, the beam size is minimised in the central cell to minimise
the overall beam size in the cavity. The aperture radius rap at the beginning and
end of the cavity can be projected onto phase space as shown in Figure 5.3. The
vertical dashed lines represent the cavity aperture radius (rap) at the entrance to
the cavity and the diagonal dashed lines represent the aperture at the cavity exit.
Inside of the parallelogram is the largest ellipse possible at the acceptance of the
cavity. From this the acceptance Twiss parameters and the emittance at the start
of the cavity were determined.
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Fig. 5.3 The allowed phase space region through an RF cavity with aperture radius
rap and the largest phase space ellipse possible inside of it [129].

Using Equation 5.1 the aperture limit at the end of the cavity was written as
x1 = x0 + Lcavx

′
0 = ±rap and the limits on phase space were then written as

x0 ≤ rap (5.2)
x0 ≥ rap (5.3)

x′
0 ≤ rap − x0

Lcav

(5.4)

x′
0 ≥ rap + x0

Lcav

(5.5)

This describes a parallelogram in phase space but the acceptance will be the largest
ellipse that fits inside of this parallelogram. The corners of the parallelogram were
next expressed as

P1 : (x, x′) = (rap, 0) (5.6)

P2 : (x, x′) = (rap,−
2rap

Lcav

) (5.7)

P3 : (x, x′) = (−rap, 0) (5.8)

P4 : (x, x′) = (−rap,
2rap

Lcav

) (5.9)

The midpoints between the corners of the parallelogram are where the ellipse
touches it and were then expressed as
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M1 : (x, x′) = (rap,−
rap

Lcav

) (5.10)

M2 : (x, x′) = (0,− rap

Lcav

) (5.11)

M3 : (x, x′) = (−rap,
rap

Lcav

) (5.12)

M4 : (x, x′) = (0, rap

Lcav

) (5.13)

The points M1 − M4 were then equated to the corresponding points on the
parametrised phase space ellipse shown in Figure 2.9. From M4√

ε

βT

= rap

Lcav

(5.14)

From M1

√
εβT = rap (5.15)

−αT

√
ε

βT

= − rap

Lcav

(5.16)

and from these the acceptance Twiss parameters and the geometric emittance for
the minimum aperture scheme were determined in terms of the length of the cavity
Lcav and the radius of the aperture rap

βTacc = Lcav (5.17)
αTacc = 1 (5.18)

εgacc =
r2

ap

Lcav

(5.19)

and as we require the beam to be be focussing in both the horizontal and vertical
planes at the start of the cavity, and defocussing in both planes at the output of
the cavity, βTacc = βTout and αTacc = αTout , where βTout and αTout are the output
Twiss parameters.

The magnets between RF cavities that keep the beam on track are called
matching sections. Having determined the optimum beam parameters at the
acceptance and output of each cavity, the matching sections were designed. In
order to match the four Twiss parameters βTacc , βTout , αTaccandαTout 4 degrees of
freedom were needed, and thus 4 quadrupoles in each matching section. Permanent
Magnet Quadrupoles (PMQs) were chosen for this application due to their compact
size. The aperture radius of the PMQs was chosen as 6 mm to allow for a large
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beam ‘blow-up’ between cavities, helping to minimise the beam size inside the
cavities. The PMQs were assumed to be 3 cm each in length and 2 cm each side of
the magnet was left free for practical purposes. This made the minimum length
of each matching section Lmatch =22 cm. The total linac length should not exceed
3 m to ensure it can fit in the allocated space in the Christie beam line. If the
number of RF cavities in the linac is n and length of the cavity is Lcav then the
active accelerating length is nLcav assuming no matching section is required after
the final cavity there will be n− 1 matching sections and

nLcav + (n− 1)Lmatch ≤ 3 (5.20)

A maximum gradient of 65 MV/m was assumed for the small aperture scheme
based on the optimisation studies presented in Chapter 3. This is comparable
to what has been demonstrated experimentally for medium-β 3 GHz cavities (see
Chapter 7. Using a typical synchronous phase of 20◦ the accelerating gradient seen
by the beam will be lowered to 61 MV/m thus the active accelerating length of the
linac must be at least 1.64 m to gain 100 MeV. 6×22 cm matching sections will fit
in the remaining 1.36 m non active length thus the minimum aperture scheme can
consist of a maximum of 7 × 24 cm cavities.

The acceptance Twiss parameters and emittance derived in Equations 5.17
were used with the values Lcav=24 cm and rap=1.75 mm to design the matching
sections for the small aperture scheme. MAD-X [130] is a code developed at CERN
to simulate beam dynamics and optimise beam optics, and it was employed to
study the matching the sections outside of this work [129]. The study indicated a
quadrupole strength of K=367 m−2 or a field gradient of 1044 Tm−1 was necessary
to make the minimum aperture scheme feasible. Neodymium PMQs magnets can
produce a pole tip field of up to 1.4 T. In this study the quadrupoles were assumed
to be 3 cm in length with a bore radius of 6 mm to allow for a large beam size
between cavities.The K-strength of a magnet is calculated as

K = g

pc
= cg

βE
(5.21)

where g = B/rb is the quadrupole field gradient which is the pole tip field B divided
by the bore radius of the PMQ (rb). This makes the maximum K-strength at
330 MeV (β= 0.6729) 82 m−2. As the required K-strength of the magnets is over 4
times larger than the feasible K-strength of normal conducting magnets, the small
aperture scheme is deemed infeasible for the ProBE project. It could be feasible
for a linac with more flexibility over the total length.
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5.3.2 Large Aperture Scheme

As the minimum aperture scheme was deemed infeasible for the ProBE linac a
large aperture scheme was also investigated. The FODO beam dynamics scheme
was introduced in Chapter 2 as single focussing and defocussing quadrupoles
placed in alternate drift spaces between RF cavities. Using single quadrupoles
between structures minimises the non-accelerating lengths between cavities and
thus maximises the accelerating length of the linac because the cavities can be
longer. The maximum beam size in the cavity increases with the length of the
cavity as was shown in Figure 5.2, which means the aperture radius will have to
be larger. The shunt impedance and thus accelerating gradient has been shown to
depend strongly on the beam aperture radius so increasing the aperture will lower
the maximum achievable gradient but there will be a greater total accelerating
length with longer cavities so a lower gradient will be required for the same net
acceleration.

Particle Tracking Simulations

Particle tracking simulations were performed in ASTRA (A Space Charge Tracking
Algorithm) [131] alongside this work as a case study to both investigate the
difference between ‘coupled’ and ‘uncoupled’ phase space analysis, and to verify an
analytical model that was developed to estimate particle transmission through a
linac [129]. ‘Uncoupled’ phase space analysis describes the case where transverse
and longitudinal losses are treated as completely separate loss mechanisms. Two
separate simulations are run; one for transverse and one for longitudinal. The
longitudinal particle distribution lies on the design axis of the beam which does not
allow for the coupling of transverse and longitudinal effects which were defined at
the beginning of this Chapter. This ‘uncoupled’ deign methodology is sometimes
adopted to reduce the number of particles necessary for the simulation and thus
computational time. In a ‘coupled’ phase space analysis many particles, on the
order of 100%, can be lost transversely on the aperture so ≥ 106 particles have
to be used to ensure enough particles remain for the longitudinal analyses. The
‘uncoupled’ analysis and theoretical model are irrelevant to this work and will be
ignored. The results of the ‘coupled’ simulations are the most accurate and thus
the result that informs our choice of aperture for the large aperture scheme.

Using only 1×3 cm quadrupole for each matching section with 2 cm gaps either
side for flanges makes each matching section 7 cm assuming 7 cavities like in the
small aperture study, 258 cm are free to be occupied by structures. This makes
each cavity just under 37 cm each so it was decided to round this up to 40 cm and
have one less cavity to save on manufacturing costs. In this arrangement each
matching section is 12 cm long. The simulation set up is shown in Figure 5.4.
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Fig. 5.4 Linac layout as it was set up in ASTRA. Green elements represent
defocussing quadrupoles, blue elements represent focussing quadrupoles and the
red elements represent RF cavities.

Field maps produced by CST microwave studio were imported into ASTRA
to model the fields in the cavity. Only fields from within the beam aperture
were used. If a particle exceeds the aperture it experiences no force, including no
restorative force thus it will continue to propagate without returning to the beam
axis. Rather than design many different cavities with varying apertures and lengths
for these particle tracking simulations, one representative field map was taken and
manipulated for other parameters. The aperture radius was swept in this study so
the transverse dimensions of the field map were scaled. The length of the field map
was also manipulated to account for the increasing β in each cavity. Changing the
cavity length without changing the field amplitude violates Gauss’ law for both
the electric and magnetic fields, which states

∂Ex

∂x
+ ∂Ey

∂y
+ ∂Ez

∂z
= 0

∂Bx

∂x
+ ∂By

∂y
+ ∂Bz

∂z
= 0.

(5.22)

However, as ASTRA scales the fields inside the cavity to ensure the same
average gradient in each cavity, Gauss’ law would have been broken in any case.
The input field map is essentially arbitrary. Furthermore, transverse forces in
the cavity are deemed to have a negligible effect on beam optics for 230-330 MeV
protons. The effective quadrupole K-strength for an RF cavity can be expressed as

Kcav = −ωeVcav sinϕ
2γ3β4mc4 (5.23)

which is 0.003 − 0.007m−2 for this range of cavity voltages. This is negligible
relative to the quadrupole K-strengths in the linac between 1 − 100m−2. Only
at low energies (≃ 20 MeV) when the beam rigidity is less will the transverse
fields in the cavity have an effect on the beam optics. After the particles were
tracked through the linac including accelerating structures and quadrupoles, the
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results were post-processed in MATLAB [132]. All of the particles that exceeded
the cavity aperture are removed first as they are considered transverse losses and
will also have the wrong energy at the end of the simulation but should not be
counted as longitudinal losses. After the aperture losses were removed, all particles
greater than 1 MeV more or less than 330 MeV were removed replicating the energy
selection system. The total transmission remains.

Initial Particle Distribution

An initial particle distribution was created for each individual simulation. The
optimum Twiss parameters for each aperture size were tracked back to the centre of
the first quadrupole (where the simulation begins) using the thin lens approximation
detailed in Chapter 2. The maximum (βT max) and minimum (βT min) βT -functions
for the centre of the first quadrupole were calculated from Equation 2.32 as

βT max = L

sin µ
2

√√√√1 + sin µ
2

1 − sin µ
2

βT min = L

sin µ
2

√√√√1 − sin µ
2

1 + sin µ
2

(5.24)

where L is the space between the quadrupoles. This minimises βT and thus the
transverse size of the bunch ensures maximum transmission through the linac.
Figure 5.5 shows how the maximum βT -function varies with the betatron phase
advance. It has a very broad minimum but the true minimum was at 76◦ so that
was chosen to minimise the beam size.

Fig. 5.5 Maximum (blue) and minimum (red) βT function as a function of the
betatron phase advance µ for a 40 cm long cavity [129].

Some generic cyclotron 1σ normalised emittance values were chosen for the
initial particle distribution, as the specification of the ProBeam cyclotron [127]
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was not public, they are shown in Table 5.1. The transverse normalised emittance
εx = 5 × 10−6 m-rad and longitudinal εy = 8.5 × 10−6 m-rad, the transverse
distribution was assumed to be Gaussian in both x, x′&y, y′. As was explained in
Figure 5.1 the output of the cyclotron appears to the linac CW, as such a beam
uniform in z and Gaussian in z′ with an energy spread of 2%.

Parameter Value Units
Cyclotron Frequency 72.8 MHz
Chopping rep. rate 200 Hz
Bunch length 0.8 ns
Bunch Charge 0.142 c
Beam Current 800 nA
Energy 230 MeV
Energy Spread 2 %
Normalised emittance x 5 × 10−6 m-rad
Normalised emittance y 8.5 × 10−6 m-rad
Geometric emittance x 6.7 × 10−6 m-rad
Geometric emittance y 1.1 × 10−6 m-rad

Table 5.1 Generic cyclotron parameters used to create the initial particle distribution
in the cavity length study.

Results

In Section 5.1 the mismatch in frequencies was shown to discard 99.9% of the
beam from the cyclotron output, and that the linac would need a transmission
of 0.4% to achieve the required imaging current of 3.2 pA at 200 Hz. If a lower
repetition rate of ≥40 Hz is adopted the required transmission through the linac
rises to ≥2%. The results of the large aperture particle tracking simulations are
shown in Figure 5.6. The blue line represents the coupled phase space analysis
described in this section. It is shown that 2% total transmission corresponds to an
aperture radius of around 3.7 mm. This was rounded up to 4 mm because more
transmission means faster imaging which is desirable for medical applications. It
also allows for a safety margin.
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Fig. 5.6 Results of the large aperture particle tracking study [129].

5.4 Cavity Length Study

An aperture radius of 4 mm has been selected with FODO beam optics for the
ProBE linac. The previous study fixed the structure length at 40 cm and swept
the size of the aperture radius in particle tracking simulation. In this section the
aperture radius will be fixed while the cavity length is swept to find the optimum
structure length for the ProBE linac.

The same methodology as was presented in the large aperture particle tracking
simulations was followed. The same simulation model was used as was presented in
Figure 5.4, however the number of cavities was not fixed at 6, but varied depending
on the cavity length and thus how many would fit in the three meter space with
the matching sections on either side.

An initial particle distribution was created for each different length simulation
using the same generic cyclotron parameters as is shown in Table 5.1. The optimum
Twiss parameters at the start of the simulation were calculated for the initial
particle distribution in the same way as in the large aperture particle tracking.
The thin lens approximation was used to define the transfer matrices which were
introduced in Chapter 2. The optimum acceptance beam parameters for each cavity
length were tracked back to the centre of the first quadrupole where the simulation
begins.

The maximum K-strength in this study was calculated to be 82 m−2 in the
small aperture study. This study was done as part of this thesis work whereas
the large aperture tracking study was done in parallel. For that reason slightly
different quadrupole lengths were used. In this study the length of the quadrupoles
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has been set at 0.035 m.
√

82 · 0.035 = 0.32 which is less than 1 and thus valid
for use with the thin lens approximation. If the thick lens mathematics was used,
element M11 of the transfer matrix for the FODO cell would equal 0.95 instead of
1 with the thin lens. Thus we find the approximation valid for this study.

Figure 5.7 shows how the βT -function varies with the betatron phase advance.
The maximum βT has a rather broad minimum across a range of µ, but it’s true
minimum is around 70°, and is thus a suitable betatron phase advance for the
cavity length study.

Fig. 5.7 Maximum and minimum βT -functions with varying number of cells.

Particles were tracked through as many structures as would fit in 3 metres with
a quadrupole and two drift spaces between each. The simulation was repeated
for four different linacs with 3,7,11, and 15-cell structures. The drift lengths were
altered for each cavity length to ensure the quadrupole strength remains what is
physically achievable with neodymium (NdFeB) rare-earth permanent magnets.

In each of the Figures 5.9 to 5.12 one can see the initial particle distributions
in blue beneath the green final particle distributions plotted in phase space. The
reference particle used by ASTRA begins in the centre of the bunch, and each bunch
contains 1 million macro particles - each represented by one marker. The particles
whose radial position,

√
x2 + y2, exceeded the beam aperture were removed first

these are what we consider ‘aperture losses’. The remaining particles are considered
to be the transverse transmission and this is what is presented in the top three
plots. The energy selection system at the end of the linac will then remove all
particles exceeding ±2% of 330 MeV these are considered ‘ESS losses’. The particles
remaining after the energy selection system are considered to be the longitudinal
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transmission and this is what is shown in the centre three plots. The remaining
particles after both transverse and longitudinally lost particles have been removed
are shown in their position at the start of the linac in the bottom three plots
and this is known as the acceptance of the linac. If one was to ‘tailor’ a beam
deliberately for the ProBE linac, they should make it identical to (or smaller than)
this acceptance. The bottom right plots show that in all cases investigated ideal
energy distribution at the start of the linac to maximise transmission, has a slightly
higher energy at the tail end of the bunch. This helps to bunch the beam, which
keeps it together in the linac,ensuring particles see similar fields and stay together
resulting in higher transmission.

Initially the quadrupole parameters were fixed in this study. This meant the
drift length had to be adjusted to keep the quadrupole strengths within practically
achievable limits. The assumption is that no particles are lost on the quadrupoles
as the PMQ design has not been finalised and can be altered to accommodate the
maximum βT , the bore radius of the quadrupole could be increased if necessary in
that part of the linac, and the length of the quadrupole could be increased slightly
to ensure the K-strength does not exceed practical limits. Initially the drift length
was set at 50 mm as a compact solution is a priority and 50 mm is a reasonable
distance to allow for interfaces between components.

The smallest structure investigated was a 3-cell structure with a length of
approximately 10 cm. With the original drift length of 50 mm, 12 structures could
fit in a 3 meter space alongside 11 quadrupoles. However, the k-strength would need
to be 155 m−2 which is approximately double the achievable maximum of 82 m−2

possible with neodymium PMQs with a 6 mm bore radius and 35 mm in length.
The bore radius would need to be halved to achieve the required field gradient, and
would thus be smaller than the structure aperture which would reduce transmission
rather than improve it. Instead, the drift length was increased to 14 cm from 5 cm,
which reduces the quad strength but also the number of structures in 3 meters
down to 7.

The resulting data from the particle tracking simulations in ASTRA were
processed using MATLAB [132] and are presented in Figure 5.8. One can see the
effect of increasing the structure length as was shown in Equation 5.24. As the
cavity length Lcav increases, the beam size increases as

√
Lcav, thus more particles

are lost on the aperture and transverse transmission decreases. The longitudinal
transmission also decreases as the structure length increases. Longer structures
have greater phase slippage, so some of the beam slips out of the RF bucket,
consequently doesn’t reach the required energy and is thus removed by the energy
selection system. However in this case, there was an exception. The 3-cell structure
has lower longitudinal transmission than the 7-cell structure. Looking at the top
right hand plot of Figure 5.9, the beam has not bunched as well as it has in the
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longer cavities. This is due to the accelerating length of the linac not being long
enough for the beam to form stable bunches. There is thus an optimum total
transmission around 7-cells, or 25 cm.

Fig. 5.8 Transverse and longitudinal transmission (top), total transmission (centre)
and required gradient (bottom) vs. number of cells per cavity.

3-cell structure

The bottom plot in Figure 5.8 shows that, the longer each structure is, the lower
the required gradient is. Although the 3-cell structure has the highest transmission,
it also requires an excessively high accelerating gradient. 7×3-cell structures would
have an active accelerating length of 82 cm. 100 MeV acceleration in this length
would require a gradient of 121 MV/m; the structures in the small aperture section
were calculated to reach 60 MV/m, but they were limited by inter-cell coupling
so higher gradients would be achievable with a 3-cell structure. 120 MV/m has
been demonstrated at KEK as part of the CLIC high gradient test programme
with the TD24-KEK-KEK [133], however that was concerning a β = 1 unloaded
structure. Furthermore, one must consider that we accelerate off crest so the beam
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will interact with a lower gradient than that. Assuming a synchronous phase of
ϕs=20°, the gradient requirement rises to 129 MV/m, assuming 15% losses the
gradient required increases to 149 MV/m which would be extremely challenging
even for a fully relativistic structure, with current technological capabilities, thus
the conclusion is that 3-cell structures are infeasible for this application.

Fig. 5.9 Transmission through 7×3-cell cavities and matching sections between.

7-cell structure

The 7-cell structure is approximately 25 cm long and assuming 50 mm drift lengths
8 structures will fit in 3 m. However, like the 3-cell structure, this would require an
unobtainable K-strength of ≈ 99 m−2. For this reason the drifts were increased
to 80 mm so that 7 structures are in 3 m. Although in the simulation the quad
length was kept as 35 mm, in reality to keep within the maximum K-strength, the
length would also need to be increased by around 300 microns. It is assumed such
a small change will have little effect on the total transmission. The transmission
of the 7-cell structure option is shown in Figure 5.10 and is comfortably over the
2% target at 3.85%. The required gradient however is 71 MV/m which we know
from the previous chapter is even challenging with a smaller aperture radius than
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4 mm. If one were to instead keep the drift length at 50 mm but increase the quad
length to 42 mm, the K-strength would be reduced to a feasible figure and fit in an
eighth structure. This would lower the gradient requirement to 62.5 MV/m, which
is still challenging for a β = 0.6 normal conducting RF cavity with a 4 mm aperture
radius. In the previous chapter only two structures were calculated to achieve
gradients that high with an aperture less than half size, and the cavity would only
be 50 mm shorter, so coupling would still influence the shunt impedance.

Fig. 5.10 Transmission through 7×7-cell cavities and matching sections between.

11-cell structure

The 11-cell cavity is approximately 35 cm in length and the results for the tracking
simulations are shown in Figure 5.12. With 50 mm drift lengths and 35 mm
long quadrupoles, 6 structures will fit in 3 m. This makes the required gradient
54.8 MV/m. In Chapter 7 a 3 GHz low-β medical structure is presented that was
tested at over 50 MV/m [22], so this is closer to the high gradient performance one
can expect for this type of linac.
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Fig. 5.11 Transmission through 6×11-cell cavities and matching sections between.

15-cell structure

The particle tracking results for the 15-cell structure are shown in Figure 5.12.
The structure is approximately 50 cm in length. with 50 mm drift lengths and
35 mm long quadrupoles one can only fit 5 structures in 3 m. The simulation was
performed with these parameters and that takes the linac length over the 3 meter
limit by 10 cm but the length of the quadrupoles could be reduced to 22 mm within
the maximum K-strength and this would reduce the total linac length by 50 mm.
Reducing the drift length by 5 mm would bring the linac within 3 m but 50 mm
drifts are what we consider the minimum feasible drift. The total transmission
through this linac was only 0.8% which would provide adequate transmission for
pulse repetition rates down to 104 Hz and the gradient requirement is reduced to
49 MV/m.
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Fig. 5.12 Transmission through 5×15-cell cavities and matching sections between.

Discussion

The gradient required for a 15-cell cavity is only 5 MV/m less than that of the
11-cell cavities so there is not much benefit to increasing the length past 11-cells.
The intercell coupling constant would have to be higher for a 15-cell cavity which
would reduce the shunt impedance, and with a total transmission of 0.8% it would
have to operated at 104 Hz or higher to achieve the desired output current. The
11-cell structure is calculated to provide enough output current down to 42 Hz.
The 7-cell cavity requires a slightly higher gradient but the transmission allows
more flexibility with the repetition rate. It can fit one more cavity in 3 m than
the 11-cell structure which would result in higher manufacturing costs. Previously
no medium-β cavity has been shown to achieve 71 MV/m. For these reasons we
conclude the ProBE linac will consist of 6×11-cell structures, which provides just
under 2% total transmission to the patient. It provides flexibility over the repetition
rate, only has 6 cavities, and the gradient target in the range of demonstrated
cavities. The key parameters are summarised in Table 5.2.
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Parameter Value Units
Structure length ≈35 cm
Number of cells 11
Aperture Radius 4 mm
Minimum rep. rate 40 Hz
PMQ Length 3.5 cm
PMQ Strength 72.4 m−2
Number of PMQs 6
Number of cavities 6
Required gradient 54.8 MV/m
Total transmission 1.92 %

Table 5.2 Summary of the final linac design parameter after the cavity length study.



Chapter 6

Mechanical Engineering of
ProBE Cavity

6.1 Tolerance Sensitivity

Once the RF design of any cavity is complete, one must complete a tolerance
study to investigate the sensitivity of the parameters in the cavity to machining
tolerances. Errors made during machining and cavity bonding can detune the cells.
Tuning studs have been added to the ProBE prototype structure to enable cavity
tuning post manufacture. In 2014 the TERA foundation with CLIC conducted an
experiment to test varying tuning hole dimensions for their S-band high gradient
structure [134]. That structure was subsequently manufactured and successfully
tuned employing tuning holes with a 10.5 mm diameter hole and 1.6 mm of copper
between the tuning stud and the cavity. The tuning studs to be brazed to the surface
of the cavity have a diameter of 6 mm. On average tuning studs of this geometry
perforated the cavity wall at 3.5 mm of deformation. The smallest deformation that
damaged the cavity wall was 2.5 mm [134], thus we consider 2 mm to be the absolute
maximum deformation possible. A single cell cavity with the same dimensions
as the accelerating cell of the ProBE design was simulated with both ‘push’ and
‘pull’ type tuning deformations. The nominal frequency was 3.008 65 GHz which is
slightly higher than the 2.9985 GHz design frequency due to the loss of the coupling
cell. The simulation models and results are shown in Figures 6.1 and 6.2. The
tuning deformations were designed to closely mimic the actual deformation caused
by a tuning stud. The inner circle visible on the simulation model is the diameter
of the tuning stud, and the blend around it is the radius of the tuning stud hole
which would stretch around the tuning stud in a similar fashion. The tuning depth
shown on the x-axis corresponds to the highest or lowest point of the deformation
with respect to the outer wall for pull and push respectively. The ‘push’ studs
resulted in a frequency shift ∆f of 2.1 MHz at a 1 mm insertion depth and 6.3 MHz
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at the very maximum 2 mm insertion depth. The resulting peak surface magnetic
field was < 1% higher than that caused by the coupling slots, and is still within
the peak surface magnetic field design limit. Similarly the ‘pull’ studs resulted in a
frequency shift ∆f of −1.87 MHz at a 1 mm retraction height which is slightly less
than the ‘push’ stud. At the maximum height of 2 mm ∆f was −4.1 MHz. The
resulting peak surface magnetic field was < 6% higher than that caused by the
coupling slots, which is larger than in the case of the ‘push’ stud but is still below
200 kA/m, well within the limit of 273 kA/m.

Fig. 6.1 The simulation model for the ‘push’ tuning studs and a plot showing the
resulting frequency shift in Hz. The x-axis is how many mm the tuning stud has
been inserted into the cavity wall.

Fig. 6.2 The simulation model for the ‘pull’ tuning studs and a plot showing the
resulting frequency shift in Hz. The x-axis is how many mm the tuning stud has
been pulled from the cavity wall.
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Tuning studs are brazed onto the cavity wall, then a slide hammer which is
shown in Figure 6.4 is used to push and pull the stud gently deforming the cavity
surface. The cylindrical weight is thrown to either side of the handle to push or pull
the tuning stud. If the cavity wall is deformed too much, the stud can perforate
the cavity wall. Ceramic installation pins have been designed using CATIA [135]
to hold the tuning studs in position while they are brazed. This assembly is shown
in Figure 6.3 where the top right magnification shows grooves in the tops of the
installation pins. Wire is wrapped around the structure and holds the pins in place
during brazing.

Fig. 6.3 Tuning studs in assembly with the ceramic pins used to hold studs in
position during brazing.

Fig. 6.4 Slide-hammer used to push and pull the tuning studs. The weight is thrown
to either end of the shaft to deform the cavity wall [134].

How much tuning capability we have in either direction is now known. Next
the sensitivity of each feature or parameter of the cavity must be determined to
ensure the manufacturing tolerances are within the tuning range. Each parameter
was independently increased by 1µm and simulated to obtain the frequency shift

df
dµm

in the excited accelerating mode. Simulations were done in the Eigenmode
solver using a tetrahedral mesh with 60 cells per wavelength. Third order curvature
was used and so was adaptive mesh refinement. Parameters were altered by 1µm
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because that is the accuracy possible in modern precision machining. The results
of these simulations are displayed in Table 6.1. The cavity was also simulated with
10µm added to each parameter in case the frequency shift has non-linear behaviour
in some of the sensitive regions of the cavity i.e capacitive region between the nose
cone. The columns headed ‘10-40µm ∆f (kHz)’ contain a worst case analysis, where
it is assumed all of the parameters will have that machining error, and each will
result in a positive frequency shift; the totals are the sum of those errors. This
analysis suggests the structure should be machined to 10µm accuracy to guarantee
the structure can be tuned with the range of the tuning pins in Figures 6.1 and 6.2.

It is highly unlikely that each parameter in the cavity would have the maxi-
mum machining error specified in the specification, and with the same frequency
shift direction. Mechanical engineers will often use a Root Sum Squared (RSS)
analysis which is commonly used to reduce manufacturing costs under the fair
assumption that some of the machining errors will cancel out the frequency shift
from others. Table 6.1 contains a total RSS frequency shift for 20-40µm. Using
this analysis we could still tune the cavity with a machining accuracy of 40µm.
The technical specification in Appendix A was sent with the drawings and desired
manufacturing tolerances to multiple precision machining companies. VDL [136]
from the Netherlands won the contract. After discussion with VDL, the cost of
manufacture dominated the choice of machining accuracy. The final column of
Table 6.1 shows the tolerances that were agreed with VDL, to save costs they were
able to guarantee 60% of the parts would be manufactured within 20µm tolerance
which is shown in green. 20% of the parts would be within 30µm tolerance shown
in yellow; and the final 20% of the parts would be within 40 µm tolerance shown in
red. The reader should note the most sensitive parameters were assumed to have
the largest error in this study, then a RSS analysis was performed. The blue row
is the blend on the coupling slot. This is a complex geometry and an important
RF parameter with peak fields and determines cell to cell coupling. VDL have
guaranteed it within 100 µm tolerance due its complex geometry.

The machining tolerances were calculated using only the accelerating mode,
however the parameters located in the side coupled cavity should have bee calculated
using the mode in the coupling cells. The capacitive gap in the side-coupled cell
was calculated to have a sensitivity of 1 kHz/µm using the accelerating mode. If
the same calculation was done using the mode in the coupling cell it would have
yielded 69 kHz/µm. As the manufacturing had already been completed when this
was realised the sensitivity of the other parameters in the side coupled cell will not
be calculated in this work.
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6.2 Thermal Analysis

During operation, the pulsed RF power inside the cavity will dissipate heat into
the cavity walls. As the copper heats the structure it will thermally expand. This
expansion can alter the frequency of the cells, and not always in a uniform way.
This is referred to as operational detuning. The operational detuning must remain
within the bandwidth of the structure which will not be known for certain until
the structure is built and has been tuned. It can be estimated from Figure 4.21
as 230 kHz and the operational detuning must not exceed this bandwidth. This is
not to be confused with the sensitivity analysis performed in the previous section
to determine machining tolerances. Tuning pins cannot be used to correct for
operational detuning. To a certain extent cooling water can be used to tune during
operation, but ideally the structure should remain within bandwidth at steady
state. In addition, we must consider the temperature gradient across the structure.
If some cells heat up more than others, they will expand more and have a slightly
different frequency. This will result in poor field flatness and a phase shift across
the structure.

6.2.1 CST Thermal Simulations

The thermal losses in steady state were calculated using CST Microwave Studio.
An initial electromagnetic solver computed the surface loss distribution, then this
field is coupled to a multi-physics simulation. The loss distributions from the first
simulation are scaled to the correct average power, and imported as a field to the
thermal solver, which then calculates the resulting temperature gradient across the
structure.
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Fig. 6.5 Temperature distribution of the cavity at steady state with 4 kW average
power.

One of the most significant features contributing to the high gradient of this
cavity is the thin septum (2 mm). However this limits the thermal conductivity
between the cooling blocks brazed to the surface of the cavity and the central nose
cone region. The resulting 30K temperature difference from 4 kW average input
power can be seen in Figure 6.5. The maximum operational temperature inside
the cavity for a range of average powers is presented in Figure 6.6. The cavity was
modelled as lossy copper with a heat capacity of 0.39 kJ/K/m and an electrical
conductivity of 5.8×107 S/m. The cooling channels contained distilled water at an
ambient temperature of 35◦C that was not flowing and fixed at that temperature.
It is assumed we will have the ability to keep the water in the cooling circuit at a
constant temperature during operation and this is calculated in section 6.2.2. At
the start of the simulation the structure is entirely 35◦C.
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Fig. 6.6 Maximum temperature difference across the cavity from 0.5-4 kW average
power.

For each input power, the temperature distribution field was imported into
CST multi-physics studio and served as a field source for the mechanical solver.
The input port was set as the only 0 displacement boundary and the copper had
a thermal expansion coefficient of 17E-6/K. The resulting displacement field is
presented in Figure 6.7. CST also allows the user to select deformation in the
X, Y and Z directions independently. Figure 6.8 shows the maximum absolute
displacement for 0.5, 1, 3 & 4 kW of average power with a fit shown in red.
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Fig. 6.7 The absolute displacement field consequent of the 4 kW average RF heating
the structure. Displacement is with respect to the fixed knife edge of the flange on
the input coupler.

Fig. 6.8 Maximum displacement from thermal expansion. Red dashed line is a fit.

In order to estimate the shift in frequency as a result of this thermal deformation,
values from the displacement field were gathered for certain key parameters. We
have already established the rate of change of the frequency with machining errors,
these values were used to estimate the frequency shift due to thermal expansion.
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Fig. 6.9 Simulated deformation of the cavity at steady state with an average power
of 4kW magnified by 1000×.

In Figure 6.9 one can visualise an exaggerated version of the thermal expansion
of the structure. The deformation is magnified by 1000× as it is difficult to visualise
such a small deformation by eye. From this plot we can conclude the middle cell
with the power coupled into it experiences the maximum deformation. When
comparing the displacement to the machining sensitivities we will use values from
the centre of the structure to make a conservative estimate.

Fig. 6.10 Displacement field map in the Z direction. Parameters ‘Septum’ and
‘Length’ are also shown.

The deformation values were taken from the field plot in CST. Some parameters
are exclusively in one plane. Figure 6.10 shows the parameters Septum and Length,
which can be measured using only the deformation in the ’Z’ direction. For other
more complex parameters like the coupling slot blend, the absolute deformation
plot was used.
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Table 6.2.1 displays the df
dµm

values obtained in simulation. The values were
calculated by increasing each parameter by 1µm in CST then confirmed by increasing
each parameter by 10µm. There is a slight discrepancy between the values despite
a fine mesh being used. The mesh edges were as small as 1.5µm in sensitive areas,
which is larger than some of the displacement values. This level of accuracy is
considered appropriate given the accuracy of the approximation technique. The
largest difference is seen for the accelerating radius. This results in a slightly larger
frequency shift seen using the 10µm df

dµm
values, thus they will be used to gain a

conservative estimate.
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Fig. 6.11 Estimated operational detuning for a range of input powers. Maximum
allowable shift shown at 230 kHz.

The estimated maximum operational detuning for a range of average powers is
presented in Figure 6.11. The behaviour is fairly linear as one would expect. It
shows that any average power above 3 kW will detune outside of the bandwidth
of the cavity. We want to operate well within the bandwidth of the cavity, and
with adequate field flatness. With 12.8 MW input power per structure we can
operate with a rep rate of 40 Hz and pulse length of 4.5µs yielding average power
of 2.3 kW. This should keep the structure adequately within bandwidth and still
have sufficient transmission through the structure. This is just an estimate; during
testing further analysis will be performed with thermocouples on the structure and
monitoring the reflected and transmitted signals out of the structure to monitor
performance.

6.2.2 Heat Transfer Calculations

In this section it will be assumed that cooling blocks on the prototype structure
must effectively dissipate 2.3 kW of average power from the structure to the cooling
water. The previous section indicates the structure may still be within bandwidth
and field flatness at 2.3 kW average power so that case will be calculated. Firstly
one can determine how much water must flow through the cooling circuit per
minute to dissipate that average power. Then a chiller with suitable pump capacity
can be chosen. Assuming only 2K temperature rise between the output and return
ports of the chiller, the necessary mass flow rate ṁ can be calculated as

ṁ = Q̇

∆T · Cp

= 2300
2 · 4180 = 0.275 kg/s (6.1)
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where Q̇ is the heat transfer rate ∆T is the change in temperature and is the
specific heat capacity at constant pressure. It is assumed to be at constant pressure
as the pressure drop is small. The specific heat capacity of water is Cp=4180 J
Kg−1 K−1 at 35◦C. Dividing the mass flow rate by the density of water at 35◦C
(ρ = 994.1 kg m−3) gives a flow rate in m3s−1 of 2.77×10−4. This is equal to 16.6
litres per minute (LPM), so a 20 LPM chiller will be needed to dissipate 2.3 kW
average power.

The prototype structure will be tested at S-box, the S-band high gradient test
facility at CERN. The chillers available at this facility are SMC HRS024-W-20,
and the cooling capacity curves are shown in Figure 6.12. Depending on the season,
the ambient temperature in the bunker is around 10-30◦C so one chiller may be
sufficient to cool the entire structure assuming a circulating fluid temperature
of around 35◦. The following section will look at the cooling circuit in depth to
determine if that will be the case.

Fig. 6.12 Cooling capacity of the chiller anticipated for testing [137].

The ProBE structure has four cooling channels with an 8 mm diameter it is
assumed they shall be connected in series to the chillers single output port and that
the water shall return to the single return port. There are two ≈ 30 cm cooling
pipes on the underside of the structure, and two ≈ 30 cm cooling pipes on the
top making ≈ 120 cm in total. This length is necessary to estimate the pressure
drop in the cooling circuit. The pipes connecting the cooling circuit in series with
the chiller are not included in this length as they can be large and thus do not
contribute to the pressure drop.

To calculate the pressure drop in the cooling circuit one must first determine
the Reynold’s number (LPM). The Reynold’s number is a non-dimensional formula
that characterises the magnitude of the action of the viscous forces with respect to
inertial forces [138]. It is calculated as

Re = ρvD

η
= 994.1 · 5.5 · 0.008

7.2 × 10−4 = 60832 (6.2)
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where the velocity v is the flow rate divided by the cross sectional area of the pipe,
and η = 0.7191×10−3 is the dynamic viscosity of water at 35◦C. Turbulent flow in
a pipe will yield a Reynold’s number > 4000 and in this case it is fully turbulent
at 60832. The Reynold’s number can then be used to calculate the Darcy friction
factor fD [139] which is a dimensionless quantity that describes the friction losses
in pipe flow. It is estimated for turbulent flow by

fD = [0.79ln(Re) − 1.64]−2 = [0.79ln(60937) − 1.64]−2 = 0.02 (6.3)

The friction factor can then be used to calculate the pressure drop in the circuit
using equation 6.4 [139].

∆P = fDρv
2L

2D = 0.02 · 994.1 · 5.52 · 1.2
2 · 0.008 = 45 kPa (6.4)

The pressure drop through the 1.2 m circuit was calculated as 45 kPa. Figure 6.13
is the pump capacity of the chiller taken from its specification [137]. With the
circulating fluid flowing at 16.6 LPM and the chiller operating at 50 Hz the chiller
can cope with a pressure drop of up to ≈120 kPa, which is comfortably over the
pressure drop of this particular cooling circuit.

Fig. 6.13 Pump capacity of the chiller anticipated for testing [137].

The chiller is confirmed to have a large enough pump to provide the necessary
flow rate to remove 2.3 kW of average power while only heating the cooling water
by 2K. Next one must calculate if the surface area of the pipes is sufficient to
transfer heat between the copper and the cooling water, and what the resulting
temperature difference between the two will be. The Prandtl number Pr is a ratio
of the viscosity η to thermal diffusivity (κ/Cp) and is given as

Pr = η · Cp

κ
= 7.2 × 10−4 · 4180

0.62 = 4.85 (6.5)
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where κ is the thermal conductivity of water at 35◦C. This can then be used along
with the previously computed Reynold’s number and friction factor to calculate
the ratio of the heat flow that actually occurs to the heat that would conduct
through a characteristic length of fluid. This is expressed as the dimensionless
Nusselt number Nu [139]

Nu = (f/8)(Re− 1000)Pr
1 + 12.7(f/8)

1
2 (Pr 2

3 − 1)
= (0.02/8)(60832 − 1000)4.85

1 + 12.7(0.02/8)
1
2 (4.85 2

3 − 1)
= 333 (6.6)

The heat transfer coefficient (h) between the copper pipe wall and the fully
turbulent cooling water can now be calculated as

h = 0.023 × κ

D
Re0.8Prn = 0.023 × 0.62

0.008608320.84.850.4 = 22523W/K (6.7)

Where D is the pipe diameter, and n = 0.3 if the fluid is cooling and n = 0.4 if
it is heating. The temperature rise of the cooling water in the cooling circuit can
thus be calculated as

∆T = Q̇

hLπD
= 2300

22523 · 1.2 · π · 0.008 = 3.4K (6.8)

Thus, to maintain a temperature of 35◦C on the cooling blocks as was simulated
in CST, the chiller’s water temperature must be set to 31.6◦C.

6.3 Design of Manufacturing Disks

The RF design of the prototype linac was done using a vacuum model, which was
then encased in copper for the thermal analysis. In this section we consider the
manufacture of the structure. Side-coupled cavities have been manufactured before,
but never for such high power/gradient. The complex geometries inside the cavity
result from peak field limiting blends in crucial RF areas. Figure 6.14 shows some
of the ways existing side-coupled cavities have been machined in the past. The
structure on the left is the 805 MHz side-coupled cavity for the Fermilab [63] linac
upgrade. It has had the accelerating and side-coupled cells machined separately.
Each cell is machined in two halves then brazed together as a first step, then the
side-coupled cells are brazed to the accelerating cell as a second step [140]. This
leaves a sharp knife edge around the coupling slot, which will enhance the magnetic
field in that area. At lower power this may be tolerable, but the high gradient
ProBE cavity has a large magnetic peak field in this region which is shown in
Figure 6.17. The slots must be rounded to reduce field enhancement.
Side-coupled cavities can also be manufactured with the side-coupled cavity and
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the accelerating cavity in one disk as is shown in the centre and right images of
Figure 6.14. The cells are bonded together at the septum. The centre structure
has also incorporated water cooling into the septum of the cavity eliminating some
of the temperature gradient problems discussed in the previous section [141]. The
ProBE structure only has a 2 mm septum thickness, too thin to cut through the
septum and withstand the forces of milling and machining, followed by the high
temperatures and pressures required for bonding and brazing without deforming;
it will have to be machined such that the thin septum is kept whole.

Fig. 6.14 Previous manufacturing techniques for side-coupled cavities.Fermilab
805 MHz coupled cavity linac (left) [140], SNS coupled cavity linac (centre) [101],
LIBO coupled cavity linac (right) [18]
.

6.3.1 1-disk design

Fig. 6.15 One disk per cell cut.



180 6. Disk Manufacture

The first of two disk designs in shown in Figure 6.15. Each accelerating cell is
machined from one rectangular disk, separated just after the blend on the outer
corner of the cell. The capacitive region of the side-coupled cell extends beyond the
outer edge of the disk. The disks are slotted together after machining and hydrogen
bonded together. Interlocking grooves were added to allow precise alignment, and
are shown in Figure 6.16.

Fig. 6.16 Interlocking alignment technique.

Fig. 6.17 Magnetic peak field on the coupling slot.

The peak surface magnetic field on the coupling slot is shown in Figure 6.17.
Pulsed magnetic heating can result in this expanding and contracting repetitively,
which can lead to cracking in the copper. Micro-cracks then further enhance the
field and it is thought this can lead to RF breakdown. As was discussed in the
optimisation chapters, the size of this slot dictates the cell to cell coupling. For
both of these reasons it is a fairly critical area requiring high accuracy and surface
finish. An isometric view of the 1-disk design is shown in Figure 6.18 and one
can see the coupling slot is rather difficult to access with machining tools. The
capacitive section on one side completely blocks access to the region. It would be
very difficult to achieve the desired 100µm tolerance with this design.
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Fig. 6.18 The difficult to access coupling slot.

6.3.2 2-disk design

The original 1-disk design was altered to allow for better access to the coupling slot.
By cutting the disk again on the other side of the septum, the septum can remain
intact while opening up access to the coupling slot. The revised cut is shown in
Figure 6.19.

Fig. 6.19 Alternative cut with 2 disks per cell.

The previous disk design had used an interlocking groove system to ensure
proper alignment during assembly. That was replaced in this design by 3 precision
surfaces, two on the long edge of the rectangle and one on the short edge. The tabs
extend by 0.5 mm and are shown in Figure 6.20, and are machined to 5µm flatness
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with respect to the other dimensions of the cavity. Before the disks are bonded
they shall be assembled in a V-block as shown in Figure 6.24. The only part of the
structure to touch the precision flat V-block is the precision flat surfaces, ensuring
perfect alignment of the internal cavity features.

Fig. 6.20 Precision surfaces were added to the disks for alignment.

Fig. 6.21 Tooling to clamp the machined disks together to do an initial RF mea-
surement before bonding. (image courtesy of Lancaster University)
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Fig. 6.22 Final rendered image of ProBE cavity. Magnification of the alignment
surface highlighted in red.

6.4 Manufacture

Fig. 6.23 Disk after pre-machining stage of manufacture.

The contract for the ProBE disks has been placed with VDL Enabling Tech-
nologies Group. The technical specification sent for quotes is attached as Appendix
A. The raw material for the disks was Oxygen-free Electronic copper as per the
CERN technical specification N◦ 2000 - Ed. 8 EDMS No: 790780. The disks
will be heat treated to relieve stress after machining; the technical specification
recommends 245◦C for 2 hours in vacuum but VDL will use 240◦ for 4 hours. The
quality of the surfaces to be bonded is one of the most critical factors affecting a
successful process. The surfaces must be as smooth and flat as possible to ensure
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good contact between disks. A surface roughness of Ra=0.025 µm was requested
on the bonding surfaces in the technical specification, however to reduce costs this
was amended to Ra=0.04 µm for the final structure. In the high power zones of
the RF-area (the iris and the coupling slot) the surface finish will be 0.1 µm for all
other areas it will be 0.2 µm. The requested surface flatness was 3 µm but again,
to save costs this was increased to 5 µm.
The positional accuracy requested in the technical specification was 20 µm, to
reduce costs this was extended to a guaranteed positional accuracy of 40 µm.
However, 20µm accuracy will remain the goal for end machining and VDL have
assured us 60% of the parts will achieve this accuracy, 20% will be 30 µm and the
remaining 20% will be within 40 µm. These tolerances were considered earlier in
the chapter when calculating the tolerance sensitivity.
A positional tolerance of 3 µm to reference A on the drawings was requested on all
drawings, however this was increased to further save costs. VDL have guaranteed
a thickness tolerance of 5 µm and a parallelism of 5 µm.
8 witness disks have also been produced to accompany the ProBE disks in each
stage of the bonding/brazing procedures. The can be used post testing to determine
where the copper may have been contaminated in the worst case. The cooling
blocks are being machined elsewhere as they are not precision pieces, along with
the tuning studs, installation pins and the RF flange.

Figure 6.24 shows the planned bonding and brazing steps that will complete
the construction of the ProBE prototype cavity. Firstly, the machined disks will be
stacked up in a graphite V-block for alignment. The precision alignment surfaces
shown in Figures 6.20 & 6.22 will be the only part that comes into contact with
the V-block. Straightness value, profile & tilt measurements are performed using a
special measurement column at the bonding laboratory. Once it is aligned to the
5-7µm straightness specification the graphite V-block is carefully removed. Next
60 kg of weight is applied to the structure to ensure 0.1 MPa applied pressure on
the top disk.
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Fig. 6.24 Figure shows the alignment, and weight tools for hydrogen bonding of
the disks. After the disks have been bonded together the remaining pieces are
brazed on in various steps of decreasing temperature. (Design and images courtesy
of Niklas Templeton at Daresbury Laboratory, UK.

The entire structure is then baked at 1030◦ for 1.5 hours, in high vacuum
(10−5 − 10−6 mbar), and a hydrogen partial pressure of 20 mbar. The temperature
profile for the process is presented in Figure 6.25. The heat and pressure cause
a diffusion reaction between the grains at the boundaries between disks. The
temperature causes increased thermal movement and increased diffusion of atoms
in the lattice. The atoms in the joint region become so close together that they
begin to share electrons creating covalent bonds. This causes some grains to grow
across the border at the expense of others, and thus the separate disks become one
solid copper block.
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Fig. 6.25 Temperature profile for bonding process under H2 partial pressure [142].

After baking the structure is measured again by the measurement column to
confirm it meets the straightness specification. Next the flanges are brazed to the
beam pipes at the same time as the water circuit plugs are brazed into the cooling
blocks along with the Swagelocks, although not shown in Figure 6.24 the tuning
pins are also brazed in this step. The cooling blocks and beam pipes are then
brazed to the structure at a lower temperature in either one or two steps. The
silver/copper brazing material changes its ratio of silver to copper to accommodate
for the lower temperature of subsequent steps.

Fig. 6.26 Disk after pre-machining stage of manufacture.



Chapter 7

S-Box High Gradient Tests

7.1 S-Box High Power Test Bench

The CLIC X-band high gradient test facility, fondly referred to as ‘The X-boxes’, was
established to support the development of high gradient structures and the testing
of high power components in the 50-100 MW range for the CLIC project. There is
increasing interest in high gradient operation of S-band structures especially for
medical and security linacs. Along with that interest comes an interest in verifying
the Sc model [82] and existing scaling laws at 3 GHz as current experimental data is
only single cell and limited as was described in section 4.1. A collaboration between
the TERA foundation and CERN developing high gradient S-band medical cavities
has led to a 3 GHz test stand now referred to as S-box. The test bench is shown in
Figure 7.1.

Fig. 7.1 The S-band high gradient test bench installed in CTF2 at CERN as part
of the CLIC high power test program.
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The operation is based exactly on that of the X-Boxes; a stand-alone high power
test stand. The X-box facility is operated by a collaboration of PhD students, post-
docs and fellows, each with a vested interest in a specific part of the experiments.
The author participated in commissioning and operation of the S-band high gradient
experiment presented in this chapter as the ProBE structure will need to be tested
in an S-band high power test facility and results of this test are of interest to the
ProBE project as it is the first high power test of an entire 3 GHz high gradient
cavity.

The practical experience gained in S-box gave the author insight into the
requirements of the prototype RF structure. In Chapter 6.1 the author was able
to design the cooling circuit based on the exact chillers available at the facility.
Having taken part in the installation of accelerating structures the author ensured
enough space remained between the flanges and the structure to fit hands and tools
necessary for tightening bolts. The author’s contribution to this experiment was in
the commissioning and daily operation of S-box. The author installed the necessary
RF cables for reading the signals, and calibrated them when necessary. Tested
and installed the down-mixing crate and the interlock crate which are described
in more detail in this chapter. Following the commissioning of S-box the author
participated in the daily operation of the test bench. This consisted of maintenance
and repairs of equipment, ensuring the data was being collected accurately for
later analysis, and communicating results to the X-box team and the wider high
gradient community. Typical problems that could arise were breakdowns in the
modulator causing interlocks and needing to be reset. Tuning of the input pulse if
it became deformed, changing the pulse length and rise time. Identifying from the
RF signals on the graphical user interface (GUI) if the phase locked loop (PLL) in
the down-mixing crate was locked to the reference clock. As with all new software
there were bugs in the code initially that had to be firstly identified and then solved.
In this chapter the S-box experimental set up is described and the preliminary
results are discussed in the context of ProBE.

7.2 Cavity Conditioning

When accelerating structures are first manufactured, they are not able to reach the
high field levels that they have been calculated to operate at. They first have to
undergo high power conditioning to prepare the RF surfaces for stable operation at
the highest powers. Experiments show that probability of RF breakdown reduces
for a certain field level after some number of RF pulses have been applied. Cavity
conditioning consists of starting at very low power (<1 MW) and short pulse
length (50 ns) and gradually ramping the power up step by step to the maximum
power. Once the maximum power is reached, the power is reduced and the pulse
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length increased. This process continues until the nominal parameters are met
then the cavity is operated at that power level until the BDR reduces to a stable
level. This is when the cavity is deemed to be conditioned. This process can
be observed in Figure 7.2. The BDR is kept fairly constant by a conditioning
algorithm implemented on LabVIEW. Only during the flat run at the end of the
conditioning process is the BDR seen to drop below 10−6. The vacuum levels
and breakdowns are monitored throughout this process to keep the BDR low and
prevent any irreversible damage. Initially a process of out-gassing occurs when the
surfaces first see RF, surface contaminants and an oxide layer are removed by the
RF. Breakdowns are thought to remove small field emitters from the surface of
the cavity walls, which is why the dark current is shown to start relatively high,
but decrease with further conditioning. It is thought that it is not the number of
breakdowns that enhances the structures performance but the number of pulses.
This is discussed in more depth in [133].

Fig. 7.2 Conditioning history of a TD26CC prototype tested at X-box 1 (CERN).
The accelerating gradient is shown in red. The number of pulses is shown on the
x-axis and the pulse lengths are given at the top. The BDR in breakdowns per
pulse is shown is blue. The cumulative number of breakdowns is shown in green
and the dark current is shown in black [133].

7.3 Experimental Set Up

Figure 7.3 shows the functional diagram for the S-box experiment. The low level
RF (LLRF) 2.9985 GHz signal is generated in an RF generator card in a PXI
crate [143] shown in Figure 7.5, and is IQ modulated to preserve both amplitude
and phase information. It is then sent to a Microwave Amplifiers [144] solid state
power amplifier (SSPA) to be amplified to up to 400 W. The 400 W signal is then
sent to the CERN-built modulator and klystron unit and amplified to up to 43 MW
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at a maximum repetition rate of 50 Hz. The klystron is a MKS14 from the former
CTF3 linac shown in Figure 7.4. A circulator protects it from reflections and a
directional coupler is installed on the output to measure transmitted and reflected
signals. The RF power is distributed through a WR284 copper waveguide network
under SF6 up to a ceramic window (Figure 7.1) just before a bi-directional coupler
before the device under test (DUT). A −60 dB bi-directional coupler attenuates
the incident (PSI) and reflected (PSR) signals so they can be sampled by the LLRF
system. After the structure another directional coupler attenuates the transmitted
(PEI) power signal for the LLRF system and sends the remaining power to a
water cooled RF load. The directional couplers and RF load are shown labelled
in Figure 7.1. Two Faraday cups upstream and downstream of the DUT, which
are used to measure field emitted electrons and detect RF breakdown, are also
shown. Also visible in Figure 7.1 is the chiller attached to the water channel cooling
the DUT, and the vacuum controller and ion pump keeping the system after the
ceramic window under ultra high vacuum (UHV) which is pressure levels below
10−7 mbar. The current DUT is the backwards travelling wave (bTW) or ‘KT∗’
medical structure designed by a collaboration between TERA and CERN [134]. It
was designed as a constant gradient structure with a high gradient of 50 MV/m,
and powered by 2.5µs pulses of 20 MW at a repetition rate of 30 Hz. The aims of
this experiment are to verify the structure’s gradient within a maximum breakdown
rate of 10−6 breakdowns per pulse per metre (bpp/m), and to see if the modified
Poynting vector model and scaling laws extend to high gradient S-band structures.

Fig. 7.3 Functional diagram of the S-box experiment at CERN.

∗funded by the CERN knowledge transfer fund.
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Fig. 7.4 The high power set up of the S-box experiment. Featuring modulator
43 MW klystron and 400 W solid state power amplifier.

7.4 Electronics

A National Instruments PXI crate is at the heart of the S-box experiment. A
LabVIEW code based on the X-Box 2 experiment was simplified to control S-box
and acquire the data. Figure 7.5 shows the main electronics rack for the 3 GHz test
bench. Here the LLRF and interlocks come together in the PXI system to ensure
accurate data acquisition, protection of the equipment and DUT, and safety of
users.

The RF signals are attenuated −60 dB through bi-directional waveguide cou-
plers before being sent to the electronics rack from the bunker via 50 Ω coaxial
cables. They are then attenuated by further −20 dB through coaxial directional
couplers before entering the down-mixing stage. There is additional attenuation
of approximately −13 dB in the cables between the DUT and the electronics rack
in the klystron gallery above the CTF2 bunker. It is important to log accurately
the attenuation between the klystron and the PXI to reduce uncertainty of the
power at which breakdowns occur. The entire RF network is carefully calibrated
to be sure of the RF measurements. This done by sending a known RF power
from a 3 GHz signal generator, then taking measurements with a power meter and
noting the attenuation. LabVIEW is calibrated by sending a known power, then
noting the response of the digitisers which can be visualised on the GUI in mV. The
power level is swept from zero to the maximum power, polynomials are fitted to the
results and the coefficients are entered into the GUI for each channel. Calibrations
are vital and are performed regularly to ensure reliable and accurate results.
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7.4.1 Interlocks

Interlocks are used in the system to prevent RF being pulsed when it may damage
the structure or become unsafe for the operators. The PXI controller monitors the
RF signals in real time and will immediately stop the RF pulsing in the event of
any of the signals exceeding the set thresholds. A sharp rise in the reflected power
(PSR), dark current signals from the Faraday cups, and the vacuum pressure, are
all notifiers of an RF breakdown and thresholds are set by the operator. Once
a threshold is exceeded the PXI stops the RF, logs a breakdown and the pulse
shape is saved for later analysis. The RF is stopped to prevent the breakdown
mechanism being sustained and damaging the structure. There are several other
interlocks that may cause the PXI to stop the RF for safety reasons. Flow meters
both on the cooling circuit connected to the chiller and the structure, and the
internal CTF2 cooling circuit dedicated to the RF load, will stop the RF in the
event of a cooling water failure. There is an additional RTD sensor on the RF load
to ensure it doesn’t exceed a safe operating temperature. The CERN control centre
(CCC) oversees the experiments at CERN and an enable signal is only sent to the
modulator once a patrol has been done of the bunker and access is completely
restricted to humans. Removal of the key from the control room to the bunker will
result in a safety interlock and stop the RF to prevent any person being accidentally
irradiated. Finally there is an ‘Authorisation RF’ signal between a PLC above the
modulator and the PXI which will stop the RF if the modulator or klystron itself
interlocks. A klystron can interlock it’s own safety system if it’s internal vacuum is
compromised or it has a breakdown in one of it’s cavities for example.

Fig. 7.5 The S-box electronics rack in the CTF3 klystron gallery.
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7.4.2 Data Acquisition

The incident, reflected, and transmitted RF signals are acquired by a NI-5761
digitiser card shown in Figure 7.5. This has a high 14-bit resolution, limited to 250
mega samples per second (Msps) but there are 3000 million periods RF periods
per second which would only sample once per every 12 RF periods. The Nyquist
theorem states that to reconstruct a sine wave the sampling rate must be at least
twice that of the signal frequency. Ideally however, we want 4 samples per every
RF period to avoid amplitude errors or aliasing. With 4 samples per RF period
the signal can be completely reconstructed. 250 Msps divided by 4 is 62.5 Msps
therefore to sample 4 times in every RF period we must down-mix the signal to
62.5 MHz intermediate frequency (IF).

The NI-5772 has two channels with a faster sampling rate of 1.6 Gsps but a
lower 12 bit resolution. Thus this card is used to sample the Faraday cup signals.
During a normal pulse there is a stable dark current of field emitted electrons at
that given power level captured by the backwards travelling wave, and detected by
the Faraday cups. During a breakdown pulse, the Faraday cup signal will saturate
thus high resolution is not vital, but the high sample rate ensures speedy detection
of the breakdown and a prompt response from the PXI to stop the RF.

7.4.3 Down-mixer

The schematic of the down-mixer used for the S-box experiment is shown in
Figure 7.6. In the first stage a phase locked loop (PLL) locks a 2.9365 GHz voltage
controlled oscillator (VCO) to the 10 MHz PXI reference clock to ensure accurate
synchronism and phase acquisition. The signal is attenuated to bring it within
the stable range of a bandpass filter placed to remove any harmonics before the
signal is split into two by a 3 dB splitter. The two signals are then attenuated
further to bring them comfortably below the 1 dB compression point of the 17 dB
amplifier. This large amplification facilitates the splitting of the signal into 8
separate channels for down-mixing. Before the 2.9365 GHz signal is mixed with the
2.9985 GHz signals from the structure, a circulator is placed to prevent any power
travelling back through the 8-way splitter and combining which could destroy the
amplifier before it. After the circulator the RF signals are input having already
been attenuated (−20 dB) by coaxial couplers in the electronics rack (Figure 7.5).
The resulting intermediate frequency (IF) signal is then amplified and filtered again
to remove any higher order harmonics created in the mixer. Finally the resulting
62.5 MHz IF signals are attenuated to bring them down to 13 dBm for input to the
PXI digitisers.

The down-mixer was tested to ensure the only frequency present at the ADC’s
was 62.5 MHz. As expected there were small peaks for the harmonics at 125.5 MHz,
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2.6 GHz, 2.8 GHz, 2.937 GHz, and 2.9985 GHz but these are filtered in the down-
mixer and are all <50 dBm. Figure 7.7 shows the Fourier transform of the frequen-
cies on one of the output channels†. There are unwanted peaks at 65.8 MHz and
59.2 MHz. They are only −42 dBm so are not of any concern. These higher order
harmonics are not successfully filtered out by the filters in the down-mixer due to
their proximity to the fundamental.

Fig. 7.7 Fourier transform of frequencies out of the original down-mixer.

A replacement down-mixing crate was designed to replace the original down-
mixer which would eventually return to the IFIC high-gradient test bench. In an
attempt to improve the output signal the maximum splitter used was 1:4, reducing
the available channels to 8 which is still plenty for S-Box’s current needs. The
revised design can be seen in Figure 7.8. Care was taken to ensure each power
level prior to amplification was ≈ 10 dBm below the saturation point to avoid
harmonics and an additional low pass filter was implemented before the 4 way
splitters. Unfortunately this down-mixer has not been constructed as it was more
convenient for IFIC to re-build their original design in Valencia than to delay the
KT structure testing by removing the down-mixer to send back.

†All channels were tested and this figure is representative of them all
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Fig. 7.8 The revised down-mixer schematic

7.5 Breakdown Detection

The ‘real-time operating system’ on the PXI controller allows us to visualise the
structure’s response to each pulse in real time. The LabVIEW GUI enables us
to view the ADC’s response to a known power level in mV and we can calibrate
by sweeping the input power level from a signal generator, then fit the ADC’s
response to a polynomial and enter the coefficients in the configuration file. Once
it has been calibrated the LabVIEW GUI shows us the incident, reflected and
transmitted powers. LabVIEW programs are comprised of lots of subroutines called
virtual instruments (VIs). The main VI in the S-box control program is shown
in Figure 7.9 and it shows a typical pulse with no breakdown. The green trace
shows the 350 ns square pulse input to the structure. The pink trace shows the
power reflected by the structure. The two distinct peaks are a result of the high
frequency components that create the square pulse being outside of the structure’s
bandwidth. The red trace shows the transmitted power at the end of the structure
to be absorbed by the load. There is a short delay between the start of the incident
pulse and the start of the transmitted pulse due to the structure filling and as
the filling time of this structure is approximately 200 ns and the pulse length is
350 ns there is no stable flat top on the transmitted pulse. The blue trace shows
the current in the Faraday cup upstream of the structure. It is larger than the
current in the downstream Faraday cup (red dashed line) because it is a backwards
travelling wave structure and the dark current gets captured by the wave travelling
upstream. This is a normal pulse, but the traces deviate from this in the case of an
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RF breakdown and we set thresholds on the LabVIEW GUI to both stop the RF
to avoid damaging the cavity and save the relevant data for later analysis.

Fig. 7.9 A normal pulse including incident power, reflected power, transmitted
power and Faraday cup signals.

When a breakdown occurs in the iris of a structure that iris is obstructed and
there is a subsequent rise in the reflected signal, and a reduction in the transmitted
signal. An RF breakdown appears like a short circuit would. Typical high gradient
travelling wave structures, like the CLIC structures, will couple power from one cell
to the next through the iris. The KT structure however is magnetically coupled
through coupling slots in the cell walls. Peak Sc fields exist on both the nose cones
around the iris and the coupling slots, thus one could say it is just as likely to
breakdown there. It is also likely to change the reflected and transmitted signals in
ways that have not seen before in the CLIC high gradient test program. Figure 7.10
shows the simulated total structure reflection as a function of the breakdown
positioning along the structure for different breakdown scenarios. The black dashed
line separates two distinct regimes; breakdowns in the beam aperture (above)
and breakdowns in the coupling slots (below). As a general trend the reflection
decreases the further down the structure it occurs, this is due to the reflected signal
attenuating through the structure on it’s way back to the directional coupler. From
this it was thought that the transverse breakdown position could be estimated as
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well as the longitudinal position. However, the measured results did not show such
a well defined separation between the two. These results are discussed in more
detail in [134].

Fig. 7.10 Simulated total structure reflection as a function of the breakdown
positioning along the structure [134].

Another way of detecting a breakdown in the structure during conditioning is
observing the Faraday cup signals. They will typically saturate in the event of a
breakdown and the thresholds set on the GUI will be exceeded. An example of a
typical breakdown pulse is shown in Figure 7.11, and it is quite easy to conclude
that a breakdown has occurred when comparing it to the normal pulse in Figure 7.9.
Both of the Faraday cup currents have saturated (red & blue), the reflected signal
has risen to the same level as the input pulse and there is barely any transmitted
power after the incident pulse.
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Fig. 7.11 A breakdown pulse detected by the Faraday cup signals. The red and
blue traces below zero are the Faraday cups signals. The incident (green), reflected
(pink) and transmitted (red) signals are above zero.

It is not always so easy to distinguish a breakdown pulse from a normal pulse
however. Figure 7.12 shows a pulse that was saved by the PXI crate because it
triggered a breakdown threshold. In a typical pulse like the one shown in Figure 7.9
the reflected signal has 2 peaks approximately half the amplitude of the incident
pulse but in this pulse the second peak is almost the same amplitude. Visually,
there is no distinctive change in the transmitted pulse in comparison to the normal
pulse, and the Faraday cup signals have barely changed at all with the exception
of a peak in the middle of the pulse. This demonstrates that breakdown pulses
are not all alike and the threshold settings are important for accurate breakdown
rate calculation. The pulse in question may have broken down on the tail end of
the pulse which would explain why the transmitted signal is not too different from
a normal pulse. The breakdown could have been located somewhere between the
directional coupler and the structure itself, this would explain why there was not a
large field emission current detected by the Faraday cups.
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Fig. 7.12 A breakdown pulse detected by the reflected signal. The red and blue
traces below zero are the Faraday cups signals. The incident (green), reflected
(pink) and transmitted (red) signals are above zero.

7.6 Conditioning Algorithm

During daily operation of the high gradient test bench operators can visualise the
conditioning of the DUT on the GUI as shown in Figure 7.13. The top left displays
the real time RF signals and the dark current. The top right displays the current
incident power level in Watts, and one can see the power level frequently drop to
zero because of a breakdown event. The bottom right displays the vacuum level
inside the DUT in mbar, the peaks correspond to breakdown events increasing the
pressure in the structure. The bottom right hand window shows the RF control VI
where the operator can manually control the power entering the structure or leave
it for the conditioning algorithm to control.
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Fig. 7.13 S-box operational screenshot.

Fig. 7.14 Screenshot of the ‘RF Control’ VI including the conditioning algorithm
(top left).

A close up of the RF control VI is shown in Figure 7.14. Here the operator can
choose to control the power level manually or leave it to the control algorithm. In
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the top right the operator can send an ‘RF ON’ signal to the modulator, and set
the pulse length. It is here that the GUI displays the time since the last breakdown
event in seconds, and the current breakdown rate measured over the previous two
hours. To the right of this box the operator can set the power level, and also the
Kc constant of the proportional-integral-derivative (PID) controller that increases
the power from zero to the power level set in the box above. The rate of change of
power resulting from the Kc controller is not intuitive. To avoid setting it too high‡

the operator can also set a maximum rate of change to avoid excessively aggressive
conditioning. The control panel for the conditioning algorithm is found on the far
right of the VI, when activated the algorithm controls the cavity conditioning with
the power level while monitoring the breakdown rate. Here one can set the target
power for the DUT and also set a lower power limit, and crucially a breakdown
rate limit. There is also a pressure set point here and the operator can decide how
long the RF should be stopped for following a breakdown event, however the power
will not be restarted until the vacuum has recovered to the restart limit. The PXI
will check the vacuum level every 5 s during an interlock. The control algorithm
will also reduce the power if a breakdown cluster is detected and the amount to
reduce the power level is also set here. The PID conditioner can be fine tuned
within this window, but the specifics of the algorithm can also be more intuitively
tuned with the graphical representation shown at the top of the VI. The axes show
‘Power Delta (W)’ vs. ‘Time (s)’, and the blue line can be dragged and dropped
by the operator. During operation the red bar scrolls across the x-axis with time
and if it reaches 175 s§ without any breakdown event occurring it will increase
the power by 10 kW, and will continue at that power until a breakdown occurs.
When a breakdown occurs the red bar starts again at zero seconds. If a breakdown
occurs within the first 60 s the power will be reduced accordingly and the red bar
will begin again at zero. If a breakdown occurs within the flat section the red
bar will start again but the power level will remain the same. It has been shown
that its the number of pulses that condition a structure rather than the number
of breakdowns [133]. We want to avoid ramping the power too fast and causing
excessive breakdowns that can damage the cavity permanently. Instead we want to
gradually increase the power level and gently condition the structure maintaining
a fairly constant breakdown rate, which is what the algorithm attempts to do.

7.7 Preliminary Results

The conditioning history of the KT structure is shown in Figure 7.15. The structure
was designed to operate at 50 MV/m with a pulse length of 2.5 µs with an expected

‡The higher the value the faster the ramp in power.
§this is the current shown settings but can be changed my the operator.
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breakdown rate of 10−6 [134]. The conditioning was started at a pulse length of
350 ns, and the structure exceeded its design gradient at around 130 million pulses.
The pulse length was increased to 900 ns and quickly reached 50 MV/m which is
typical of accelerating structures when the pulse length is increased but still below
nominal values. The pulse length was increased again to 1.2 µs at which point
the modulator and klystron started to have technical problems so the blue curve
flattening out is not a limit placed by the structure but a limit on the high power
capability of the experiment.

Fig. 7.15 The conditioning history of the KT structure. The gradient is shown in
blue and the cumulative number of breakdowns (BDs) is shown in red [145].

After the installation of a new modulator and klystron a flat run was conducted
where the power is kept constant and the BDR is allowed to decay to a stable rate
at which time the cavity is deemed to be conditioned. Figure 7.16 shows the BDR
decaying during the 60 MV/m flat run where the BDR dropped to 4×10−6 break
downs per pulse (bpp). This corresponds to 2.1×10−5 bpp/m.
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Fig. 7.16 BDR with respect to the accumulated number of pulses during conditioning
at constant power. Gradient = 60 MV/m [145].

At the time of writing the experiment is ongoing to test the structure at the
design pulse length of 2.5 µs flat top. Assuming the cavity is conditioned at
60 MV/m we can estimate the BDR at the nominal gradient of 50 MV/m and pulse
length of 2.5 µs using

E30
acc · t5p
BDR

= const. (7.1)

as 3.4×10−6. This is still slightly higher than the target BDR of 1×10−6 but it
is promising that it will continue to condition at the longer pulse length and drop
to or even below the target BDR.

Table 7.1 shows the main parameters for both the KT bTW structure and the
ProBE structure. The ProBE structure has a much longer filling time than the
bTW structure because it is standing wave. Travelling wave cavities are known to
have faster filling times than standing wave structures which has an advantage in
a pCT application because it means the cavity is ready to accelerate beam in a
shorter time, increasing patient throughput.

ProBE has higher peak fields than the bTW structure. Initially the limit
set on the peak surface electric field was 200 MV/m like the bTW and CLIC
structures. After the final optimisation the peak surface electric field of ProBE
rose to 215 MV/m but as there is no definitive model limiting this value it was
accepted. Only a high power test will answer if this will increase the BDR above
acceptable limits.

Sc and the pulse length are both also higher for the ProBE cavity than the
bTW structure. Using the scaling law
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Sc15
acc · t5p
BDR

= const. (7.2)

and scaling from the CLIC nominal parameters of Sc=5 W/µm2, tp=200 ns and
BDR=10−6 the ProBE cavity is predicted to operate at a BDR of 3.89×10−11.
Despite the relatively long pulse length this is still extremely low due to the low
Sc peak in the ProBE cavity. There is no expectation that the ProBE cavity will
perform at this BDR in a high power test. The design of the cavity was more
focussed on aggressively maximising the shunt impedance with sharp nose cones
around the beam axis. This is where the 215 MV/m peak surface electric field is
located and is expected to dominate the BDR. If the assumption is made that the
bTW structure is conditioned after the high power test presented in this chapter
then Equation 7.2 can be used to predict the BDR of the ProBE cavity to be
5.9×10−4. This would not be considered an acceptable breakdown rate for pCT
however the high power test of the bTW is ongoing and may condition further.
The high power test of the ProBE structure in S-box will yield some interesting
results for the applicability of the scaling laws to lower frequencies.

bTWS vs ProBE Comparison
Parameter ProBE bTW Units

Lcav Cavity Length 32.8 18.9 cm
tfill Filling time 4.4 0.22 µs
tp Pulse length 4.5 2.5 µs
Eacc Gradient 53.9 50 MV/m
Epeak Peak Surface E-field 215 200 MV/m
Sc Modified Poynting Vector 0.9 0.75 W/µm2

Table 7.1 Comparison between the main design parameters of the KT bTW structure
and ProBE.
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Chapter 8

Discussion and Conclusion

The main goal of this work was to design a high gradient proton boosting linac
suitable to upgrade existing proton therapy centres that have 250 MeV cyclotrons,
to provide 350 MeV protons to be used for proton imaging. In Chapter 1 the
literature around proton imaging was reviewed and the demand for improved
imaging techniques within the proton therapy community was presented alongside
multiple ongoing research efforts to make proton imaging a reality. In this work
the techniques used in the CLIC high gradient test program were employed to
design a cavity with a gradient twice that of the typical proton accelerator. The
relevant accelerator physics required to complete the work presented in this thesis
was introduced in Chapter 2. The RF optimisation of both a small aperture
and large aperture scheme were presented in Chapters 3 & 4.1 respectively. In
these chapters both travelling wave and standing wave cavities were considered as
potential structures for the ProBE linac. A beam dynamics and particle tracking
study was presented in Chapter 5 where both small and large aperture solutions
were considered. The optimum length of the cavity at an aperture radius of 4 mm
was determined. Chapter 6 presented the mechanical engineering considerations
surrounding the manufacture of the ProBE prototype cavity, where many of the
techniques from the CLIC high gradient test program were employed. Finally in
Chapter 7 the author contributed to the commissioning and operation of the S-box
high gradient test bench at CERN, where a high gradient medical linac was being
high power tested and where the ProBE prototype cavity is foreseen to be tested
when it is complete. At the time of writing the cavity disks have been delivered by
VDL and are shown in Figure 8.1.
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Fig. 8.1 Final machined disks after delivery by VDL.

8.1 ProBE Conclusions

The RF optimisation for ProBE began with single cell pill box cavity simulations.
Plotting shunt impedance against aperture for 4 different frequencies showed that,
for very small aperture radii, 12 GHz had the highest shunt impedance per unit
length due to the ratio between the aperture radius and the wavelength. Recog-
nising that the final proton imaging application of this booster linac could cope
with very low transmission, a small aperture at 12 GHz was adopted to utilise the
high shunt impedance. Standing wave and backwards travelling wave structures
were designed at both 3 GHz and 12 GHz. It then became apparent that the effects
of cell to cell coupling on the shunt impedance overrides any advantage hoped
to be gained from using the higher frequency. The wavelength being smaller at
higher frequencies means there are more accelerating cells or ‘gaps’ in a fixed length
structure, and thus more cell to cell coupling is required for suitable phase and
amplitude drop across the structure. Shorter structures were also investigated, and
although the effect of cell to cell coupling was reduced, the 3 GHz structure still
outperformed the 12 GHz structure.

The entire small aperture optimisation was done using the modified Poynting
vector (Sc) as the sole peak field limit. However due to large nose cones around
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the beam axis, the peak surface electric fields were far higher than acceptable. The
high gradient community have typically believed that the peak surface electric field
achievable before RF breakdown occurs scales with frequency as per the Kilpatrick
criterion. The CLIC high gradient test program has published lots of high power
test data at 12 GHz, but at the time of optimisation the only high gradient data
available at 3 GHz was the single cell tests done by TERA [124]. Unfortunately they
were not sure the cavities had finished the conditioning process. A conservative
200 MV/m peak surface electric field limit was imposed, and was exceeded by
15 MV/m in the final structure. Since then the first high gradient test at 3 GHz has
begun, and the structure has exceeded the 200 MV/m limit at 1.2µs pulse length.
It is yet to reach its design pulse length but even at its maximum pulse length of
2.5µs it is still below the maximum Sc proposed in [82]. This structure is likely
to be limited by Epeak before it reaches the maximum Sc. As the maximum Sc of
ProBE is also far from the maximum, it will also likely be limited by Epeak. It
could be the case that a scaling factor must be applied to Sc to apply it to 3 GHz
cavities as a peak field limit. It could also be the case that magnetically coupled
cavities are not limited by Sc in the same way that electrically coupled cavities are.
Further analysis into the data obtained in the current and future high power tests
of S-band cavities in S-box and other facilities may answer these questions.

A novel method to manufacture side-coupled cells from two disks was presented
in Chapter 6. Cutting the cells this way allows for a radius to be machined around
the previously difficult to access coupling slot. This reduced peak magnetic fields
around the coupling slot and means the structure can be fed with higher power,
have higher inter-cell coupling, and still maintain a high shunt impedance.

In the large aperture optimisation presented in Chapter 4.1, only S- and C-band
cavities were investigated as they showed the highest shunt impedance for a 4 mm
aperture radius. The maximum Sc was reduced from 4 to 2 W/µm2 because S-
and C-band high power klystrons usually have longer maximum pulse lengths.
Backwards travelling wave and standing wave structures were designed and both
Sc and the peak surface electric field limited the gradient achievable. The highest
gradient calculated was the S-band side-coupled standing wave structure, which
was limited by the peak surface electric field as Sc was only 0.9 W/µm2.

In Chapter 5 both small and large aperture optics schemes were investigated.
It was initially thought that the aperture could be minimised to achieve very high
shunt impedances at X-band. This however required four impractically strong
magnets between each cavity to focus the beam and achieve an acceptable current
at the linac output. A large aperture FODO scheme was instead adopted and
particles were also tracked through varying length structures using ASTRA to
determine the optimum structure length. The conclusion was that although there is
an advantage to having shorter structures with less cells due to inter-cell coupling,
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more structures can’t necessarily fit in the allocated space for the linac. For example
the 3-cell and 7-cell structures could both only fit 7 structures in 3 meters with
associated matching sections. The 3-cell structures require a higher gradient as
there are less accelerating gaps. For smaller structures to be advantageous, the
gradient improvement due to the reduction in inter-cell coupling has to be large
enough to give the beam more energy than the same number of larger structures
would have. However there is an upper limit to this due to gradient limits such as
peak surface electric field and Sc so it is not always advantageous to have shorter
structures. Additionally the 3-cell structures were not long enough for the beam to
bunch adequately and this resulted in higher losses in the energy selection system.
In this case the optimum was to have 6×11-cell structures given the 3 m space
constraint at the Christie hospital, and current high gradient capabilities.

Ultimately this work was a feasibility study, and the conclusion is that a linac
upgrade to existing proton therapy centres is feasible. This thesis focused on a
specific case study of the Christie hospital which has a 250 MeV cyclotron as a
proton source for treatment and a 3 m space in the beam line for a booster linac.
Naturally this is the case for many proton therapy centres, and in the future when
proton imaging technology is more advanced they may not be able financially
to upgrade to a higher energy cyclotron or an FFAG solution. The pulsed linac
upgrade is a flexible and versatile solution able to adapt to the needs of any facility
desires 350 MeV protons. In this work we demonstrated in simulation the ability to
reach the gradients necessary for a project such as this while maintaining sufficient
current for imaging, and in the S-box experiment we have seen a similar cavity
designed under the same gradient limits and manufacturing processes reach upwards
of its design gradient albeit at a less than nominal pulse length.

Also in this work the 3 GHz test bench ‘S-box’ was commissioned at CERN,
for the purpose of testing S-band cavities as part of the CLIC high-gradient test
programme. There is increasing interest in high gradient behaviour at 3 GHz. High
gradient test benches are being constructed in IFIC and INFN as well as S-box at
CERN. The experiment, despite setbacks such as broken modulators and klystrons,
is conditioning the bTW structure well, and useful high gradient data at 3 GHz is
being collected for future analysis. At the time of writing the bTW structure has
exceeded it’s design gradient up to 1.2 µs and is expected to continue rising. It has
reached higher surface electric fields during conditioning than the typical CLIC
structures. After this structure is conditioned a second identical structure will be
high gradient tested either at S-box or at the IFIC facility. The ProBE structure
is also foreseen to be tested at S-box, which will contribute 3 GHz standing wave
high gradient data to that of the backwards travelling wave structures, and all of
the existing X-band data. In Chapter 7 the performance of the bTW structure
was scaled to the ProBE prototype parameters. It was predicted to operate at a
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breakdown rate of 5.9×10−4 which would not be a suitable breakdown rate for
a medical linac. However, the bTW has not finished conditioning at the time of
writing, and as such the parameter used for the scaling will likely improve.

8.2 ProBE Final Parameters

Table 8.1 and 8.2 contain the final design parameters for the ProBE prototype linac.
At the start of the optimisation process it was decided to use 2×50 MW klystrons
to power the linac via WR284 waveguide. This means each 50 MW klystron will
be feeding 3 structures. This will require the design and manufacture of a 3-way
high power splitter at 3 GHz. Alternatively 3×30 MW klystrons could be used with
hybrids to split the power between 2 structures each. A travelling wave structure
would have been desirable due to the shorter filling times associated with travelling
wave structures. Table 4.5 showed the S-band SWS to have a filling time over 5
times longer than the S-band TWS. Ultimately it was decided to build the SWS
prototype as it demonstrated a higher gradient than the alternatives in simulation.

3 GHz Prototype Structure
Parameter Value Units

f Frequency 2.9985 GHz
S Septum Thickness 2 mm
rc Accelerating Cell Radius 36 mm
rsc Coupling Cell Radius 13.1 mm
l Accelerating Cell Length 29.8 mm
lsc Coupling Cell Length 29.8 mm
Roc Outer Corner Radius 6 mm
Ric Inner Corner Radius 2 mm
Ron Outer Nose Radius 2 mm
Rin Inner Nose Radius 2 mm
CA Nose-cone Angle 65 Deg
Ncell Number of Accelerating Cells 11
d Coupling Slot Depth 1.2 mm
k Coupling factor 2 %
Q0 Q-factor 13279
Ql Loaded Q-factor 6444
Z Shunt Impedance 75.5 MΩ/m
Eacc Gradient 53.9 MV/m
Epeak Peak Surface E-field 215 MV/m
Hpeak Peak Surface H-Field 261 kA/m
Sc Modified Poynting Vector 0.9 W/µm2

Table 8.1 The parameters for the final prototype structure. Gradient is limited by
12.8 MW input power and available shunt impedance.
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Parameter Value Units

Structure length ≈35 cm

Number of cells 11

Aperture Radius 4 mm

Repetition rate 40 Hz

Pulse Length 5 µs

PMQ Length 3.5 cm

PMQ Strength 72.4 m−2

Number of PMQs 6

Number of cavities 6

Required gradient 54.8 MV/m

Total transmission 1.92 %

Table 8.2 Summary of the final linac optics design parameters.

8.3 Future work

The work described in this thesis is only the very beginning of the ProBE project.
At the time of writing the precision machined disks that make up the cavity itself
have been delivered and visually inspected for scratches and imperfections. One of
the rejected disks in shown in Figure 8.2. The next step is to align and clamp the
disks together, and measure the S-parameters of the cavity with a VNA (vector
network analyser). This should highlight any discrepancies from the metrology
reports, and also provide an opportunity to re-machine any faulty disks before
they are all bonded together. In Figure 4.22 it was shown that confluence between
the accelerating cells and coupling cells was not successfully met. Increasing the
size of the side-coupled cavity radius should bring this within the tuning range of
the tuning pins. This step however is not necessary for a high power test of the
prototype to take place using the accelerating mode. The nearest mode is only
650 kHz away from the accelerating mode so may also be excited which is not ideal
but for a high power test without beam it should suffice.
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Fig. 8.2 One of the final disks provided by VDL. This particular cell was rejected
as it was out of tolerance. However, it represents the final machined disks. This
disk has a counterpart which contains the re-entrant section.

The disks will need to be hydrogen bonded together at 1035◦C under vac-
uum (10−5 mbar) with a H2 partial pressure (20 mbar) [142]. Witness disks have
been manufactured and will accompany the structure through each step of bond-
ing/brazing for further pollution analysis. After the main disk stack has been
bonded the beam pipes, cooling blocks, tuning studs, and flanges will be brazed
on in steps of decreasing temperature. Once the structure is built the fields will
be measured via bead pull experiment and if necessary each cell will be tuned to
ensure minimal reflections at the operating frequency, and the same field amplitude
and phase advance throughout the structure.

It has been mentioned throughout this work that the ProBE structure will then
need to be high power tested at one of the 3 GHz high gradient test facilities, likely
S-box. The data collected during this conditioning and test can then be compared
to the 2 bTW structures at 3 GHz, and also to the CLIC X-band structures to shed
more light on how the breakdown rate varies with frequency, and which scaling
laws should be applied when. Things to look out for during the ProBE tests would
be multipacting in the side-coupled cells, breakdowns on the coupling slots, and
breakdowns on the iris. Once the testing is complete one may wish to cut the
cavity open to investigate damage caused by breakdown. The equation for the
maximum voltage at which multipacting can occur between parallel plates is

Vmax = mω2x2
0

2e = 2993 V. (8.1)

The field in the simulation model for the prototype cavity is not flat in the
side-coupled cells so each cell has a different field amplitude. Only one cell is at
risk of multipacting with a voltage of 2673 V. However, the side-coupled cells in
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addition to the accelerating cells have tuning studs brazed to the surface, so one
could avoid possible multipacting by adjusting the field level in the cell.

Once the analysis from the high power tests is complete, one has the opportunity
to further improve upon the design if it is necessary. If tests show the cavity can
reach higher peak fields than 215 MV/m while operating at an acceptable breakdown
rate one may wish to reduce the gap between the nose cones and increase the
gradient of the structure. If there are many breakdowns on the coupling slots
during testing, one might wish to adopt the side-coupled cavity design shown in
Figure 3.18 to eliminate them, which would also simplify the machining. There
are other changes that could be made to the mechanical design that would reduce
the cost of manufacture and make it more accessible to proton imaging centres.
For example the cooling channels could be incorporated into the cavity disks for
better heat dissipation during operation, and to reduce the copper requirement for
separate cooling blocks. The push-pull tuning studs could also be replaced with
one-directional tuning, where the cavity is deliberately manufactured at slightly
lower frequency and rather than braze studs to the surface, ball bearings deform
the cell wall through threaded holes in the cavity disks. The RF design could also
be re-optimised for another application or facility with different space requirements,
or with a different proton source. Linac-only proton therapy centres have a much
smaller transverse beam emittance and could reduce the cavity aperture size to
increase the gradient further.

The long term future plans for the ProBE project are to test multiple cavities
at the Christie hospital with a clinical beam. It is foreseen that there will be
two prototype cavities and a matching section of permanent magnet quadrupoles
between them to also test the linac optics. As beam rigidity increases with energy,
stronger magnets are required to bend the beam towards the patient at 350 MeV
than 250 MeV so the existing gantry design for the Christie would not be suitable
should the ProBE linac be installed. A superconducting gantry design is currently
being researched at Manchester University along with the entire beam delivery
system. It is hoped that in the not so distant future, there will be a commercially
viable option for cyclotron based proton therapy centres to upgrade their facilities
with a compact high gradient linac. It is believed this will improve the effectiveness
of proton therapy as a cancer treatment, thus improving not only cancer survival
rates, but patients’ quality of life during and after treatment.
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Abstract

This technical specification concerns the machining, dimensional

control, packing and delivery of the mechanical components for the

ProBE Prototype structure

MELACCL30013

Deliveries are forseen within 10 weeks from reception of order
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A.1 INTRODUCTION

A.1.1 Introduction to ProBE: Proton Boosting Extension

for Imaging and Therapy

Lancaster Univerity (LU) in collaboration with Manchester University, CERN and
the Chrisitie Hosptial are designing a proton boosting linac for medical applications.
Proton beam therapy is an alternative to traditional x-ray radiotherapy utilised
especially for paediatric malignancies and radio-resistant tumours; it allows a
precise tumour irradiation, but is currently limited by knowledge of the patient
density and thus the particle range. Typically X-ray computed tomography (CT) is
used for treatment planning but CT scans require conversion from Hounsfield units
to estimate the proton stopping power (PSP), which has limited accuracy. Proton
CT measures PSP directly and can improve imaging and treatment accuracy. The
Christie Hospital will use a 250 MeV cyclotron for proton therapy, and ProBE is a
pulsed linac upgrade, to provide 350 MeV protons for proton CT within the facility.
This technical specificaition is associated with the first 11 cell prototype RF-cavity.
The cavity is a normal conducting, 3 GHz side coupled standing wave structure.

A.1.2

The cavity must operate at high pulsed power. It will be operable at a known
frequency and have the ability to be tuned by plastic deformation of the walls via
tuning pins. Cooling will be applied using chilled waters on the cavity side walls.
The RF operating frequency is 2.9985 GHz, and the required input is up to 14 MW
peak (2 kW average).

A.2 SCOPE OF THE SUPPLY

The successful bidder (hereinafter referred to as the “contractor”) shall supply the
parts for the protoype structure (hereinafter referred to, in whole or in part, as the
“supply”) as defined in this technical specification and the documents and drawings
attached to it.

A.2.1 Deliverables Included in the Supply

The supply shall include:
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• The manufacturing of the parts for the ProBE protoype structure with several
geometries (32 parts in total). The parts to be manufactured are described
in section A.3.1 (table A.1).

• The dimensional control report.

• The packaging.

A.2.2 Items not included in the supply

Flanges, and cooling blocks are not included in the supply and will be manufactured
at CERN.
Assembly of joining of the parts (diffusion bonding / brazing) are not included in
the supply and will be carried out afterwards by another company.

A.3 TECHNICAL REQUIREMENTS

A.3.1 General description

The drawings (filenames correspond to the respective file in the CERN Drawing
Directory) of the parts to be manufactured are given here below. The 3D version
of the drawings are available on request in .catpart (CATIA V5), .step or .igs CAD
format. The parts are listed in a sequence corresponding to the order of assembly.

* Drawings for price enquiry purpose only.

The dimensional tolerances and roughness to be achieved for the parts are specified
in the drawing should be respected as they are and are and are measured in free-
state. The required roughness should be achieved directly by mechnical machining
(turning/milling/drilling) and is evaluated according to ISO1302.

Polishing is not allowed.
During manufacturing, only cutting fluids which are halogen free and sulphur
free should be used. Blowing the parts with wet air is not allowed. All cleaning
procedures must be submitted to LU approval prior to the execution.
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Table A.1 List and quantity of parts o be manufactured

Drawing number* Description of Quantity to be Material
Drawing Manufactured

MELACCL30013 Full Assembly -
MELACCL30009 Endcell 1 1 OFE copper
MELACCL30003 Midcell 1.A 4 OFE copper
MELACCL30001 Midcell 1.B 4 OFE copper
MELACCL30002 Midcell 2.A 4 OFE copper
MELACCL30004 Midcell 2.B 4 OFE copper
MELACCL30008 Coupler Disk 1 1 OFE copper
MELACCL30007 Coupler Disk 2 1 OFE copper
MELACCL30005 Coupler Disk 3 1 OFE copper
MELACCL30010 Endcell 2 1 OFE copper
MELACCL30006 Coupler Waveguide 1 OFE copper
MELACCL30012 Witness Disk 8 OFE copper
MELACCL30011 Beam Pipe 2 OFE copper

Scratches and marks of any nature are not allowed.
The direction of final machining passes of the disks has to be performed in order
to avoid the creation of burrs.

The successful bidder must have demonstrated the manufacturing of similar parts
at a suitable accuracy.

A.3.2 Dimensional control report

Dimensional control report is required for each machined piece. The contractor
must provide LU these dimensional control reports before shipping the parts
for LU approval. The real numerical values of all tolerated dimensions are
required.

Important Dimensions

The most important dimensions are:

• For the case of the midcell disks MELACCL30001, MELACCL30003 :
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– The outside diameter of the accelerating cell ⊘72.025±0.001

– The outside diameter of the coupling cell ⊘25.714±0.001

– The distance between the nose cones (11.769 mm), and the nose cone
angle (50°).

– Radius R1 shown in view F

– Flatness of both sides as they will later be joined by diffusion bonding

– Diameter of Iris (8 mm) and localisation w.r.t. A,B,C

– Localisations of reference planes B and C

– Thickness of the parts (13.997 mm)

– Complete shape accuracy of zone A

• For the case of the midcell disks MELACCL30002, MELACCL30004 :

– The outside diameter of the accelerating cell ⊘72.025±0.001

– The outside diameter of the coupling cell ⊘25.714±0.001

– The outside diameter of the re-entrant section ⊘17.316±0.001

– Radius R1 shown in views B&F respectively

– Flatness of both sides as they will later be joined by diffusion bonding

– Diameter of Iris (8 mm) and localisation w.r.t. A,B,C

– Localisations of reference planes B and C

– Thickness of the parts (15.769 mm)

– Complete shape accuracy of zone A

• For the case of the coupler disks 1&3 MELACCL30005, MELACCL30008 :

– The outside diameter of the accelerating cell ⊘72.025±0.001

– The outside diameter of the coupling cell ⊘25.714±0.001

– The distance between the nose cones (11.769 mm), and the nose cone
angle (50°).

– The bottleneck width 29.493 mm

– The sharp edge shown in views G&I respectively

– Radius R1 shown in view H

– Flatness of both sides as they will later be joined by diffusion bonding

– Diameter of Iris (8 mm) and localisation w.r.t. A,B,C

– Localisations of reference planes B and C
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– Thickness of the parts (13.997 mm)

– Complete shape accuracy of zone A

• For the case of coupler disk 2 MELACCL30007 :

– The outside diameter of the accelerating cell ⊘72.025±0.001

– The outside diameter of the coupling cell ⊘25.714±0.001

– The outside diameter of the re-entrant section ⊘17.316±0.001

– The width of the bottleneck 29.493 mm

– The sharp edge shown in view G

– Radius R1 shown in view H

– Flatness of both sides as they will later be joined by diffusion bonding

– Diameter of Iris (8 mm) and localisation w.r.t. A,B,C

– Localisations of reference planes B and C

– Thickness of the parts (15.769 mm)

– Complete shape accuracy of zone A

• For the case of the endcell disks MELACCL30009, MELACCL30010 :

– The outside diameter of the accelerating cell ⊘72.025±0.001

– The outside diameter of the coupling cell ⊘25.714±0.001

– The outside diameter of the re-entrant section ⊘17.316±0.001

– The nose cone angle 65

– The distance between the cavity wall and the tip of the nose cone 4.944
mm

– Radius R1 shown in view E

– Flatness of both sides as they will later be joined by diffusion bonding

– Diameter of Iris (8 mm) and localisation w.r.t. A,B,C

– Localisations of reference planes B and C

– Thickness of the parts (31.765 mm)

– Complete shape accuracy of zone A

• For the case of the coupler waveguide piece MELACCL30006 :

– Lengths 72.118 mm, 27.766 mm, and 34.028mm

– Sharp edges shown in views B & C

– Localisations of reference planes A, B, and C

– Complete shape accuracy of zone A
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A.3.3 Raw material

Raw material for the parts is Oxygen Free Copper (OFE) UNS C10100, and will
be delivered by LU. There are two possible options of raw material: Rectangular
bar 160mm x 100mm cross section & Round bar ⊘180mm. The contractor should
indicate with the draft manufacturing programme (see section A.4.3) what quantity
of each bar is required.

Delivery of materials or components to be supplied by LU or CERN on contract
loan will be according to an agreed schedule determined on acceptance of the
manufacturing schedule. The contractor is required to inspect the materials or
components on delivery and agree in writing within 7 days of receipt of the material
that it is suitable for the purpose of the contract. A list of all components to be
supplied on contract loan will be supplied with the contract.

Any remaining useable copper after manufacture is complete should be returned to
CERN.

A.3.4 Identification

The following parts must be identified according to the following model:
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Endcell Disk 1: EC1-01 MELACCL30009
Midcell Disks: 1B1-02 MELACCL30001

2B1-03 MELACCL30004
1A1-04 MELACCL30003
2A1-05 MELACCL30002
1B2-06 MELACCL30001
2B2-07 MELACCL30004
1A2-08 MELACCL30003
2A2-09 MELACCL30002
2A3-13 MELACCL30002
1B3-14 MELACCL30001
2B3-15 MELACCL30004
1A3-16 MELACCL30003
2A4-17 MELACCL30002
1B4-18 MELACCL30001
2B4-19 MELACCL30004
1A4-20 MELACCL30003

Coupler Disk 1: CD1-10 MELACCL30008
Coupler Disk 2: CD2-11 MELACCL30007
Coupler Disk 3: CD3-12 MELACCL30005
Endcell Disk 2: EC2-21 MELACCL30010
Beam Pipe 1 & 2: BP-01 & BP-02 MELACCL30011
Witness Disk 1-8: WD-01...WD-08 MELACCL30012
Coupler Waveguide: CPLR-01 MELACCL30006

Disks must be marked on the external face as specified on the drawing.

A.3.5 Heat treatment

The recommended stress relieving temperature is 245 ◦Cduring at least 2 hours in
vacuum. LU should be informed about any heat treatment (stress relief) applied
on the parts.

A.3.6 Vacuum Cleanliness

For the vacuum components to be completely compatible with the ultra high
vacuum environment of the RF cavity a high degree of cleanliness will be necessary
at all stages of production to guarantee an acceptably low outgassing rate and weld
integrity.
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All mechanical cold working operations must exclude the use of heavy organic
lubricants since these can be retained to some extent in the surface after the process.

The plate material is to be cleaned before any cutting or forming operation com-
mences. It will be sufficient to swab with acetone, isopropyl alcohol or similar
solvent. If a guillotine or press is to be used the blades should be cleaned. Care
must be taken that any particulates are removed from the surface of the metal
sheet before such operations to ensure that they are not pressed ito the surface
during cutting or forming.

When the plate material or any other component forming part of or within the
vacuum envelope has been cut, formed and finally machined, the vacuum surface
must never be in contact with oily or greasy objects (including bare hands leaving
finger prints) unless a thorough cleaning operation is schduled to follow immediately
after.

A.4 Performance of the contract

A.4.1 General Conditions

Contracts will be awarded by Lancaster University, throughout this specification
the contracting agent is referred to as ’Lancaster Univsersity’, ’The University’
or ’LU’. All contractual issues will be managed by the university contracts office.
The contractor will be required to co-operate closely with Lancaster University
and its authorised representative at all stages of the contract. Technical issues
will be resolved after adequate discussion with an authorised representative of the
Engineering Department of Lancaster University.

This specification will be an integral part of any subsequent contract. The company
must indicate acceptance of all applicable clauses, but may wish to comment on a
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clause even if it is fully accepted. In the event that any clause is not acceptable
either in whole or in part this fact must be clearly recorded together with a full
written explanation, where a clause is not applicable the clause number must be
recorded with the comment ’Not applicable.’

Where alternative design features or manufacturnig procedures are proposed by
the company this must always be in addtion to a bid that fully meets the existing
specification.

Unless specifically mentioned otherwise, the contractor shall apply the most restric-
tive clause in case of ambiguity between the clauses of the contract, including its
annexes. All deliverables and activities that are not explicitly mentioned in the
technical specification but are essential for the execution of the contract shall be
considered an integral part of the technical specification.

The manufacturer will be responsible for any departure from anticipated per-
formance due to the failure of the manufacturer to adhere to any part of this
specification.

No change to the specified designs is permitted without the written permission
of Lancaster University. However if at any stage of the contract it is clear that
advantage could be gained by such modification then the manufacturer is encouraged
to bring it to the attention of LU.

Except as agreed under A.4.1, no departure from the drawings may be made
without the express permission in writing of The University.
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A.4.2 Sub-Contracts

Full details of all sub-contracts must be available to LU, and written permission
shall be obtained from LU before placement of such sub-contracts.

LU will require written evidence of a formal contract between the manufacturer
and any sub-contractor, together with the legal and contractual obligations that
have been established. Information on delivery time scales will be essential.

LU shall have the right of access to the premises of any such sub-contractor for
inspection purposes, including witnessing of tests.

A.4.3 Timescales and Delivery

The deadline for this price enquiry is 16/01/2017. If you wish to make a bid
please e-mail addressed to Graeme Burt and Sam Pitman, details found in section
A.6.

LU requires that the supply is delivered by 03/04/2017 assuming that the
purchase order is sent no later than 24/01/2017. Please feel free to comment
on this timescale with the quote. Timescales for the project are very important,
Earlier delivery of the cavity disks would be considered desirable.

A draft manufacturing programme is required with the quote and a detailed pro-
gramme including all necessary acceptance tests shall be issued by the contractor
within one week of contract placement and must be approved by LU. This pro-
gramme must contain sufficient detail to enable progress on the contract to be
monitored accurately, and shall include preliminary dates for inspections and tests.
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LU and its representatives shall have free access during normal working hours
to the manufacturing or assembly sites, including any subcontractor’s premises,
during the contract period. The place of manufacture may only be changed after
written approval by LU.

Written progress reports must be submitted to LU at intervals of one month during
the contract by e-mail addressed to Graeme Burt and Sam Pitman, copied to
Anastasiya Solodko. Contact details can be found in section A.6.

No change may be made to the agreed programme without the written approval of
LU. LU must be contacted immediately of any circumstances which might prevent
the contract delivery date from being met.

A.4.4 Packing and transport to CERN

The contractor is responsible for the packing and transport to CERN. They shall
ensure that the equipment is delivered to CERN without damage and any possible
deterioration in performance due to transport conditions.
The discs shall be packaged individually in plastic boxes with high elastic protective
film. Fragile label on shipping package is necessary.

A.4.5 Acceptance and guarantee

LU wishes to visit the company in order to perform a visual inspection of the
parts before their shipping. However, the acceptance of the supply will be given by
LU only after all items have been delivered in accordance with the conditions of
the contract in this technical specification and in particular including dimensional
tolerances as specified in the drawings. Metrological re-control will be performed
at CERN after delivery.
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A.4.6 Inspection and Testing

LU or its authorised representative shall have reasonable access to the manufac-
turer’s works and the premises of any sub-contractors for the purposes of inspection
and the witnessing of tests.

All tests must be undertaken with equipment and procedures approved by LU.

All tests shall be properly recorded on test certificates and results submitted to
LU.

With the components suitably supported, check all relevant dimensions and record
the actual measurements. If any of the specified dimensions are not achieved, no
rectification is to be made without the prior approval of LU.

A.5 List of Contract Loan Items

A.5.1 1 x Rectangular OFE Copper Block 160 x 100

A.5.2 1 x Round OFE Copper Bar ⊘180 mm

Quantity to be confirmed.

A.6 Contact Persons

A.6.1 Persons to be contacted for technical matters:

Sam Pitman (CERN, BE-RF-LRF)
Tel: +41 22 76 76870
Mob: +44 77 122 69890
Email: Sam.Pitman@cern.ch
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In case of absence:

Graeme Burt (Lancaster University Engineering)
Tel: +44 1524 592177
Email: G.Burt1@lancaster.ac.uk

Anastasiya Solodko (CERN, BE-RF-MK)
Tel: +41 22 76 76912
Email: Anastasiya.Solodko@cern.ch

A.6.2 Persons to be contacted for commercial matters:

Graeme Burt (Lancaster University Engineering)
Tel: +44 1524 592177
Email: G.Burt1@Lancaster.ac.uk

In case of absence:

Amanda Fryers (Lancaster University Procurement)
Tel: +44 1524 594499
Email: A.Fryers@lancaster.ac.uk

A.7 Annexes

• Drawings file

• Models file
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