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Abstract

This dissertation is comprised of three stand-alone essays in the field
of corporate finance. Chapter 1 provides an introduction and overview
of the three essays (Chapter 2-4). Chapter 2 explores the driving force
behind the observed declining pattern of investment-cash flow sensitivity,
which has puzzled empirical researchers for a decade. It investigates the
variation of capital adjustment costs in explaining the investment-cash
flow sensitivity and shows that the decreasing trend of the investment-
cash flow sensitivity can be explained by the gradually increasing costs
of capital adjustment. Chapter 3 studies the behavior of the firms in
the aftermath of the 2007-09 financial crisis. A negative shock to the
collateral value, which results in tightening the borrowing capacity, leads
to a protracted recession of the firms’ activities with the real business
conditions unaffected. However, the effect of the collateral shock subsides
when it coincides with a slowdown in the productivity. The reduction of
labor adjustment costs causes investment and employment growth to decline
more (less) aggressively with the negative productivity shock (collateral
shock) and the trimming of labor adjustment costs fares better for the
small firms. A flexible wage contract can significantly alleviate the negative
impact of the collateral shock. While the equity issuance falls (rises) with
the adverse productivity (collateral) shock, the cyclical behavior of equity
financing is less pronounced for the more financially constrained firms.
Chapter 4 is motivated by the endogeneity problem in standard regression
methodologies, which may overlook the coefficient biases induced by the
measurement error in the variables. The measurement error in Tobin’s

¢, which operates via the covariance between ¢ and cash flow, plays an
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important part in explaining the time-series and cross-sectional pattern
of investment-cash flow sensitivity. Moreover, even a high-order moment-
based GMM estimator cannot address the bias if the measurement error is
not independent of ¢ (a non-classical error). Chapter 5 summarizes the

main findings and concludes the thesis.
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CHAPTER

Introduction

Managers maximize firm value through choosing the optimal corporate investment,
employment and financial decisions. Investment behavior is affected by a number of
factors such as corporate productivity, adjustment technologies, fixed operating costs
as well as internal financial resources and the availability of external sources of finance
when the capital markets are imperfect. The interdependence between investment
decision and financial factors is often examined using investment-q regressions aug-
mented with cash flow. Chapter 2 attempts to explore the sensitivity of investment
decisions to internal funds and to examine the conclusions based on the time-series
pattern of the estimated investment-cash flow sensitivities. Furthermore, although
the interactions between the firm’s real activities and its financial constraints are
largely explored, their relationship has received little attention in an environment
where labor market frictions become an integral component. Chapter 3 investigates
the long-term effect of a financial crisis on corporate decisions in the context of capital
and labor dynamics. At the same time, the empirical inference of corporate investment
decision can be invalid due to the measurement error in the variables and, thus, biased
estimates of coefficients. Chapter 4 aims to investigate the measurement-error problem
in Tobin’s ¢ and the way it leads to alternative explanations for the time-series and
cross-sectional patterns of cash flow sensitivity. Chapter 5 summarizes the main

findings and concludes the thesis.

Chapter 2 starts by referring to the observation that investment-cash flow sensitivity

had been decreasing over time to disappear almost completely by late 2000s. The



study shows that this pattern is consistent with the observed evolution of the capital
adjustment costs in a neoclassical investment model with costly external financing.
In particular, it estimates the magnitude of the capital adjustment cost parameter
across different periods and shows that the decreasing pattern of the I-CF sensitivity
can be explained by the gradually increasing costs of capital adjustment. The pattern
of adjustment costs is supported by a broad set of tests ranging from a nonlinear
estimation of the first order condition, a GMM estimation of Euler equation to a
structural estimation of the parameters. Consistent with the prior literature, it finds
no significant evidence of financial frictions contributing to the observed time-series
pattern. The main results are further corroborated in a robustness analysis, which

exploits the cross-industry and cross-country variation of capital adjustment costs.

Chapter 3 studies the implications of a financial crisis, which is associated with a large
and prolonged deterioration to the collateral value and a depression to the economic
outcomes such as investment, employment and output. I calibrate a model to explore
the impact of the collateral shocks as well as the productivity shocks on the firm’s real
and financial variables. With the model-simulated data, I am able to disentangle the
effect of credit supply shocks from the credit demand shocks by modeling productivity
and collateral shocks as two independent random processes. 1 find that a negative
shock to the collateral value, by tightening the borrowing capacity, leads to a deep
decline and a subdued recovery of corporate activities with the real business conditions
(productivity-driven) unaffected. Nonetheless, the impact of the collateral shock is
mitigated by a slowdown in the productivity (a demand-side shock). I emphasize the
empirical challenge faced by researchers: supply-effect subsides when the demand-effect
presides during the financial crisis and any contraction of the firms’ activity during
the crisis period can hardly be ascribed to the shocks in the credit supply. Also, I
examine how the impact of shocks varies with the nature of financial frictions and
labor market frictions. The reduction of labor adjustment costs causes investment and
employment growth to drop more significantly with the negative productivity shock

but to decline less significantly with the negative collateral shock.



Chapter 4 is motivated by the fact that empirical finance research treats Tobin’s ¢
and cash flow as the explanatory variables despite the endogeneity problem arising
from the measurement error in q. Nonetheless, the effect of measurement error, which
operates via the covariance between ¢ and cash flow, plays an important part in
explaining the time-series and cross-sectional pattern of cash flow sensitivity. This
chapter shows that measurement error diminishes investment-cash flow sensitivity in
the recent periods because it biases cash flow sensitivity downward when ¢ and cash
flow are negatively covaried. The covariance structures also offer explanations for
the perceived “wrong-way” differential cash flow sensitivity between constrained and
unconstrained firms classified under the widely used a priori measures. Moreover,
neither OLS estimators nor high-order moment-based GMM estimators can address

the bias if the measurement error is not independent of ¢ (a non-classical error).



CHAPTER

Can capital adjustment costs explain the
decline in investment-cash flow

sensitivity?

2.1 Introduction

One of key research areas in corporate finance is the effect of capital market imperfec-
tions on corporate investment. According to the standard g-investment model (Mussa
1977), the optimality condition equates the marginal value of capital (measured by
the marginal ¢) with the marginal cost of investment. Marginal ¢ is the sole factor
relevant to the investment level. Financial factors, such as cash flow, are — in the

absence of capital market frictions — irrelevant.

At the same time, a number of empirical studies that rely on a reduced-form regression
model, which has investment as dependent variable and ¢ and cash flow as independent
variables, show that investment is sensitive to cash flow. Fazzari, Hubbard & Petersen
(1988) interpret this investment-cash flow sensitivity as the evidence of financial
constraints because financially constrained firms may link their investment to the
availability of internal funds (see also Hoshi, Kashyap & Scharfstein 1991, Gilchrist &
Himmelberg 1995, Lamont 1997). However, Fazzari et al.’s view that investment-cash
flow sensitivity measures financial constraints has been challenged by, among others,

Kaplan & Zingales (1997), Cleary (1999), Moyen (2004), Alti (2003), and Gomes



(2001). In particular, Erickson & Whited (2000, 2002) point out that the observed
empirical investment-cash flow sensitivity can be spurious as Tobin’s average ¢ is a

not a valid proxy for investment opportunities, due to the measurement error.!

The above contributions, however, base their conclusions on the cross-sectional com-
parison of the investment-cash flow (I-CF) sensitivity. Relatively few papers focus
on its time-series pattern. Allayannis & Mozumdar (2004) are the first to observe a
declining [-CF sensitivity from 1977-1986 to 1987-1996. Agca & Mozumdar (2008) find
that I-CF sensitivity decreases with factors that reduce capital market imperfections
but without establishing a direct time-series link between I-CF sensitivity and these
factors. More recently, Chen & Chen (2012) conclude that financial constraints cannot
explain the declining pattern of I-CF sensitivity as there is no indication of financial
constraints becoming more relaxed over time. They also document that the declining
pattern of I-CF sensitivity still exists with measurement-error-corrected estimates.
Although Brown & Petersen (2009) and Moshirian et al. (2017) conjecture that the
declining I-CF sensitivity is due to the shift of importance from physical capital to
intangible assets, Chen & Chen (2012) show that it is also R&D-cash flow sensitivity
that disappears by late 2000s.? The declining trend of I-CF sensitivity therefore

remains a puzzle.

In this chapter, we demonstrate that this time-series pattern is consistent with the
evolution of the capital adjustment costs in a neoclassical investment model with
costly external financing. We estimate the magnitude of the capital adjustment cost
parameter across different periods and show that the decreasing pattern of the I-CF
sensitivity can be explained by the gradually increasing costs of capital adjustment.
Consistent with the prior literature, we find no evidence of financial frictions being

able to significantly contribute to the observed time-series pattern. Most previous

!The (observable) Tobin’s average ¢ is equal to the marginal ¢ if and only if the production
function displays constant returns to scale in a competitive market and the adjustment cost function
is linearly homogeneous to investment and capital (Hayashi 1982).

2Brown & Petersen (2009) report that cash flow sensitivity of total investment (physical capital
expenditure and R&D expense) still decreases across periods.



studies examine how the financial situation of a firm affects its investment policy by
adding cash flow to the regression and comparing the I-CF sensitivity across groups of
firms sorted according to the characteristics that are assumed to capture the degree
of financial constraints. In this chapter, rather than rely on a priori measures of
financial constraints based on endogenous firm-level variables, we directly incorporate
external financing costs into a dynamic investment model, which allows us to generate
predictions about the effects of both financing frictions and capital adjustment costs.
Subsequently, we estimate the magnitude of financing costs and adjustment costs over

time as well as their effect on the time-series trend of the I-CF sensitivity.

Our results are consistent with those by Chen & Chen (2012) in the sense that declining
[-CF sensitivity is not a symptom of decreasing financial constraints. (We measure
the degree of financial constraints by estimating the parameter that captures the
cost of accessing outside finance and find no evidence of the decreasing cost.) We
demonstrate that the magnitude of [-CF sensitivity is not only an increasing function
of financing constraints but also a decreasing function of capital adjustment costs.
The intuition behind the latter result is as follows. When the firms invest out of
internally-generated cash flow, it incurs capital adjustment costs, hence the presence of
such costs lowers cash flow sensitivity of investment.® Given that investment depends
less on the availability of internal funds when capital adjustment is more costly, a
positive time trend in the adjustment costs would result in a declining I-CF sensitivity.
Obtained empirical results support the hypothesis that it is a gradual increase of the
adjustment cost parameter over time that significantly contributes to the observed

declining I-CF sensitivity pattern.

The increasing capital adjustment costs argument is also consistent with the declining
investment-q sensitivity as the frictions of adjusting capital temper the response of
investment to the changes in growth opportunities captured by Tobin’s ¢. It is further

supported by the evidence from the extant literature as well as our own estimation

3Examples of capital adjustment costs include installation costs, costs of disrupting the old
production process and fees of training staff to adapt to the new equipment. More specific examples
are provided in Section 2.3.



results based on the first order condition and simulated method of moments beginning
with the firm’s dynamic optimization problem. The evidence of the rising trend of
adjustment costs remains robust to using alternative measures of Tobin’s ¢ as well
as to the estimation performed on the basis of the Euler investment equation, which
circumvents the use of a proxy for g. The simulated method of moments (SMM), which
chooses the parameters that match the actual moments with simulated moments, also

yields consistent results.

We argue that, based on the economic literature and historical statistics, the increasing
capital adjustment costs can be ascribed to the development of technology, e.g., the
widespread use of computers and software, network and automated systems. According
to PwC (2016), “the use of 3D printing is disrupting US manufacturing” and “the most
commonly cited barriers to the adoption is the cost and lack of talent and current
expertise”. Factories are switching to electrical vehicles, which although brings “new
ways of structuring transportation, land use and domestic energy use”, requests the
installations of necessary infrastructure (Barkenbus 2009). The adoption of high-tech
equipment and machine tools requires specialist skills to install and operate them
and makes retraining during working hours become inevitable.* In the chapter, we
show an upsurge in the acquisition of information technology and communications
equipment in production and an increasing participation rate in the training. The
robustness of the relationship between the magnitude of capital adjustment costs and
technological progress is subsequently demonstrated using an analysis that exploits

both cross-industry and cross-country variation of the capital adjustment costs.

This work contributes to the literature on corporate investment and financing decisions
in several ways. Most significantly, we demonstrate that I-CF sensitivity can capture
both financial frictions as well as capital adjustment costs. Investment is reliant

on cash flow when it is costly to access the external financing market but it is less

4According to Clegg (Feb 28th, 2018), the online education program funded by AT&T to retrain
the workforce “requires at least 10 hours’ homework a week and take 6 to 12 months to complete”
and SEAT’s (the Spanish car company) re-skilling program opens the possibility for employees to
retrain during working hours.



sensitive to cash flow in the presence of a higher capital adjustment cost. Empirically,
we show that it is the increasing magnitude of frictions generated by capital adjustment
that contribute to the declining I-CF sensitivity pattern. We, therefore, highlight
the role of frictions generated by the real side of economic activities in explaining
the responsiveness of investment to internal funds as in contrast with the frictions

generated by the financial market.

To capture the evolution of the investment-cash flow sensitivities, this chapter features
uses of time-varying model parameters. In this way, it allows us to infer the time-series
trend of economic parameters (most importantly, capital adjustment cost parameter).
Cash flow is a source of internal funds before the firm taps the external financing
market. The idea to model cash flow into investment-g equation is closest to the work of
Lewellen & Lewellen (2016), which is, however, restricted to the quadratic adjustment
cost. We consider a more general form of the adjustment cost function and estimate the
economic parameters across each time period based on the ¢ equation. Furthermore,
we attempt to address the problem of measurement error in ¢ by applying alternative
measures of ¢, re-estimating the relevant parameters based on the investment Euler
equation which does not require using ¢, and with the SMM methodology. Taken
together, we present a robust evidence that the capital adjustment cost parameter
is increasing over time. The linkage of model parameters with [I-CF sensitivity is
related to several studies for structural models (e.g., Riddick & Whited 2009, Gamba
& Triantis 2008). They attempt to investigate the effect of model parameters on the
cross-sectional financial and saving behavior. We, however, modify the comparison
framework from cross-section to time-series and examine how the time-series variation

of model parameters can explain the investment response of the firm over time.

The remainder of this chapter is structured as follows. Section 2.2 describes data
sources and variables and documents the decreasing pattern of I-CF sensitivity. Section
2.3 provides develops testable hypotheses for the decrease of I-CF sensitivity based
on the ¢ model of investment. Section 2.4 presents the estimation results for the

structural economic parameters and discusses how these parameters can explain the



declining pattern of I-CF sensitivity. Section 2.5 contains a robustness analysis and

Section 2.6 concludes.

2.2 Data set and baseline results

2.2.1 Data sources, variables and summary statistics

The data comes from all manufacturing firms (SIC between 2000 and 3999) in the
Compustat industry annual file, covering the period between 1977 and 2016. (Inside
parentheses, we provide the name of the relevant data item in the Compustat industry
annual file.) Investment, I, is measured as capital expenditure (capz) for annual
data from 1977-2016. Capital, K, is defined as net property, plant and equipment
(ppent). Tobin’s average ¢, (), is the market value of capital over net property, plant
and equipment. Market value of capital is constructed as market value of asset minus
the difference between the book value of assets (at) and the book value of capital
(ppent). Note that by subtracting the gap between total asset and physical capital,
we remove the value of intangible assets in computing the market value of physical
capital. This allows us to measure investment opportunities for the physical capital.
The market value of assets is the sum of market value of common stock (cshox prec),
total liabilities (It), and preferred stock (pstk) minus deferred taxes (tzditc). Cash
flow is income before extraordinary items (ib) plus depreciation and amortization (dp).
We keep the manufacturing firms which have SIC code between 2000 and 3999 and
keep only firms incorporated in the U.S. Data variables, namely investment, Tobin’s ¢
and cash flow, are required to have nonmissing values for each observation. Following
Almeida et al. (2004), we remove firms that have sales or asset growth exceeding 100%
to eliminate the effect of business discontinuities. We drop the firms that have asset,
sales or capital less than 1 million USD (see Chen & Chen (2012) and Moshirian et al.

(2017)). Finally, following Hennessy & Whited (2007), we winsorize all regression
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variables at 2% at each tail to reduce the effect of outliers for each year.’

Table 2.1 provides summary statistics for the regression variables. We divide the
samples into five-year subsample periods. The results are provided for each of the
subsample period. The mean and median level of investment-to-capital ratio are
relatively stable over time. The mean level of cash flow-to-capital ratio has decreased
substantially in recent decades while the mean level of Tobin’s ¢ has risen from 1.30 to
10.82 over the 40 years. The median level of cash flow-to-capital ratio remains relatively
steady while the median level of Tobin’s ¢ has increased over time as well. Both 25th
percentile and 75th percentile of Tobin’s ¢ are increasing over time too, which suggests
that the increase of Tobin’s ¢ is not limited to the sample of value firms or growth
firms. There is considerable variance in Tobin’s ¢ and cash flow-to-capital ratio in
the recent periods as indicated by their great dispersions between 25th percentile
and 75th percentile and large standard deviations. We also present serial correlation
coefficients of the regression variables. The serial correlation (see Section 2.3 for
details) of investment-to-capital ratio indicates the smoothness of investment behavior
and it rises from around 0.45 in 1980s to 0.57 in the recent periods. The ¢ variable is
also highly autocorrelated, which can result in the use of lagged instrumental variable
to correct for the measurement error in ¢ being somewhat problematic (Almeida et al.

2010, Erickson & Whited 2012).

2.2.2 Baseline regression results and time-series variation of

I-CF sensitivity

The baseline regression equation for investment is:

Iy CFy
Kit - ﬁO + 51@11‘ + 52 Kz‘t + i + Tt + €t

To reduce measurement error in the construction of g, Gilchrist & Himmelberg (1995) keep the
observations that have Tobin’s ¢ between 0 and 10. We mitigate the impact of measurement error in
q by winsorizing the regression variables at a higher level. Appendix F also provides the baseline
regression results and nonlinear estimation results of ¢ equations with data with no winsorization as
a robustness check.
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Table 2.1: Summary statistics for regression variables

This table displays summary statistics for the main regressor variables. It reports mean,
standard deviation, percentiles and first-order serial correlation for investment to capital
ratio, cash flow to capital ratio and Tobin’s ¢ for each five-year subsample period from 1977
to 2016. All firm-level data are collected from Compustat over 1977-2016 period. The sample
contains all manufacturing firms (SIC code between 2000 and 3999) in U.S.. I/K is the
firm’s capital expenditure, scaled by beginning-of-period net property, plant and equipment.
CF/K is firm’s internal cash flow (income before extraordinary items plus depreciation),
deflated by beginning-of-period net property, plant and equipment. ) is Tobin’s average
q in the beginning of period, which is market value of capital over book value of capital
(measured by net property, plant and equipment).

Mean Std. Dev. Percentiles Serial
25th 50th 75th Corr.
Sample period:1977-1981
I/K 0.284 0.202 0.150 0.233 0.350 0.473
Q 1.296 1.788 0.321 0.812 1.679 0.830
CF/K 0.415 0.324 0.234 0.376 0.559 0.770
Sample period:1982-1986
I/K 0.257 0.212 0.119 0.198 0.320 0.410
Q 2.426 3.141 0.704 1.370 2.893 0.762
CF/K 0.302 0.435 0.134 0.294 0.495 0.680
Sample period:1987-1991
I/K 0.235 0.180 0.114 0.190 0.298 0.464
Q 2.929 3.844 0.889 1.672 3.351 0.798
CF/K 0.270 0.587 0.108 0.280 0.490 0.624
Sample period:1992-1996
I/K 0.266 0.225 0.119 0.198 0.331 0.541
Q 4.860 7.032 1.142 2.320 5.286 0.781
CF/K 0.329 0.858 0.136 0.326 0.600 0.639
Sample period:1997-2001
I/K 0.258 0.221 0.111 0.192 0.327 0.482
Q 6.204 10.435 1.139 2.571 6.409 0.686
CF/K 0.086 1.301 0.009 0.286 0.585 0.631
Sample period:2002-2006
I/K 0.220 0.207 0.090 0.156 0.274 0.524
Q 8.730 15.224 1.328 3.339 8.783 0.713
CF/K 0.049 1.769 -0.012 0.306 0.686 0.688
Sample period:2007-2011
I/K 0.231 0.209 0.097 0.170 0.289 0.508
Q 8.867 15.466 1.329 3.479 9.140 0.760
CF/K 0.031 2.113 -0.055 0.343 0.799 0.660
Sample period:2012-2016
I/K 0.236 0.192 0.114 0.184 0.287 0.570
Q 10.816 20.212 1.552 3.963 10.430 0.829

CF/K 0.070 2.274 0.094 0.389 0.823 0.765
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where [%z is firm’s physical investment scaled by beginning-of-period capital, % is
firm’s cash flow deflated by beginning-of-period capital, ();; is the beginning-of-period
Tobin’s ¢, which is a proxy for investment opportunities, 7; denotes the firm-specific
fixed effect and 7, is the year fixed effect. 3;,7 € {0, 1,2} denotes the relevant regression

coefficient.

Table 2.2 presents regression results from 1977-1981 to 2012-2016. Investment-cash
flow sensitivity, as defined in the empirical literature, is cash flow coefficient ().
In period 1977-1981 it equals 0.283 and is statistically significant. Afterwards, I-CF
sensitivity decreases. In 2002-2006, I-CF sensitivity becomes statistically insignificant
and remains so in period 2007-2011. It becomes statistically — but not economically —

significant again in 2012-2016.

Agca & Mozumdar (2008) argue that the declining trend of I-CF sensitivity can be
explained by the decreasing financial constraints as indicated by the rising fund flows,
the increasing number of analyst following, the number of firms with bond rating and
the increasing proportion of large institutional ownership. Nonetheless, Chen & Chen
(2012) show that I-CF sensitivity still decreases even for financially unconstrained firms
and there is no sign of loosening financial constraints as the volume of new external

financing remains relatively stable.

2.3 Capital adjustment costs and I-CF sensitivity

The extant literature on investment-cash flow sensitivity has largely focused on the
effects of financial constraints (e.g., Agca & Mozumdar 2008, Chen & Chen 2012). Yet,
relatively little effort has been made to investigate the impact of capital adjustment
costs on the responsiveness of investment to additional cash flow. For instance, the
presence of convex adjustment costs results in only a partial adjustment of capital
towards its desired level and leads to a positive serial correlation of investment (see,

e.g., Cooper et al. 1999, Caballero & Engel 2003). Although Cooper & Haltiwanger
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Table 2.2: Baseline linear regression result

This table reports estimation results from baseline linear regression model

I CF

it
= Bo + B1Qit—1 + Bo—— + ni + M + €t
Kt ‘ K1 ’ !

in each five-year subsample period. 7; captures firm-specific fixed effect and 7; captures
year fixed effect, K{Zt—l is the firm’s capital expenditure, scaled by beginning-of-period net

property, plant and equipment, % is firm’s internal cash flow (income before extraordinary
items plus depreciation), deflated by beginning-of-period net property, plant and equipment,
Q11 is firm’s Tobin’q in the previous year, which is market value of capital over book value
of capital (measured by net property, plant and equipment. 81 denotes coefficient on g and
B2 denotes cash flow coefficient. Standard errors are clustered at firm level and reported in
the parenthesis. Adjusted R square R? and number of observations are also reported. The
sample contains all manufacturing firms collected from Compustat over 1977-2016 period.
kekk  ckk o k3

, **, *indicate significance at the 1%, 5% and 10% levels. Difference (and corresponding
q value) is computed as the difference in coefficients between 1977-1981 and 2012-2016.

Period 5o 51 B R? Obs

1977-1981 0.125%** 0.023%** 0.283%** 0.488 8005
(0.009) (0.003) (0.019)

1982-1986 0.134%** 0.023%** 0.135%** 0.437 8057
(0.008) (0.003) (0.014)

1987-1991 0.137%** 0.016*** 0.065%** 0.44 7768
(0.006) (0.002) (0.008)

1992-1996 0.188*** 0.012%** 0.053*** 0.542 8412
(0.007) (0.001) (0.007)

1997-2001 0.151%** 0.008*** 0.027*** 0.478 8736
(0.006) (0.001) (0.005)

2002-2006 0.2%** 0.006*** 0.006 0.526 7556
(0.007) (0.001) (0.004)

2007-2011 0.169%** 0.007*** -0.0001 0.498 6487
(0.007) (0.001) (0.004)

2012-2016 0.207%** 0.005%** 0.005%** 0.553 5151
(0.004) (0.000) (0.002)

Difference -0.082 0.018 0.278

p-value 0.203 0.000 0.000
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(2006) reports that the serial correlation of investment is low (estimated at 0.058)
at the plant-level, we show that the serial correlation is non-trivial at the firm-level
(see Table 2.1). To further support the presence of the convex adjustment costs (as
compared with the fixed costs), we allow the function of capital adjustment costs to

take a more general form and test for its convexity in Section 2.4.

A capital adjustment cost is the expenditure incurred before the equipment or plant
can be put to full use and it comprises installing costs (e.g., loss in production during
installation), fees of training labor to accommodate the new capital, lost expertise due
to the adoption of new technology, overtime costs, costs of disrupting the old system and
reorganising the production process. Goolsbee & Gross (1997) report that adjustment
costs for airline industry are mainly related to set-up costs in order to match the new
fleet and fees of training personnel to fly and maintain the fleet. Kiley (2001) assert
that adjustment costs of high-tech equipment, such as the costs of training workers to
use the technologies and reorganizing activities associated with the installation of new
capital, are important. Here are examples of capital adjustment costs extracted from
the company reports. Nestlé Group (2016, p16) has expensed the costs of disruption as
“impairment of property, plant or equipment”, which are mainly concerned about “the
plans to optimise industrial manufacturing capacities by closing or selling inefficient
production facilities” and the expenses amount to 201 million of CHF. Equipment
and facilities used for manufacturing are undergoing a costly technological change.
According to Intel Corporation (2016, p36), their R&D spending has increased by 5%
in 2016 from 2015 and a significant part of the rise comes from the high development
costs for the new process technology and manufacturers of semiconductors are now
facing “the increased costs of constructing new fabrication facilities to support smaller
transistor geometries”. From the perspective of sustainability, costs may incur to meet
the high environmental standards when building existing plants or constructing new

sites.

If firms had an unrestricted access to external finance market, they could invest

whenever valuable projects arise and internal funds would be irrelevant. With a
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limited access to the external capital market, the sensitivity of investment on cash flow
is positive and does not only depend on the costs of obtaining outside financing, but also
on the costs of adjusting the capital level. Financially constrained firms will boost their
investment to a smaller extent upon receiving cash windfall when capital adjustment
is costly. In this section, we formulate specific predictions on how external financing
costs and adjustment costs affect I-CF sensitivity and provide evidence supporting the
link between the trend of I-CF sensitivity and the intertemporal evolution of capital

adjustment costs.

Assume that time is discrete, I; is investment at time ¢, K, is capital stock that satisfies

the standard intertemporal condition
Kt+1 == It + (]_ - 5)Kt,

with § = 0 denoting the depreciation rate. The adjustment cost, G(I, K), depends on
both investment and installed capital. The unit price of output and price of capital
goods are assumed to be 1. To operationalize the notion of the adjustment cost, we
assume that

1 I

G(I,K) = EV(—WK,

where 7 > 0 and ¢ reflects the elasticity of adjustment cost to investment rate.
equals 2 in a model with a quadratic adjustment cost. The assumption of a quadratic
adjustment cost is essential in delivering the linear baseline regression. By allowing
the adjustment cost function to take a more general form, we can provide a test
for the functional form of capital adjustment cost function, specifically the test of
=25 TI(A, K) = AK* denotes profit function and A is the stochastic profitability
shock that determines the exogenous state of the firm and « is the curvature on the
profit function (in Appendix 2.A, we derive the form of the profit function). As in

Gomes (2001) and Cooper & Ejarque (2003), we consider cash flow as a means to

6We empirically verify whether this assumption is plausible in Section 2.4. If the adjustment cost
function is quadratic, an additional $1 of investment will lead to a $7% increase in capital adjustment
costs.
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supply firms with internal funds to finance investment. (We also present a model in a
prefect capital market in Appendix B, where we show that cash flow is added to the
empirical regression in an ad hoc way in the frictionless model.) The way to model
financial constraints is generally complex and we do not attempt to to endogenize
financial policy along the lines of Li, Whited & Wu (2016). As we are only interested
in comparing the magnitude of the financial frictions over time, we simply impose
a form for external financing cost as Gomes (2001) and Cooper & Ejarque (2003)
do. H(X, K) is external financing cost function where X is the amount of external
financing funds one needs to raise to meet its investment demand (cash flow shortfall).
We assume equity is the sole source of financing and is only issued when the firm
is not able to fund the investment with its internal cash flow. Hennessy & Whited
(2007) argue that cost of external equity decreases with size of firm, hence external
financing cost is a function of capital K, whereas Krasker (1986) finds that shadow
cost of equity increases with the number of shares issued, hence external cost function
is assumed to convex and quadratic. We assume that the form for external financing

cost function H(X, K) is
X

1
H(X,K) = ibq)(?)zl(.
As in Cooper & Ejarque (2003), the amount of external financing funds X is defined
as the gap between investment and cash flow. We can include capital adjustment costs
in calculating X but we do not do in order to simplify the equations and also including
them does not substantially affect the main results. Cash flow is the profit generated
by the capital in place, and hence X = I —II. ® is an indicator which is equal to one if
I = 1I and zero otherwise. Parameter b reflects the cost of external financing. Fazzari
et al. (1988) characterize financial constraints as the wedge between the cost of internal
capital and the cost of accessing external capital. The higher the cost embedded in
raising funds from outside capital market (such as information asymmetric costs in

Myers & Majluf 1984), the higher the degree of financial constraints.

Equity holders choose an investment policy to maximize the firm value taking into
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account the cost of external financing
V(At, Kt) = mlaX[(H(At, Kt) — I — G(It, Kt) - H(Xu Kt)) + QEAHl\AtV(AtH, Kt+1)]7

where 6 denotes the discount factor. The marginal Tobin’s ¢ (denoted subsequently by
q) is defined as 0E 4, , )4, Vi (Ar41, K1), where Vi (A, K) denotes the partial derivative
of firm value V' with respect to s € {A, K'}. The first order condition with respect to I,

which equates marginal return with marginal cost of investment, yields the following ¢

L\! I, 1
1+~ <?tt> + bd <—t - —t) = q. (2.3.1)

equation:

Based on the ¢ equation, we can derive the partial derivative of investment with respect

to cash flow
ol /K b®

oll/K - (W — 1)(£)¥=2 + bd’ (2.3.2)

See Appendix 2.C for details of the derivation. Provided that v > 0, lower b is
associated with a more muted response of investment relative to cash flow. As it is
possible that the decreasing I-CF sensitivity is the result of declining financing cost

parameter, we formulate the following empirical prediction:

H1: Cash flow sensitivity of investment decreases as a result of lower costs of external

financing.

From (2.3.2), we obtain that - is negatively related to the partial derivative of
investment with respect to cash flow. In Appendix E, we also derive the equations for
the firm values considering a fixed capital adjustment cost based on Whited (2006).
It provides a framework in which the a fixed capital adjustment cost can lead to a
similar negative relationship between capital adjustment cost and I-CF sensitivity.
This result can be explained as follows. If the firm is financially constrained, its
investment depends on the availability of internal funds. But this dependence becomes
weaker with a higher adjustment cost as the firm is not willing to increase capital
upon receiving one unit of cash flow when making such capital adjustment is costly.

Therefore, an alternative explanation for the decreasing I-CF sensitivity over time
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could be the gradually increasing adjustment costs. Hence, we formulate the second

empirical prediction:

H2: Cash flow sensitivity of investment decreases due to higher capital adjustment

costs.

The above discussion implies that the changes in I-CF sensitivity may be a joined
result of the evolution of both financing constraints as well as capital adjustments
costs. What is worth pointing out is that the imperfections on the real side of firm’s
activities (adjustment costs) have an opposite effect on this sensitivity compared to

imperfections from financial markets (financing constraints).

Similarly, we can also obtain the partial derivative of investment with respect to ¢

/K 1
04 - &)+ b0

(2.3.3)

One can see from (2.3.3) that partial derivative of investment to ¢ is inversely related
to both capital adjustment costs and financial frictions. The investment demand will
vary less with the growth opportunities reflected in ¢ if the firm’s investment behavior
is constrained by frictions from either financial market or from real economic activities.
With that in mind, we offer a preliminary test of our predictions by looking at the time
trend of investment-q (I-q) sensitivity. If I-CF sensitivity declines alongside with the
decrease of financial constraints, we should observe an increasing trend for ¢ sensitivity.
On the other hand, if I-CF sensitivity declines as a result of higher capital adjustment

costs in late years, we should observe a decreasing trend for I-g sensitivity as well.

The baseline OLS regression results in Table 2.2 indicate both a declining ¢ sensitivity
of investment as well as a downward-sloping I-CF sensitivity. This combination of
results supports the second prediction that decreasing I-CF sensitivity is driven by
the rising capital adjustment costs. Nonetheless, the OLS estimators are potentially
biased when the independent variables (right-hand-side variables) such as ¢ variable
are measured with an error (e.g., Erickson & Whited 2000, 2012, Almeida et al.

2010). Therefore, in Sections 2.4 and 2.5 we provide a set of more refined tests of our
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predictions to assess the evolution of capital adjustment cost and financial frictions.

2.4 Empirical evidence

2.4.1 Empirical implementation of ¢ equation
A. Estimation results with Tobin’s ¢

In the baseline regression equation, cash flow is added to the investment-q equation
in an ad hoc way and, therefore, little is said about the relationship between this
economic parameter and I-CF sensitivity. Even though Abel & Eberly (2011) provide
theoretical micro-foundations for the existence of I-CF sensitivity, they do so under
strong assumptions of no capital adjustment costs and a sufficient time-series variation
in the drift rate of productivity. Lewellen & Lewellen (2016) attempt to relate
economic parameters with I-CF sensitivity, but their approach is subject to a number
of potential shortcomings. First, they infer parameters based on the baseline linear
regression, which brings the cash flow to right hand side on purpose, rather than
bear the estimation on the optimality condition that equates the marginal value of
capital with its marginal cost (¢ equation). The baseline regression regards ¢ variable,
which is always measured with error, as the explanatory variable. Based on the
classical measurement error theory, this will lead to inconsistency however independent
the measurement error is. One could also find that implying economic parameters
from the baseline regression coefficients will result in implausibly large estimates for
the adjustment cost and financing cost parameters. Second, they adopt an ex ante
assumption of a quadratic adjustment cost. We relax the assumption of the quadratic
adjustment cost and provide estimates of model parameters based on the ¢ equation,
which comes directly from the first order condition. In such a context, we let ¢ variable
become the dependent variable such that the measurement error in ¢ will not infect the
parameter estimates as long as the measurement error is independent of investment

and cash flow.
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We start by estimating the model parameters based on the ¢ equation.” The corre-

sponding estimation equation of (2.3.1) is

L \"! I; CF,
Qi =147 (Kit_l) " (Kit_l Ky ) T+ en (24.1)

¢ captures year fixed effect and 7; is dummy variable for each two-digit SIC industry
level. ® Other variables are as those described in Section 2.2.1. Estimated parameters
are b, ¢ and v and they should all be positive. We select the set of parameters that
produce the least sum of squared error > (nonlinear least squares estimation). We

present the estimation results in Panel A of Table 2.3.

As discussed above, we choose mismeasured ¢ variable as the dependent variable,
which will not lead to inconsistencies as long as the measurement error is independent
of the explanatory variables.” Therefore, the estimates of the parameters based on
the ¢ equation that has ¢ as the regressand fare better than the ones implied from
the reciprocal of 3; and the ratio of 3, and 3;. The adjusted R? shown in Column 5

of Panel A Table 2.3 reveals that the model goodness-of-fit improves over time. It’s

"Even though it is may be more accurate to infer relevant parameters by matching the moments
from a dynamic structural model that endogenizes a firm’s investment policy to the moments observed
in the sample, it is helpful first to understand the intuition about how model parameters affect I-CF
sensitivity by looking at the partial derivative of investment with regard to cash flow derived from
the ¢ equation. (In a more complex model of firm dynamics, such as Hennessy & Whited (2007),
it is generally not possible to obtain a closed-form expression for the I-CF relationship.) Later, we
provide the parameters estimates based on the structural methods of moments in Section 2.4.3

8We use industry dummies instead of firm dummies out of the concern for the limited memory of
the computer. Moreover, it is reasonable to aggregate short panel data in a higher level as regression
may fail to capture the characteristics of firms who have single observation during the five-year
subsample period if one uses firm-specific fixed effect. (See discussions in Lewellen & Lewellen (2016)
about the reluctance to add firm fixed effect. ) We find that between 10%-17% of the firms have
single observation and around 30% of the firms have only two-year observations in the subsample
period.

9n Erickson & Whited (2000), measurement error is assumed to be independent of & and %
Error that causes the deviation between marginal ¢ and average g such as market power and interest
rate might be considered as exogenous. Even if the measurement error in not independent, the biases
induced by the measurement error in the explained variable can be translated into omitted variable
biases. The factor variables that cause empirical average ¢ to deviate from marginal ¢ is regarded as
omitted variables. Therefore, one can deal with the measurement error by incorporating into the
estimation equation the factor variables that could possibly cause such difference between empirical
average ¢ and marginal g. We find that the parameter estimates including factor variables do not
change too much.
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worth noting that the right-hand side in the ¢ equation implies the true marginal
q based on the first order condition. Therefore, the R? of the ¢ equation, based on
the definition in Erickson & Whited (2000), can roughly recover the proxy quality of
empirical ¢. The R? is increasing over time, which is consistent with the finding in

Chen & Chen (2012) that the measurement quality in Tobin’s ¢ is improving.

The estimates of ¥ are reported in Column 3 of Panel A Table 2.3 and they are all
significantly different from (larger than) zero, which justifies the convex form (as
compared to the fixed form) of capital adjustment costs function. Column 6 in Panel
A of Table 2.3 presents the ¢ statistics under the null hypothesis that ¢ = 2. Most of
the estimates of ¢ are not significantly different from 2 at the 1% significance level,
which yields support for the commonly used quadratic cost assumption. Hence, for

simplicity, we from now on assume a quadratic function for capital adjustment costs.

The parameter b, which measures the cost of external financing, reflects the degree
of financial constraints and its estimates are reported in Column 4 of Panel A, Table
2.3. It is significantly positive in most of the periods even though it is zero in 1977-
1981."° The estimated b is much higher in late 2000s than in the earlier days. If one
interpreters I-CF sensitivity as a measure of financial constraints, one would expect a
declining b over time. The degree of financial constraints, as implied by b, is increasing
across periods. This is consistent with Chen and Chen’s (2012) evidence that financial
constraints are not loosening over time. Also, studies such as Almeida, Campello &
Weisbach (2004) and Faulkender & Wang (2006) argue that constrained firms are more
inclined to hold cash and Bates, Kahle & Stulz (2009) show that there is an increase
in cash holding of U.S. firms. Therefore, we reject the first prediction and conclude

that financial constraints cannot explain the decreasing trend of I-CF sensitivity.

The estimates of adjustment cost parameter v, which are reported in Column 2 of

Panel A Table 2.3, fluctuate around 5 in early years and increase to around 15 in

10This is not surprising as we do not include cash savings into the funding gap, thereby b measures
the combined costs of using external equity funds and spending out of cash, which is assumed to be
costless.
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1990s and 25 in 2000s. The rising trend of adjustment cost parameter might explain
the phenomenon that I-CF sensitivity declines over time. Investment responds less
strongly to cash flow in late periods because making capital adjustment is more costly.
With respect to the magnitude of v, a few studies, which tend to infer the adjustment
cost parameter from the reciprocal of the ¢ coefficient, yield implausibly high estimates
for v. For example, Gilchrist & Himmelberg (1995) obtain a v as high as 20 during
1985-1989. Hayashi (1982), using data from 1952-1978, also obtains a v as large as 20.
The adjustment cost parameter estimated in this setting is much tighter and plausible,
i.e., 7 is shown to be around 5 in 1977-1991, which is almost four times lower. As
stock-market-based Tobin’s average ¢ is considered as less reliable in measuring the
investment opportunities (e.g., Cummins, Hassett & Oliner 2006, among others), we
intend to supply further empirical evidence of the increasing magnitude of capital

adjustment costs in the following sections.

B. Estimation results with alternative measures of ¢

Average g (market-to-book capital ratio) is not a good proxy for marginal ¢ if any of the
linear homogeneity assumptions in Hayashi (1982) collapses. To address the concern
that the estimated rising trend of adjustment costs is driven by the imperfect proxy
for marginal ¢, we rerun the estimation with alternative measures of q. Gala (2014)
proposed a state-space measure of marginal ¢ using capital stock and profitability shock.
He provides the estimates for the curvature on the profit function, which is a = 0.51,
and hence profitability shocks can be implied from net profit as A = II/K“. Average ¢
(market-to-book capital ratio) is denoted as Q). After we run the regression of log(Q) =
ap+arlog(A)+aslog(K)+azlog(A)*+aslog(K)*+aslog(A)log(K)+e in each subsample

period, we can obtain the fitted value for log(Q) or Q) and coefficient sets for capital

stock and profitability shock. Marginal ¢ can be written as ¢ = % = % (1 + gllzg((g)))

~

and hence one can compute marginal ¢ by ¢ = Q(1 + ay + 2aylog(K) + aslog(A)).

In standard investment theory, marginal ¢ is based on managers’ evaluation of firm’s

fundamentals and any deviations of market valuations from managers’ assessed funda-
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mentals will be regarded as “misvaluation”(Blanchard, Rhee & Summers 1993). To
alleviate the concern that the parameter estimates are confounded by the misvaluation
component, we follow Goyal & Yamada (2004) and Campello & Graham (2013) and
construct fundamental ¢ as the component in the market-to-book ratio that can be
explained by observable fundamental variables, which are the lagged value of cash
flow-to-capital ratio, sales growth, current asset-to-capital ratio, debt-to-capital ratio,
capital spending, capital expenditure, size (market capitalization), industry sales
growth, industry capital investment growth and industry R&D growth. Finally we
repeat the nonlinear estimation with Gala’s marginal ¢ and fundamental ¢ and then

present the results in Panel B of Table 2.3.

The results with Gala’s ¢ (reported in the left panel of Panel B Table 2.3) reveal that
the estimates of the adjustment cost parameter v rise across periods from 0.029 in
1977-1981 to 4.782 in 2012-2016. The results with fundamental ¢ (reported in the
right panel of Panel B Table 2.3) also show that the adjustment cost parameter -y
increases steadily over time. We assume a quadratic form of adjustment cost function
in both cases given that ¢ shown in Panel A does not significantly differ from 2 in
economic magnitude. Both measures demonstrate that the financing cost parameter is
increasing through time. We conclude that the increasing trend of adjustment cost
parameter is robust even if we replace the market-to-book ratio with the alternative

proxies for ¢ variable.
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2.4.2 Empirical implementation of Euler equation

The investment Euler equation provides an additional approach to estimating economic
parameters of interest. The Euler equation, which equates the marginal cost of
investment today with the expected discounted cost of waiting to invest tomorrow,
has the advantage of avoiding the use of the ¢ variable. Assuming a risk-free discount

rate (denoted by ), the value of firm is

V(Ata Kt) = max Et Z( ! )T_t(H(ATa KT) - IT - G(Im KT) - H(X77 K’r))a

{Kri1, I} 2, A S
subject to Kiy1 = I, + (1 — 0) K.
We assume a quadratic form for the adjustment cost function and linear homogeneity
for profit function as in Gomes, Yaron & Zhang (2006). Differentiating with respect
to K;;1 and adding an expectation error €, where E;(¢;,1) = 0 to remove the
expectation operator, we arrive at the estimation equation for the Euler equation

(Details for derivation can been seen in Appendix 2.D):

I I
rlt -0 (e () o ()
1 I I I II
Kt+1 5 (Kt+1) (EtJrl - EtJrl) (Etﬂ " Etﬂ) [+t
=1+7(—)+b¢(£—2). (242)
Kt K: K

We follow Whited (1998) and employ two-step GMM to estimate the parameters in
(2.4.2). Any information set at time ¢ is orthogonal to the expectation error at time
t + 1. Therefore, we use GMM to estimate the parameters with the moment condition
of E(Z;e,41) = 0 where Z; denotes a set of instruments. The instrument set consists
of time dummy variables, lagged value of investment-capital ratio, cash flow-capital
ratio, debt-capital ratio, current asset-capital ratio, capital spending, sales growth
and cash reserve. The estimation results are provide in Table 2.4. The J statistic

and its corresponding p value provide an overview on the model’s ability to fit the
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data. The J test shows that the overidentifying restrictions are rejected in most of
the periods, which is not surprising due to the large cross-sectional variations in the
dataset (see the discussion in Gomes et al. (2006)). The J statistic decreases over
time, which shows that there is an improvement in the model’s goodness-of-fit. The
adjustment cost parameter estimates oscillate around zero in the early periods and go
up to around 9 in 2010s. The estimation results based on the FEuler equation reinforce
the argument that the adjustment costs exhibit an increasing trend, which can justify

the decreasing pattern of I-CF sensitivity.

Table 2.4: Estimation of investment Euler equation

The following table presents the two-step GMM estimation results of (2.6). The instrument
sets consist of time dummy variables, lagged value of investment-capital ratio, cash flow-
capital ratio, debt-capital ratio, current asset-capital ratio, capital spending, sales growth
and cash reserve. The weighting matrix in the first step is identity matrix and the weighting
matrix for the second step is the inverse of robust standard errors clustered at firm level.
Standard errors clustered at firm level for the estimated coefficients are reported in the
parenthesis. The J statistics and the corresponding p value (reported in parenthesis) are
recorded in the last column.

Period ¥ b J Stats
1977-1981 0.512%** 0.000 428.831
(0.078) (0.208) (0.000)
1982-1986 -0.190*** 0.000 379.892
(0.055) (0.098) (0.000)
1987-1991 1.453%** 0.000 23.602
(0.128) (0.089) (0.008)
1992-1996 -0.228%*** 0.685%** 86.296
(0.168) (0.114) (0.000)
1997-2001 1.507*** 0.192%** 28.849
(0.181) (0.063) (0.001)
2002-2006 1.412%** 0.465*** 52.473
(0.439) (0.082) (0.000)
2007-2011 6.856*** 0.327*** 21.133
(0.660) (0.060) (0.020)
2012-2016 8.995%** 0.717%** 12.381

(1.728) (0.130) (0.260)
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2.4.3 Evidence based on structural estimation of parameters
2.4.3.1 Constant adjustment cost parameter

In this section, we estimate relevant parameters with simulated method of moments
(SMM). SMM does not require a proxy for ¢ and avoids the arbitrary choice of
instruments in the estimation of the Euler equation. More specifically, we attempt
to simulate data based on the investment-q¢ model. The functional form of the profit,
adjustment costs and financing costs are as described in Section 2.3. Subsequently, we
choose the parameters that closely track the relevant properties of the actual data,
which are the coefficients of the baseline regression. The key parameter of interest is
capital adjustment cost parameter () and we also take into account the curvature
of the profit function («), which is informative about the returns to scale in the
production function and the average productivity. Also as pointed out by Cooper &
Ejarque (2003), due to the concavity in the profit function, Tobin’s average ¢ is not a
sufficient statistic and this concavity will affect the measurement error in Tobin’s ¢
and, thereby, the responsiveness of investment to the information content contained in
cash flow. We first assume that managers are myopic and ~y is perceived as constant.
In each five-year subsample period, we estimate the relevant model parameters, namely
~v and «, by matching the actual moments with the moments generated from the
simulated data. The moments we aim to match are ¢ sensitivity of investment, i,

and cash flow sensitivity of investment, (.

The vector (A, K) defines the state of the firm and the equity holders choose the
optimal investment to maximize the firm value. The source of uncertainty comes
from the productivity shock of the firm A. Numerical solutions for the firm value and
investment decision is based on an iterative algorithm (value iteration). To simplify
notation, denote z; as z and z,,1 as . The logarithm of this shock variable, defined

as a = log(A), is assumed to follow a first-order autoregressive process with zero drift:

i 7
a = paa+e,
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where p, is an autoregressive coefficient and € ~ N (0, o,), identically independently
distributed across time. We transform the first-order autoregressive process into
a discrete-state Markov chain following Tauchen (1986) where the value sets and
corresponding transition probability are determined by [p, 0,]. We let a take N, = 10
points from the discretized set of [—304/4/(1 — p2) 304/4/(1 — p2)] and define the
interval between each point as w = 60,/(1/(1 — p2)(N,—1)). We denote the probability
that log stochastic shock a becomes @; given that log stochastic variable in the last
period a is @; as p(j,i) = Pr[a’ = @;|a = a;]. Then probability matrix for j = 1... N,
and ¢ =1... N, is,

p(j, i) = Prla; — w/2 < paa; + € <a;+ w/2]
_paa'+w/2 C_Ll-—pad—w/Q
’ ) — N( ’ )-

Oq Oq

— N(ai
The discretized set for capital stock K is defined as:
K, K(1-96),...,K(1-6§)*,

where the maximum value of capital K is determined by I1(A, K) = K where the
profit function is II(A, K) = AK® (see Gomes (2001)). The rest of the parameter
choices are close to those in Gomes (2001) and Hennessy & Whited (2007). We set
autoregressive coefficient p, to be 0.65 and o, to be 0.15. The financing cost parameter
b is set to be 0.0002. The depreciation rate is set equal to 0.15 and risk-free rate is
0.05.

The procedure for estimation is as follows: For a given set of parameters © = [y o],
we solve for the value function and the optimal policy function. The goal is to identify
the parameters that match the actual data moments, denoted as M,, with simulated
moments, denoted as m4(©). The parameter estimates therefore are chosen to minimize

the weighted distance between actual moments and simulated moments:

é—argmlnMd——st Md——ZmS
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where W is the optimal weighting matrix which is given by the inverse of the variance-
covariance matrix of M,;. We create S = 6 artificial panels containing 1000 firms
(paths) with 40 time periods. For each path, the log state variable a is restricted
to the discretized set of values. We simulate 60 periods for each firm and drop the
first 20 periods to allow the firms to move away from a possibly suboptimal starting
point (see Hennessy & Whited 2005). At the end of each panel, we run the baseline
regression of investment on ¢ and cash flow. And then we take the average of the cash

flow coefficients and ¢ coefficients over the S panels and form our simulated moments.

The estimation output for each subsample period is reported in Table 2.5. Table 2.5
shows that the capital adjustment cost parameter estimated with simulated method
of moments display an increasing time trend, which is consistent with our previous
findings. It further proves the the increasing pattern of capital adjustment costs is

robust despite different estimation methodology.

Table 2.5: Parameter estimation with simulated method of moments in each subsam-
ple period

B1 is q sensitivity of investment from baseline regression and (s is cash flow sensitivity of
investment. The second and third columns display ; and B2 computed from actual data in
each subsample period. The third and fourth column display 81 and 82 computed from data
simulated with the relevant model parameters. The last two columns report the estimated
model parameters v and « that minimize the weighted distance between the actual moments
and the simulated moments.

Actual Moments Simulated Moments Parameter Estimates

Period B B2 B B2 g o

1977-1981  0.0231 0.2830 0.0264 0.2736 0.4866 0.3909
1982-1986  0.0228 0.1351 0.0214 0.1380 0.7860 0.3938
1987-1991 0.0164 0.0650 0.0144 0.0770 1.1009 0.3816
1992-1996  0.0117 0.0528 0.0086 0.0489 1.4680 0.6045
1997-2001  0.0077 0.0266 0.0076 0.0253 1.2753 0.5196
2002-2006  0.0060 0.0055 0.0048 0.0090 6.9163 0.5365
2007-2011  0.0069 -0.0015 0.0044 0.0017 4.4352 0.6955

2012-2016  0.0046 0.0048 0.0027 0.0077 3.2