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ABSTRACT

The TBEM-8 (Test for Business English Majors, band 8) is a newly-developed, nationwide test
of business English proficiency administered to business English undergraduates in China at
the end of their final year. One notable feature of the test is that it includes a reading-to-write
task in which test-takers read texts in English and Chinese and then use this information to
write an essay on a business-related topic. Although the test has been operational for several
years, there is currently little validity evidence to support claims about the cognitive processing
which takes place during this reading-to-write task. This presents a threat to the quality of
inferences drawn from test scores.

The present research examined test-takers’ cognitive processes while completing the
TBEM-8 reading-to-write task, aiming to gain further insights into cognitive processing on this
integrated task type. Two separate studies were conducted. In Study I, 16 participants
completed this task while their eye movements were tracked by a Tobii TX300 eye-tracker.
These eye traces then formed the stimuli for a stimulated recall session to elicit cognitive
processes; in Study II, another 172 participants responded to a reading-to-write process
questionnaire after completing the task. This questionnaire was developed by Chan (2013) and
adapted for the TBEM-8 reading-to-write task. A pilot study was also conducted to finalise the
main study questionnaire, in which 40 items were grouped to reflect the cognitive processes
that writers are hypothesised to undergo.

The results showed that test-takers engaged in a wide range of cognitive processes
specified in Shaw and Weir’s (2007) model of writing and Spivey’s (1990, 1997, 2001)
discourse synthesis model during task completion, thus justifying the current use of it in the
TBEM-S8 test. Text interpretation and selecting were the two most frequently reported processes
according to participants’ stimulated recalls, and macro-planning and translating were the two
least reported processes. A high level of agreement was found in participants’ responses to the
reading-to-write process questionnaire, with more than 70 percent of participants choosing
either “agree” or “strongly agree” in 28 items, and only four items achieving an agreement rate
below 60 percent.

The correlation analysis between the use of cognitive processes/eye-tracking measures
1]



and test-takers’ performance on the TBEM-8 reading-to-write task yielded no statistically
significant results (at the 0.05 or 0.01 levels), except for a moderate positive correlation (p=.499,
p=.049) between the participants’ max visit duration on Source 5 (key concepts and expressions)
and their reading-to-write performance, and one (p=.432, p=.098) between the counts of text
interpretation-2 process (reading source materials) and the task performance if the p-value was
setto 0.1.

This study demonstrated the usefulness of combining eye-tracking, stimulated recall and
questionnaire methods for generating insights into the complexity of cognitive processing on
an integrated reading-to-write task. Findings from the analysis of all sources of data were
triangulated and discussed, providing a solid basis for the conclusions drawn about test-takers’
cognitive processing during task completion. Also, a model of reading-to-write process was
proposed to illustrate how different categories of cognitive processes examined in this study

interact with each other for successful task completion.
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CHAPTER 1 INTRODUCTION

1.1 Background of the study

The past two decades have witnessed a growing interest among language testers in
integrated writing tasks. It is generally considered that writing is unlikely to be done
separately from other skills, instead, it tends to be dependent on gathering information
from outside sources (Esmaeili, 2002; Flower, Stein, Ackerman, Kantz, McCormick, &
Peck, 1990). Compared with independent writing tasks, which have often been
criticised for decontextualising writing activities and under-representing the writing
construct, integrated writing tasks have been proposed as a promising task type in
writing assessment (Hamp-Lyons and Kroll, 1997; Plakans, 2008; Weigle, 2004). For
example, the TOEFL iBT test (Test of English as a Foreign Language Internet-based
Test) includes both integrated and independent writing tasks in its writing component.
The rationale for this combination is that the concurrent use of these two types of
writing tasks may enhance, to some extent, the authenticity and validity of a writing
test which is designed for a specific academic purpose (Cumming, Kantor, Baba, Erdosy,
Eouanzoui, & James, 2005, 2006).

Typically, source materials are provided in an integrated writing task. Test-takers
are required to comprehend these sources (either in written or oral format), extract
relevant information, and/or synthesise personal ideas in their own writing. By
providing an accurate simulation of real tasks in the target language use domain,
integrated writing tasks may better contextualise writing activities, thus enhancing the
connection between test-takers’ performance and real language use. Furthermore, the

background information presented in the sources can help to mitigate the negative



effects imposed on test-takers who are unfamiliar with the writing topics assigned
(Jennings, Fox, Graves, & Shohamy, 1999; Lee and Anderson, 2007). Impact studies of
integrated writing tasks have also demonstrated that this kind of test can improve, to
some extent, washback on teaching and learning of writing (Feak and Dobson, 1996;
Weigle, 2004).

Despite these advantages, there have been several constraints on using integrated
writing tasks for assessment purposes. One of the most fundamental constraints is what
psychometricians call “task dependencies” (Cumming, 2013). In an integrated writing
task, test-takers’ performance is dependent on variables such as the ability to read and/or
listen besides the ability to write. The presence of reading or listening input may pose
a threat to the performance of test-takers who lack adequate comprehension abilities,
thus compromising the validity of measurements of writing abilities. This leads to
another major limitation of integrated writing tasks, that is, they “require threshold
levels of abilities for competent performance, producing results for examinees that may
not compare neatly across different ability levels” (Cumming, 2013, p. 2). A further
challenge is the scoring of integrated writing tasks in that the constructs of these tasks
remain ill-defined and are amorphous due to the various genres of this task type; in
addition, textual borrowing may make it difficult to distinguish the text produced by
test-takers from source materials (Shi, 2004; Yu, 2013).

As discussed above, promises and perils coexist in integrated writing assessment,
calling for more research efforts to improve our understanding of this task type. An
urgent need now is to refine the constructs of integrated writing tasks, thus setting the
groundwork for building a comprehensive framework for systematically researching

integrated writing assessment.



1.2 The TBEM-8 reading-to-write task

The integrated writing task to be investigated in this study is the TBEM-8 (Test for
Business English Majors, Band 8) reading-to-write task. The TBEM is a criterion-
referenced English language test administered to undergraduate students majoring in
business English in China. As the four-year undergraduate programme is divided by the
teaching syllabus into the foundation stage (the first two years) and the advanced stage
(the last two years), correspondingly, the TBEM test battery consists of TBEM-4 and
TBEM-8, which assess students’ business English proficiency at the end of these two
stages. The TBEM-8 reading-to-write task is one of two tasks (the other one is a data
commentary task) in the TBEM-8 writing component, the purpose of which is to
measure the writing proficiency of students to examine whether they meet the required
levels of writing abilities as specified in the teaching syllabus at the end of the advanced
stage.

One notable feature of the TBEM-8 reading-to-write task is that it includes both
English and Chinese source materials; test-takers are required to read and integrate the
information in these sources into an essay on a business-related topic (see Section 3.3.2
for more details about this task). Although the task has been operational for several
years, there is currently little validity evidence to support claims about the cognitive
processing which takes place while completing this task. This presents a threat to the
quality of inferences drawn from test scores. Also, there is a parallel need to explore

the best methods for eliciting data on cognitive processing in integrated writing tasks.



1.3 The current study

As Kunnan (1988) claimed, the central location of intense language assessment
research has been validation; in order to establish the validity of score interpretations
on a certain test, validation evidence must be collected related to different aspects of
validity.

The cognitive aspect of the validity of a writing test refers to “how closely it
represents the cognitive processing involved in writing contexts beyond the test itself”
(Shaw and Weir, 2007, p. 34). This study makes use of Shaw and Weir’s socio-cognitive
framework (see Section 2.4.1 for more details about the rationale for choosing this
framework) for validating writing tests. In doing so, the study aims to establish
cognitive validity evidence for the TBEM-8 reading-to-write task by examining test-
takers’ cognitive processes during task completion on an archetypal task, thus clarifying
the construct inherent in this task. The findings will provide further insights into the
usefulness of Shaw and Weir’s (2007) framework in validating integrated writing tests
(its application is currently limited to writing-only tests), and, most importantly, into an
understanding of reading-to-write processes.

Two separate studies were conducted in this research study (see Chapter 3 for
details about the methodology). In Study I, 16 participants completed the TBEM-8
reading-to-write task while their eye movements were tracked. These eye traces then
formed the stimuli for a stimulated recall to elicit cognitive processes. Findings from
Study I fed into revisions of a reading-to-write process questionnaire developed by
Chan (2013), and the revised questionnaire was then administered in Study II to another

172 participants after they completed the TBEM-8 reading-to-write task.



1.4 Overview of the thesis

The first chapter has presented the background, topic, and aims of the study. This
section provides an overview of the thesis.

Chapter Two is a literature review and contains the background for the current
study. It considers three broad areas: first, in order to gain an understanding of the
reading-to-write processes, relevant models of writing and reading processes, as well
as a discourse synthesis model are reviewed; second, an overview of studies on
integrated writing tasks is provided in terms of four different topics: comparison studies
between independent and integrated writing tasks, discourse features of the written
products in integrated writing tasks, and processes and the use of source texts in
integrated writing tasks; and third, several validation frameworks are reviewed, and the
cognitive processes to be examined, essential to this study, are proposed and relevant
research on these processes is discussed. This chapter ends with two sets of research
questions related to the studies (see Section 2.5 for these questions).

An overall design of the study is presented in Chapter Three. It starts with a
discussion of the methodological underpinning to each research method chosen in this
research study, to explain: first, why the combination of eye-tracking and stimulated
recall methods is useful in Study I; and second, how the reading-to-write process
questionnaire was used (Study II) to complement the data collected in Study 1. After
this discussion, details such as participants, data collection procedures, and methods of
data analysis for each independent study are presented.

Chapter Four looks at the findings from the analysis of eye-tracking data collected
in the eye-tracking and stimulated recall study (Study I). First, the results of a
correlation analysis are presented to demonstrate the relationships between test-takers’

performance on the TBEM-8 reading-to-write task and the IELTS test; second, a heat-
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map output is presented to show the overall distribution of test-takers’ attention
throughout task completion; third, four eye-tracking measures - time to first fixation,
total visit duration, visit count, and visit duration - illustrate in detail how test-takers
engage with the source materials during task completion; and finally, the results of a set
of correlation analyses between the eye-tracking measures and test-takers’ scores on the
TBEM-8 reading-to-write task are presented.

Chapter Five presents the findings from the analysis of stimulated recall data
collected in the eye-tracking and stimulated recall study (Study I). Detailed results of
coding are presented with quotes from test-takers’ verbal reports, to demonstrate in
detail the way they applied each type of cognitive processes during task completion.
Also, the relationships between the use of these cognitive processes and test-takers’
performance on the task are also examined in this chapter.

Chapter Six reports on the results from the analysis of questionnaire data collected
in Study II. It begins with the results of an internal consistency analysis, demonstrating
whether each group of items in the reading-to-write process questionnaire reliably
measured the same type of cognitive processes. Test-takers’ agreement rates for each
item are then presented in this chapter and it ends with the results of a set of Mann-
Whitney U tests to investigate if higher- and lower-scoring participants responded
differently to each item in the questionnaire.

In Chapter Seven, three topics are discussed. First, findings from all three sources
(eye-tracking, stimulated recall, and questionnaire) are triangulated to answer the first
set of research questions: test-takers’ cognitive processing during task completion are
discussed to look at how they fit in with previously published knowledge; second,
findings are triangulated to address the second set of research questions, with a

discussion specifically of how test-takers engaged with source materials in the TBEM-



8 reading-to-write task; and third, a reading-to-write process model is proposed to
illustrate how the proposed cognitive processes interact with each other.

The final chapter, Chapter Eight, provides a summary of the current study.
Implications of the findings are considered for the TBEM-8 reading-to-write task, for
the reading-to-write processes in general, and for the methods used to examine reading-
to-write processes. Limitations of this study and an agenda for future research are

presented, and, finally, a summary of the thesis concludes this chapter.



CHAPTER 2 LITERATURE REVIEW

2.1 Introduction

This chapter provides background from the research literature relevant to the current
study. First, in order to gain insights into the reading-to-write process, Section 2.2
reviews relevant writing models and a reading model developed by Khalifa and Weir
(2009). Section 2.3 then reviews studies on integrated writing tasks. In section 2.4,
several validation frameworks are reviewed, and a set of cognitive processes to be
investigated in this study are proposed and described. Section 2.5 proposes the research
questions to be addressed in this study and a summary of this chapter is provided in

Section 2.6.

2.2 Cognitive processes involved in integrating reading with writing

Findings in recent literature have suggested that integrated reading-to-write tasks tap
into a differing set of literacy skills which go beyond those normally required by
traditional independent writing tasks (Chan, Wu and Weir, 2014; Chan, 2017; Gebril
and Plakans, 2013; Grabe, 2003; Plakans, 2009a, 2009b; Weir, Vidakovic and Galaczi,
2013). If reading-to-write skill differs from reading or writing skills in isolation, there
is a need to model the processes involved in reading-to-write tasks. However, in the
existing literature, this type of task has not been systematically defined, and reading-
to-write processes are not well understood, although a number of models of writing

have been proposed and refined over time.



2.2.1 Models of writing process

As writing is an indispensable part of any type of integrated writing tasks, reviewing
relevant literature on writing models is necessary to achieve a basic understanding of
the foundation of reading-to-write processes.

Before the 1960s, writing was often conceptualised as a process of transcribing
speech and was regarded as “decontextualised” (Ellis, 1994, p. 188) and product-
oriented as the final texts were often seen as “autonomous objects” in that different
writing components were combined in accordance with a “system of rules” (Hyland,
2002, p. 6). Writing is now viewed as essentially a communicative act. Therefore, a
written text is seen as discourse because the writer tries to involve the reader in the
context by using linguistic patterns which are influenced by various social constraints,
for example, writers’ content knowledge and writing goals, and writers’ relationship
with readers. Any writing model needs to take these contextual elements into careful
consideration in understanding writing as a social act.

In addition, writing is now seen as a cognitive activity and a number of researchers
have proposed writing models that describe cognitive processing activities involved in
writing (Bereiter and Scardamalia, 1987; Field, 2004; Grabe and Kaplan, 1996; Hayes,
1996, 2012; Hayes and Flower, 1980; Kellogg, 1994, 1996; Shaw and Weir, 2007).
While these models may not provide a completely accurate picture of the writing
process, they are useful for considering the possible factors that may influence the
process. It should also be noted that the models listed above draw mainly on L1 research,
but are still of importance to our understanding of L2 writing processes, since the
literature on cognitive processing in L2 writing is relatively scarce, and L1 models of
writing proficiency are commonly used as metrics in examining L2 writing (Shaw and

Weir, 2007).



1. Hayes and Flower (1980)

Hayes and Flower provided an influential model of the writing process in 1980.
They described the writing process in terms of three interactive components, first, the
task environment, which includes the writing assignment and the text produced so far;
second, the writer’s long-term memory, which includes knowledge of topic, knowledge
of audience and stored writing plans; third, a number of cognitive processes, including
planning, translating ideas into texts and reviewing (see Figure 2.1 shown on the next
page). It is the third part that demonstrates the mental process of writing as a cognitive
activity, which has been influential to the subsequent writing research in this respect.
Also, Hayes and Flower proposed that writing is not a linear process, but involves
multiple recursions of planning, translating and reviewing. This conceptualization
largely fixed the terminology of writing processes in the literature (Scardamalia and
Bereiter, 1996). Although the Hayes-Flower (1980) model provided some useful
insights into the writing process, the model has been criticised as it does not fully reflect
the way in which writing processes vary with different task types, and does not

distinguish skilled from unskilled writing (Shaw and Weir, 2007).
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Figure 2.1: The Hayes-Flower (1980, p. 11) writing model

I1. Hayes (1996)

Hayes’ (1996) model (see Figure 2.2) is an updated version of the Hayes and
Flower (1980) model. It looks at the writing process as consisting of two essential
components: the fask environment and the individual. The task environment is divided
into the social environment and the physical environment. The social environment
includes audience (real or imagined) for one’s writing, and the possible collaborators
during the process of writing; the physical environment consists of the text written so
far, which affects and shapes the text to be produced, and the composing medium, for

example, handwriting or using word processors.
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Figure 2.2: The Hayes (1996, p. 4) model

The central focus of the Hayes (1996) model is the individual part, which involves
an interaction among four components: working memory, motivation and affect,
cognitive processes and long-term memory. Working memory in this model is mainly

based on Baddeley’s (1986) conception of working memory, and is composed of three
12



parts: phonological memory, which stores information of speech; the visual/spatial
sketchpad, storing visually or spatially coded information such as written words or
graphs; and semantic memory which stores conceptual information. Motivation and
affect play important roles in Hayes’ model. Specifically, a writer’s goals,
predispositions, beliefs and attitudes and cost/benefit estimates may influence how the
writer is going to write and how much effort they are going to put in the writing activity
(Weigle, 2002). Regarding the component of cognitive processes, the three major
processes proposed in the 1980 model (planning, translating and reviewing) were
replaced by three more general process categories: text interpretation, reflection and
text production. Text interpretation, including listening, reading and scanning graphics,
is the process during which “internal representations are created from linguistic and
graphic input” (Weigle, 2002, p. 25). The reviewing process in the 1980 model was no
longer considered as a separate process, but was included in the text interpretation
process; reflection, taking place of planning, involves problem-solving and decision-
making processes, through which writers achieve writing goals; translation was
replaced by text production, in which new linguistic output is created by consulting
writing plans or text produced so far. (4) The last component in the individual part is
long-term memory, in which writers’ knowledge and background information relevant
to the writing task is stored. The Hayes’ (1996) model attempted to illustrate the
complex interactive nature of the four previously mentioned components in the writing
process, however, no claims are made as to precisely the way in which these
components interact, other than a claim of the theoretical relationships among them at
a very general level.

Another contribution of Hayes’ (1996) work is that he emphasised the significance

of reading as a central process in writing, which aligns well with the proposition of the
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present study. Hayes pointed out three types of reading that are important in writing.
The first of these is reading to evaluate, in which writers read the text that has been
produced to detect any possible problems and make potential revisions; this type of
reading is more commonly known as monitoring in recent literature on L2 writing
assessment, as will be explained later in this chapter. The other two types of reading
involved in writing are reading instructions and reading source texts. If writers create
a representation of the task based on a misunderstanding of the task instructions, they
may not be able to respond to the task appropriately. Similarly, since some writing tasks
(for example, the reading-to-write tasks) are based upon source texts, a writer’s ability
to understand the source texts will almost certainly impact on their performance on the

task.

II1. Hayes (2012)

The most recent writing model of Hayes (2012), shown in Figure 2.3 on the next
page, differs from the two previous models in a number of ways. One major change is
in the writing processes component that, based on Chenoweth and Hayes’ (2001, 2003)
work, Hayes proposed that texts are produced through the interaction of four cognitive
processes: a proposer, a translator, a reviser and a transcriber.

The proposer is a prelinguistic source that suggests a pool of ideas to be included
in the text, which is then passed on to the translator; the proposer can take input from
writing plans, from source materials, and even from writers’ long-term memory and the
text-written-so-far; ideas produced by the proposer are often in non-verbal form

(Chenoweth and Hayes, 2001; Hayes and Berninger, 2014).
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Figure 2.3: The Hayes (2012, p. 371) model

The translator receives ideas from the proposer, and converts them into
grammatical strings of language, that is, translating non-verbal ideas into a verbal form
of expression (Chenoweth and Hayes, 2003); to translate ideas, the translator draws
mainly on writers’ long-term memory, in particular the linguistic knowledge stored in
it, and working memory resources. For L2 writers, translation appears to be the barrier
that limits their writing fluency.

The transcriber then converts the linguistic strings produced by the translator into
written text. It was believed in earlier work on the writing process that the transcription
of adult writers was “so thoroughly automated that it would not have any significant
impact on other writing processes and could safely be ignored” (Hayes, 2012, p. 371).
However, more recent studies have discovered that the transcription played a critical

role in the writing process (Berninger, Cartwright, Yates, Swanson and Abbott, 1994;
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Bourdin and Fayol, 1994; Connelly, Gee and Walsh, 2007; Hayes and Chenoweth, 2006;
Jones and Christensen, 1999). For example, Hayes and Chenoweth (2006) found that
adult writers’ transcribing process was slowed when verbal working memory was
reduced, suggesting that transcription is very likely to compete with other processes in
writing for cognitive sources and thus should be accounted for when modelling writing.

The evaluator examines the outputs of any of the above three processes and
determines their adequacy to the task. For example, the evaluator may reject a proposed
idea before it is translated to linguistic strings, or it may reject an already translated
verbal form of expression before it is transcribed.

To sum up, the Hayes and Flower (1980) model and Hayes’ (1996, 2012) models
are considered to be significant in L1 writing research because they present the various
factors that may influence writing, and, despite their age, contain features that are still
meaningful in current literature on models of writing. The significance of writers’ long-
term memory and working memory in writing; the attempt to identify the interacting
cognitive processes in writing; and the importance of text-written-so-far are all still
considered useful ideas in modelling writing processes. Although these models are
relatively complete in many aspects, they have one major shortcoming, that is, little
attention paid to linguistic knowledge, which is another essential component of writing.

The Grabe and Kaplan (1996) model of writing can be used to fill in this gap.

1V, Grabe and Kaplan (1996)

Grabe and Kaplan attempted to examine the cognitive processing activities
involved in L2 writing in 1996. Their model (see Figure 2.4), based upon a framework
of communicative language use developed by Chapelle, Grabe and Berns (1993), is one
of the few L2 writing models in the literature. It has two major components: “a context
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for language use and a representation of the language user’s verbal working memory”
(Grabe and Kaplan, 1996, p. 233). They proposed that ‘goal setting’ is a process of
setting goals and purposes for writing based on the contextual situation (for example,
task, text and topic), and activates three components in the ‘verbal processing unit’:
language competence, world knowledge and on-line processing assembly (i.e.,

execution of writing processes).
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Figure 2.4: The Grabe and Kaplan (1996, p. 226) model
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As discussed earlier, the Hayes’ models paid little attention to writers’ linguistic
knowledge in writing; Grabe and Kaplan (1996) provided a list of three components of
language competence relevant to writing, which includes linguistic knowledge and two
other types of knowledge: sociolinguistic knowledge and discourse knowledge (see
Table 2.1). Linguistic knowledge includes knowledge of the fundamental structural
elements of language, which is regarded as a critical component of writing ability and
the foundation for text construction (Grabe and Kaplan, 1996). Discourse knowledge
refers to the knowledge of how cohesive text is constructed such as knowledge of
semantic relations across clauses and knowledge of recognizing main topics.
Sociolinguistic knowledge also plays a role in writing from the socio-cognitive

perspective, for example, audience consideration and degree of formality.

Table 2.1: Taxonomy of language knowledge — adapted from Grabe and Kaplan (1996,
p. 220-221) (Weigle, 2002)

I. Linguistic knowledge
A Knowledge of the written code
Orthography
Spelling
Punctuation

M w b e

Formatting conventions (margins, paragraphing, spacing, etc.)
B. Knowledge of phonology and morphology

1. Sound/Letter correspondences
2. Syllables (onset, rhyme/rhythm, coda)
3. Morpheme structure (word-part knowledge)

C. Vocabulary

Interpersonal words and phrases

Academic and pedagogical words and phrases
Formal and technical words and phrases
Topic-specific words and phrases

o M~ wbdh e

Non-literal and metaphoric language
D. Syntactic/Structural knowledge

=

Basic syntactic patterns
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2. Preferred formal writing structures (appropriate style)
3. Tropes and figures of expression
4. Metaphors/Similes
Awareness of differences across languages
Awareness of relative proficiency in different languages and registers

II. Discourse Knowledge

A

@

IOMmMOO

Knowledge of intrasentential and intersentential marking devices (cohesion, syntactic
parallelism)

Knowledge of informational structuring (topic/comment, given/new, theme/rheme,
adjacency pairs)

Knowledge of semantic relations across clauses

Knowledge of recognizing main topics

Knowledge of genre structure and genre constraints

Knowledge of organizing schemes (top-level discourse structure)

Knowledge of inferencing (bridging, elaborating)

Knowledge of differences in features of discourse structuring across languages and
cultures

Awareness of different proficiency levels of discourse skills in different languages

III. Sociolinguistic knowledge

A

B.
C.

D.

E.

Functional uses of written language

Application and interpretable violation of Gricean maxims (Grice, 1975)
Register and situational parameters

1. Age of writer

Language used by writer (L1, L2, ...)

Proficiency in language used

Audience considerations

Relatives status of interactants (power/politeness)

Degree of formality (deference/solidarity)

Degree of distance (detachment/involvement)

Topic of interaction

© © Nk wDN

Means of writing (pen/pencil, computer, dictation, shorthand)

10. Means of transmission (single page/book/read aloud/printed)
Awareness of sociolinguistic differences across languages and cultures
Self-awareness of roles of register and situational parameters
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V. Bereiter and Scardamalia (1987)

Different from other attempts to modelling writing, Bereiter and Scardamalia
(1987) proposed a two-model description of writing that identifies the distinction
between knowledge telling and knowledge transforming, and they argued that novice
writers tend to use the knowledge telling approach to writing, whereas advanced writers
are prone to using the knowledge transforming approach.

Knowledge telling refers to a rather linear text generating process as it needs little
planning activities ahead or revision processes. Bereiter and Scardamalia viewed this
kind of writing as “natural” and “unproblematic”, because nearly any fluent speaker of
a language can do this if they have a grasp of the writing system (Weigle, 2002). Figure
2.5 shows the knowledge telling model. The writer starts from using a mental
representation of the writing task to call up both content knowledge (what the writer
knows about the topic) and discourse knowledge (the writer’s knowledge about the type
of discourse, for example, an argumentative essay or an expository essay). Topic and
genre identifiers in the writing task are used to search one’s memory for relevant
content items by first constructing memory probes and then retrieving the content from
these probes. The content items, that is, the writer’s ideas, are subjected to tests of
appropriateness (to check whether the ideas sound right or not, or whether or not the
ideas support the writer’s argument). If rejected, the writer goes back to the process of
constructing memory probes again, while if accepted, these ideas are written down and
then the cycle repeats itself based on the text written so far, rather than the previous
mental representation, as a source of additional memory probes. The writing process of
knowledge telling ends when the writer fails to find more appropriate ideas to write

down.
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Figure 2.5: The knowledge-telling model (Bereiter and Scardamalia, 1987, p. 8)

On the other hand, advanced writers tend to use the knowledge transforming approach
to writing, which asks for much more effort and skill. In knowledge transforming, the
process of writing leads to generation of new ideas, and may enhance a writer’s
understanding of the subject knowledge or further develop their views on a particular
topic. Figure 2.6 shows the knowledge transformation model. It starts with the problem
analysis and goal setting, which then lead to two types of problem-solving activities:
the content problem space and the rhetorical problem space. In the content problem
space, the writer works on generating meaningful thoughts and knowledge, while in the

rhetorical problem space, the issues of how to best achieve the goals of the writing task
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are dealt with. An attempt to address the content problem may lead the writer to a
rhetorical problem, and vice versa. Bereiter and Scardamalia regraded this as “a two-
way interaction between continuously developing knowledge and continuously
developing text” (Bereiter and Scardamalia, 1987, p.12). Finally, the solutions to these
two types of problem-solving activities become the inputs for knowledge-telling

process, during which the actual text is generated.
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Figure 2.6: The knowledge-transforming model (Bereiter and Scardamalia, 1987, p.
12)

Bereiter and Scardamalia’s (1987) model provides an explanation for the
distinction between the knowledge-telling writing approach typically used by unskilled
writers, and the knowledge-transforming approach typically adopted by skilled writers.

Although the model has limitations in a number of ways, for example, it did not provide
22



an explanation for how a writer transits from knowledge telling to knowledge
transforming, and did not account much for the interaction between the task and writers’
cognitive processing activities, the distinction between knowledge telling and
knowledge transforming has been a useful notion in writing assessment.

The above models (Bereiter and Scardamalia, 1987; Grabe and Kaplan, 1996;
Hayes, 1996; Hayes, 2012; Hayes and Flower, 1980) that have been discussed so far
are all important in shaping the current understanding of cognitive processes involved
in writing. Despite these models’ usefulness in modelling writing processes, they have
several limitations in relation to the focus of the present study: (1) although they pointed
out the cognitive processes which are affected by writers’ own characteristics, task
environment and socio-cognitive considerations, they did not provide enough
explanation for the way in which the cognitive processes are influenced by these factors;
(2) the cognitive processes proposed in these models are at a very general level, making
them less effective to be used to define the processes and skills involved in a certain
writing task, especially when looking at the cognitive validity of the task. The following
models, which are based upon psycholinguistic theory, have the potential to address

these two limitations.

VI. Kellogg (1996)

One of the most influential psycholinguistic models is Kellogg’s (1996) model of
working memory in writing, which distinguishes three systems of text production:
formulation, execution and monitoring, and illustrates the significance of working
memory in supporting different writing processes. Figure 2.7 shows the model. Each of
the three systems involves two basic level processes: formulation consists of planning
and translating; execution involves programming and executing; monitoring involves
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reading and editing. The flow of information is indicated by arrows in the figure
between the six basic processes and the three systems. Thus, the output of planning will
be input for translating, and the output of translating may then be sent to programming
and then executing (handwriting, typing or dictating) in the execution system. It should
be noted that outputs of formulation (planning and translating) may also feed into
editing in the monitoring system prior to the execution. Potential corrections in each of

the processes may thus be made before executing processes take place (Kellogg, 1996).

h 4 h 4
Formulation Execution Monitoring

Planning ]—)[ Translating ]—-)-[ programming]—)[ Executing ]—-)[ Reading H Editing ]

T
|
I
1

Visuo-spatial Central Phonological
sketchpad executive loop

Figure 2.7: Kellogg’s (1996) model of working memory in writing — adapted from
Alamargot and Chanquoy (2001, p. 19)

For the role of working memory in writing, Kellogg proposed that each of the six
basic-level processes draws upon different components of working memory, rather than
seeing working memory as a unitary facility (Chan, 2013). The lines connecting each
system of text production with components of working memory in Figure 2.7 indicate
a demand by at least one basic process with a certain system (Kellogg, 1996). For

example, the formulation system places major demands on the executive control, as
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well as the visuospatial sketchpad (stores and processes visual and spatial information)
and the phonological loop (stores and processes auditory and verbal information);
more specifically, the planning process in this system demands the resources of the
spatial working memory and the central executive control, while translating
theoretically demands the resources of the verbal working memory and the central
executive control. Table 2.2 shows a detailed description of the resources of working

memory used by the six basic-level processes of writing.

Table 2.2: The resources of working memory used by the individual writing process
(Kellogg, Whiteford, Turner, Cahill & Mertens, 2013, p. 162)

Basic process Working memory resource
Visuo-spatial Central Phonological
sketchpad Executive loop

Planning v v

Translating v v

Programming v

Executing

Reading v v

Editing v

VII. Field (2004)

Field (2004) provided another influential account of the cognitive processes that a
writer performs when engaged in the writing process. Much of his model is based upon
Kellogg’s (1996) model, which, as presented above, to some extent draws upon that of
Hayes and Flower (1980). Also, it is influenced by Levelt’s (1989) model of the
speaking process. Field proposed that writing, as a productive skill, involves the
processes of macro-planning, organisation, micro-planning, translation, execution,
monitoring, and editing and revising.

Field’s account of writing processes diverges from those of Kellogg and Levelt in
one important aspect. Levelt proposed a stage of ‘conceptualisation’ in which a speaker
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selects the topic and retrieves their own world knowledge. Kellogg followed Levelt,
identifying a similar stage termed as ‘planning’ in his model (see Figure 2.6), during
which a writer generates and organises the ideas, and sets writing goals. Field, however,
argues that writing differs from speaking because (1) it is not so time-constrainted as
speaking in most real-life writing situations so that there is more conscious planning
involved and (2) planning takes place at both text level (resulting in long-distance
decisions about the readership, writing goals and genre, etc.) and utterance level
(resulting in decisions about the text that is about to be produced). Therefore, Field
divided ‘conceptualisation’ in Levelt’s (1989) model and ‘planning’ in Kellogg’s (1996)
model into three processes: macro-planning, organisation and micro-planning. This is
indeed consistent with the ‘planning’ process in the early Hayes and Flower (1980)
model, which consists of subprocess of generating, organising and goal setting. The
remaining cognitive processes in Field’s model are similar to those in Kellogg’s model.
Also, Field explained the way in which higher- and lower-proficiency writers use these
processes differently in the writing process.

The importance of the Field/Kellogg model is that it is not only more closely based
on psycholinguistic theory, but it aims to provide a detailed account of the
stages/processes that a writer may go through when producing a text, though these
stages are “represented as interactive, with multiple possibilities of looping back”

(Shaw and Weir, 2007, p.37).

VIII. Shaw and Weir (2007)

As discussed above, the Field/Kellogg model is significant in identifying different
stages of processing, and the operations that take place within each stage, thus it
provides a more accessible and detailed framework modelling writing processes than
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the other models presented so far. They are especially useful in language testing studies
when there is need to identify which cognitive processes are relevant for test
development and validity.

Based upon Field’s (2004) and Kellogg’s (1996) models, Shaw and Weir (2007)
proposed five cognitive processes (see Figure 2.12 on page 48 for details) involved in
writing: macro-planning, organisation, micro-planning, translation, and monitoring and
revising. They are considered the most relevant to the investigation of the cognitive
validity of a writing task. Shaw and Weir argue that a valid writing task should elicit
from test-takers these five cognitive processes, which are commonly involved in real-
life writing situations. In their work, they also evaluated how these core processes of
writing have been elicited by the Cambridge English Language Assessment writing
tests across different levels (Shaw and Weir, 2007). Their approach to evaluating the
cognitive validity of a writing test through investigation of the five proposed processes
has, to some extent, provided principles for validation research in L2 writing
assessment. The approach and all the cognitive processes will be described in detail in
Section 2.4.

In summary, the writing models discussed above (Bereiter and Scardamalia, 1987;
Field, 2004; Grabe and Kaplan, 1996; Hayes, 1996, 2012; Hayes and Flower, 1980;
Kellogg, 1994, 1996; Shaw and Weir, 2007) have shaped much of our current
understanding of cognitive processing involved in writing. For example, writing is not
a linear act, but involves multiple recursions of processes such as planning (at both
macro- and micro-levels), organising, executing/translating, monitoring and revising;
these processes are often overlapping with each other at particular writing stage, and
looping back and forth for different purposes in writing. Also, writing should not be

considered as an isolated act, but is greatly influenced by writers’ internal traits such as
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working memory capacity and their store of long-term knowledge (e.g., linguistic,
discourse and content knowledge), as well as external variables such as task settings
and social variables (e.g., readership).

Despite their importance, the process of integrating reading with writing has
largely been under-represented in these models. Although several models (e.g., Hayes,
1996) have pointed out the essential role that reading plays in writing process, issues
such as what types of reading activities are involved during writing, when and how
reading processes interact with other processes in writing remain largely unclear. With
growing interest in using reading-to-write tasks to assess test-takers’ language skills,
there is an urgent need to look into how reading is integrated with writing to produce a
meaningful text while performing such tasks. In the following subsection, literature on

the integration of reading and writing processes will be reviewed.

2.2.2 Interaction of reading and writing

It is beyond the scope of this study to thoroughly review the existing models of reading
though the literature on L1 and L2 reading processes is well established (see Khalifa
and Weir, 2009 for a detailed review of different reading models). Instead, Khalifa and
Weir’s (2009) model of cognitive processing in reading is reviewed to gain some

insights into the major stages and processes involved in reading.

1. Khalifa and Weir (2009)

Based on the socio-cognitive approach to validation of language tests (Weir, 2005;
O’Sullivan and Weir, 2011), Khalifa and Weir (2009) proposed a cognitive processing
model of reading, which integrates test-takers’ cognitive and metacognitive processes

with their language knowledge and general knowledge of the world to illustrate the
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mechanism of reading for comprehension.

Figure 2.8 (displayed on the next page) shows Khalifa and Weir’s (2009) reading
model. It has three major components: metacognitive activity (the left column), the
central processing core (the middle column), and the knowledge base (the right column),
all of which contain a variety of sub-processes (Brunfaut and McCray, 2015).
Metacognitive activity involves a goal setter, a monitor, and a remediator. When setting
reading goals (goal setter), a reader determines the type(s) of reading needed to fulfill
certain reading purposes, for example, a careful reading approach may be adopted when
the reader needs to comprehend the majority of information in a text. During reading,
readers constantly check (monitor) their reading processes to decide if they are
progressing consistently with the goals generated, and make remediations (remediator)
when necessary.

The central processing core consists of a hierarchical system of eight cognitive
processes that work together to carry out reading activities. They can be grouped into
two categories of processing based on their demands on cognitive resources: (1) the
lower-level processes, including word recognition, lexical access, syntactic parsing, and
establishing propositional meaning; and (2) the higher-level processes, which include
inferencing, building a mental model, creating a text level representation, and creating
an intertextual representation. The difference between higher- and lower-level
processes, according to is that the lower-level processes “can become strongly
automatised and not subject to conscious processing” (Brunfaut and McCray, 2015, p.6).
Skilled readers tend to have high automaticity of lower-level processes presented above

and thus are able to use higher-level processes more freely while reading (Field, 2004).
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Figure 2.8: Khalifa and Weir’s model (2009, p. 43) of cognitive processing in reading

While processing the text, readers may resort to a variety of knowledge sources,

as represented in the right column (knowledge base) in Figure 2.8, linking to relevant

cognitive processes in the central processing core. These knowledge sources include:

lexical knowledge of a word’s orthography, phonology, and morphology; lexical

knowledge of a word’s meaning and its word class; syntactic knowledge of the target
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language; general knowledge of the world, topic knowledge about the subject of the
text being read, and knowledge of the meaning of the text produced so far; and finally,
text structure knowledge, that is, knowledge of genre of the text or rhetorical tasks.

As presented above, Khalifa and Weir’s (2009) model provided a detail account of
the stages/processes that the reader may go through when reading for comprehension.
However, like many other models of reading per se in the literature, it has little

discussion about how these reading processes may fit into a model of writing.

11. Discourse synthesis process

Despite the lack of frameworks modelling reading-to-write processes, some
studies have investigated writers’ processes involved in writing from sources (see
Section 2.3 for a review of these studies). One important notion that emerged from these
studies is the concept of discourse synthesis (Ackerman, 1991; Greene, 1993; Lenski,
1998; Marsella, Hilgers and McLaren, 1992). Spivey and King (1989, p.11) defined

discourse synthesis as follows:

some hybrid reading-to-write tasks involve discourse synthesis, a process in
which readers (writers) read multiple texts on a topic and synthesize them.
They select content from the composite offered by the sources — content that
varies in its importance. They organize the content, often having to supply a
new organizational structure. And they connect it by providing links between

related ideas that may have been drawn from multiple sources.

Research by Spivey and her colleagues (Mathison and Spivey, 1993; Spivey, 1984,
1990, 1997, 2001; Spivey and King, 1989) has shaped the notion of discourse synthesis
in writing from external reading materials. The findings of these studies revealed that
writers utilise a meaning-making process in reading-to-write tasks, by transforming a

new representation of the meaning from source materials to their own text through three
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cognitive processes: (1) organising ideas as they read and write; (2) selecting relevant
ideas or information from source texts; and (3) connecting ideas selected from different
source texts and generating links between them. As a result, the reading process is more
centrally situated in the discourse synthesis process, and reading and writing are
integrated within each of the three processes. The findings indicated that reading-to-
write tasks place higher cognitive demands on test-takers than reading or writing tasks
alone, and organisation, selection and connection are “the very basis of reading, writing,
and learning in almost any domain knowledge” (Spivey, 1997, p. 191). The discourse
synthesis process will be discussed in more detail in Section 2.4.

In summary, in order to achieve an understanding of the reading-to-write process,
Section 2.2 has reviewed several writing models (Bereiter and Scardamalia, 1987; Field,
2004; Grabe and Kaplan, 1996; Hayes, 1996, 2012; Hayes and Flower, 1980; Kellogg,
1994, 1996; Shaw and Weir, 2007) that are influential in the current literature; a
cognitive processing model of reading proposed by Khalifa and Weir (2009) was also
outlined in order to shed some light on the reading process; finally, the notion of
discourse synthesis (Spivey and King, 1989) was looked at to provide insights into the
interactive nature of reading and writing in reading-to-write tasks. In the next section,

empirical research on integrated writing tasks will be reviewed.

2.3 Research on integrated writing tasks

Over the past decades, research studies on integrated writing tasks have blossomed,
delving mainly into four lines of research: (1) studies that compared test-takers’
performance on independent and integrated writing tasks; (2) studies that investigated
discourse features of written products in integrated writing tasks; (3) studies that

examined test-takers’ processes while completing the integrated writing tasks; and (4)
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studies that looked into the source use in integrated writing tasks.

2.3.1 Comparison studies

One of the initial areas explored in comparison studies was the relationships between
test-takers’ performance on independent and integrated writing tasks. Several studies
correlated scores from the two types of writing tasks and found that they were similar
and achieved sizable correlations (Brown, Hilgers and Marsella, 1991; Gebril, 2006,
2009; Lee and Kantor, 2005; Watanabe, 2001).

In Watanabe’s (2001) study, he investigated test-takers’ (L2 writers at the
University of Hawaii) scores on a source-based writing task (opinion-writing as follow-
up on the reading input), which he correlated with an independent writing task, and
discovered a medium positive correlation (7=.62) between these two tasks. In contrast,
Gebril (2006) and Lee and Kantor (2005) found much higher correlations between
independent and integrated writing tasks, with correlation coefficients of .93 and above.
The differences between these findings may be due to the uses of different scoring
criteria and the different proficiency levels of participants. It should be noted that, while
these two types of writing tasks both seek to evaluate test-takers’ written products,
differences may still lie in the construct they are designed to elicit. Most importantly,
integrated writing tasks include elicitation of test-takers’ reading-writing skills as well
as their ability to integrate source texts into their own writing.

Although correlation studies have shown the similarities between independent and
integrated writing tasks, differences between these two task types have also been
identified through investigations of discourse features in the written products
(Cumming et al., 2005; Gebril and Plakans, 2009; Guo, Crossley and McNamara, 2013;
Lewkowicz, 1994) and test-takers’ processes during task completion (Ascension, 2005;
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Esmaeili, 2002; Plakans, 2008, 2009b; Yang, 2009).

In a large-scale study of prototype tasks piloted for the Internet-based Test of
English as a Foreign Language (TOEFL iBT) writing section, Cumming et al. (2005)
examined writing features of three tasks: a listening-writing task (writing in response
to a listening passage), a reading-writing task (writing in response to a reading passage),
and an independent writing task. They discovered significant differences across tasks
in areas such as lexical sophistication (in terms of word length and different words
produced), syntactic complexity (in terms of words per 7-unit and clauses per 7-unit)
and argument structure (in terms of propositions, claims, data, warrants and
oppositions). More specifically, they argued that test-takers in the integrated tasks,
compared to the independent ones, tended “to write briefer compositions, to use longer
words, to use a wide range of words, to write longer clauses and more clauses, to write
less argumentatively oriented texts, to indicate sources of information other than
oneself, and to paraphrase, repeat verbatim, or summarize source information more than
to make declarations based on personal knowledge” (Cumming et al., 2005, p. 32).

Lewkowicz (1994) compared the essays produced by two groups of L2 writers
(first-year undergraduates at the University of Hong Kong), one which was provided
with background reading materials for the writing, and the other which had not been
given the materials. She identified a difference in the number of points made in essays
produced in the two types of tasks, with more points introduced in the integrated writing
tasks. And she argued that although more points were included in the integrated task
essays, the lengths of these essays were not longer, thus each point was less developed
than those in the independent task essays. More recently, Guo et al. (2013) examined
the written products that 240 L2 writers produced in two tasks: an independent writing

task, and an integrated writing task (writing in response to a listening passage and a
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reading passage). Linguistic features related to lexical sophistication, syntactic
complexity and cohesion were investigated. Results showed similarities in two features
across tasks: essay length and past participle verb usage (in passive voice); other
features did not show correlations across the two types of writing tasks.

In summary, the results of correlation studies have indicated that independent and
integrated writing tasks are strongly correlated with each other, however, differences
emerge when further investigations of discourse features and writing processes are
performed. One obvious and critical difference between these two task types is the
inclusion of source materials in integrated writing task, which elicits more discourse
synthesis skills as described in Spivey’s model (1990, 1997). These findings provide
evidence for supporting the use of both types of writing tasks to measure the writing
skills or for selecting the one that is most appropriate for the construct to be measured

(Plakans, 2015).

2.3.2 Discourse features

In addition to the comparison studies presented above, another line of research has
focused on features of the written products in integrated writing tasks across different
proficiency levels (Baba, 2009; Cumming et al., 2005, 2006; Gebril and Plakans, 2009,
2013, 2016; Plakans and Gebril, 2017).

Earlier research on independent writing tasks investigated writing features in terms
of fluency, syntactic complexity, grammatical accuracy, and vocabulary richness or
sophistication (Jarvis, Grant, Bikowski, & Ferris 2003; Ortega, 2003; Sasaki, 2000).
With respect to integrated writing tasks, several studies have shown that fluency
consistently increases with proficiency levels (Cumming et al., 2005; Gebril and
Plakans, 2009). In terms of syntactic complexity, Cumming et al. found significant
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differences in the number of words per T-unit (defined as the smallest unit of a sentence
that can stand alone grammatically) across proficiency levels, but none when measuring
the number of clauses per T-unit. In a similar study, Gebril and Plakans (2009) analysed
the discourse features of 131 English essays written by Arabic speakers in a source-
based writing task (an argumentative essay prompt with two short reading passages),
and they found no significant differences in the number of T-units per sentence.
Grammatical accuracy in written products has also been investigated (Cumming et al.,
2005; Gebril and Plakans, 2009, 2013). In these studies, grammatical accuracy was
rated and assigned a holistic score. It was found to differ significantly across proficiency
levels, but in post-hoc comparison analysis, Gebril and Plakans discovered that it was
only the lowest scoring group that held significant differences, while the upper levels
did not differ significantly in grammatical accuracy (Plakans, 2015).

There is relatively little research on lexical diversity in integrated writing tasks
(Baba, 2009; Cumming et al., 2005). Baba (2009) investigated the relationships
between various aspects of lexical proficiency (including lexical diversity) and the
quality of written products in a summary writing task, and identified a non-linear
correlation between lexical diversity and the quality of summaries. She argued that this
variation in lexical diversity may be because of participants’ heavy reliance on source
texts during writing, and due to this non-linear relationship, lexical diversity did not
contribute much to the variability of scores. Cumming et al. also examined the lexical
features in their 2005 study. Their analysis of lexical features was mainly on two
measures: average word length and type/token ratio. Average word length is a typical
index for measuring lexical sophistication, while type/token ratio measures lexical
diversity. Their results showed that the two integrated tasks yielded higher average

word length than independent tasks. Similarly, higher type/token ratio results were
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reported in integrated tasks. The findings also revealed statistically significant
differences in the two lexical features across different proficiency levels.

A more recent study on discourse features was conducted by Plakans and Gebril
(2017), in which they investigated rhetorical structure in a TOEFL integrated writing
task (writing in response to a reading passage and a listening passage). Three features
were analysed: organisational patterns, coherence and cohesion. The results showed
that organisation quality increased across proficiency levels, but with no difference
between upper levels. A similar pattern was found in coherence quality, which increased
with score levels. However, cohesion features did not yield significant differences
across different score levels.

This line of research contributes to our knowledge of integrated writing tasks, from
the perspective of discourse features of the written products. Although discourse
features are not the focus of the current study, it is helpful, to some extent, in
understanding test-takers’ thought processes while completing a reading-to-write task,
that is, linguistic features of written composition might be somewhat connected to the
integration of source materials, particularly with respect to the integration of more

complex lexis.

2.3.3 Process studies

A third area of research on integrated writing tasks has explored test-takers’ composing
processes in responding to the tasks. These studies have concluded that integrated
writing tasks involve a different set of processes (for example, discourse synthesis)
which is distinct from those required to complete independent writing tasks (Chan, 2013;
Plakans, 2008, 2009), and that reading skills play important roles in integrated reading-
to-write tasks (Ascension, 2005, 2008; Esmaeili, 2002; Plakans, 2009a).

37



In Esmaeili’s (2002) study, he asked 34 ESL adult learners with intermediate levels
of English proficiency to complete reading and writing tasks in two conditions: one
includes both reading and writing tasks (thematically related to each other) and the other
with unrelated tasks. Retrospective interviews were conducted and a checklist of the
writing strategies used while writing was employed to understand the reading-writing
process. The findings showed that these test-takers performed significantly better in the
writing when reading and writing tasks were thematically related, concluding that
reading played a critical role in test-takers’ writing processes and “one can hardly view
reading and writing as stand-alone skills” (p. 615). Ascension (2005, 2008) conducted
a validation study of two integrated writing tasks (a summary task and a reflective essay)
through think-aloud protocols, which she coded on the basis of Spivey’s (1984, 1987)
discourse synthesis framework. The results confirmed the existence of a discourse
synthesis process as an underlying construct in integrated writing tasks, and revealed
that reflective essay tasks involved more cognitive operations than summary tasks did.
Plakans’ (2008) study, as mentioned earlier, compared test-takers’ processes while
completing an independent writing task and a source-based writing task (opinion-
writing as follow-up on a reading passage) through think-aloud protocols and post-
protocol interviews. She found that more pre-planning prior to composing was involved
in writing-only tasks, but there was a greater difference in processes across writers in
reading-to-write tasks.

Discourse synthesis, as discussed earlier, is arguably the most unique and essential
process of the reading-to-write construct. This has been demonstrated in Plakans’
(2009b) investigation of six L2 writers’ discourse synthesis processes using think-aloud
protocols. Her findings showed that several writers approached the tasks using

discourse synthesis processes, with varying degrees of using organising, selecting and
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connecting subprocesses among these writers. Another influential study on discourse
synthesis was conducted by Chan (2013), in which she developed a reading-to-write
process questionnaire based upon previous models of reading and writing processes
(this questionnaire will be described in detail in Section 3.2.2) and trialled it in a pilot
study with 99 participants. Chan then used the validated questionnaire to investigate
219 students’ cognitive processes while completing four reading-to-write tasks
(opinion-writing as follow-up on the reading input) under real-life and test conditions.
The results of exploratory factor analysis confirmed the underlying construct of
different cognitive processes that Chan proposed as core processes in a reading-to-write
task. Her findings also revealed that higher-scoring students reported more use of most
of the specified cognitive processes (for example, task representation, connecting and
generating) than lower-scoring students. This study will be discussed in greater detail
in later sections as her reading-to-process questionnaire is also used in the current study
to collect data on participants’ cognitive processes.

Although there is relatively less research on test-takers’ cognitive processes while
completing integrated writing tasks, the above studies have laid a foundation for
understanding this unique set of processes, though they used a restricted set of methods.
The current study contributes to the knowledge of reading-to-write processes and more

research on this aspect will be reviewed in Section 2.4.

2.3.4 Source use

A fourth line of research on integrated writing tasks has investigated the use of sources
through examining test-takers’ written products. Two topics in this area have received
considerable attention: integration style and verbatim copying (Campbell, 1990;
Cumming et al., 2005; Currie, 1998; Gebril and Plakans, 2009; Johns and Mayes, 1990;
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Pennycook, 1996; Shi, 2004; Watanabe, 2001).

Watanabe (2001) identified two types of source use (explicit and implicit source
use) in 47 reading-to-write responses, finding that writers tended to use quotation
(explicit source use) most often, with some instances of partial paraphrasing and
summarising (implicit source use). Similarly, Gebril and Plakans (2009) coded 145
English essays written by Arabic speakers and found that, overall, higher-scoring
students used source texts more than lower-scoring students. Cumming et al. (2005)
also discovered differences in source use across different score levels. The most
proficient writers tended to summarise more than writers at other levels; writers at
intermediate levels paraphrased and plagiarised more than writers at either high or low
proficiency levels; and the least scoring writers tended to summarise, paraphrase and
copy less than writers at all other levels. Cumming et al. (2005) explained that this may
be due to the fact that low proficiency writers were not able to understand source texts
well enough even to perform simple direct copying.

The other topic, verbatim use of source text, has been investigated extensively in
L2 writing research (Asabi, Akbari and Graves, 2006; Currie, 1998; Johns and Mayes,
1990; Shi, 2004). In an early study on verbatim source use, Johns and Mayes (1990)
examined direct copying in 80 writing response of L2 writers at two proficiency levels
on a summary task (summary-writing of the reading input). The findings showed that
the lower-proficiency writers tended to copy more directly, but there was no significant
difference in “correct paraphrasing” between two groups. Interestingly, the higher-
proficiency writers also combined idea units from the source texts more and were likely
to distort some of these ideas. Shi (2004) compared the written products of two types
of writing tasks (an opinion-writing task and a summary task based on the same reading

input) produced by two groups of writers: native and non-native English writers. The
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findings revealed that L2 writers borrowed more from source texts than L1 writers, and
that the summary task elicited more verbatim use of source texts than the opinion task.
Similarly, Campbell’s (1990) study examined the essays produced by native and non-
native English-speaking university students in a source-based writing task (a book
chapter was provided as the background reading text), and found that L2 writers cited
the source texts considerably more than L1 writers.

These studies have provided a solid foundation of understanding source use in
integrated writing tasks. It is clear that source use may vary across proficiency level,
and that the type of text may influence the manner in which it is used. One topic,
however, that has not received much attention is the role of multiple sources. As
integrated tasks normally include more than one source text, how writers navigate
across these texts remains under-researched. Also, most studies have investigated
source use through examining test-takers’ written products, very few studies looked at

test-takers’ online source use processes.

2.3.5 Methods of previous process studies
As the focus of this study is on reading-to-write processes, methods of previous
research on processes are summarised here to shed some light on potential methods to
investigate test-takers’ processes while completing the TBEM-8 reading-to-write task.
It 1s important to note that the most significant obstacle to examining cognitive
processes is that they cannot be observed directly. Previous process studies have
investigated reading-to-write processes through two main approaches: self-report or
observation. As presented earlier, most process studies used self-report methods in
which participants are asked to report their cognitive processing activities either
concurrently (for example, think-aloud protocols) or retrospectively (for example,
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retrospective interviews). One major concern of using concurrent self-report methods
is the extent of reactivity and potential disruption imposed on test-takers’ actual
cognitive processes (Stratman and Hamp-Lyons, 1994). This issue needs to be
considered carefully in particular when the test examined is highly demanding in
cognitive resources (for example, reading-to-write tasks that involve integration of at
least two skills). Retrospective self-reporting methods do not interfere with participants’
actual processes, however, issues such as memory decay and over-reporting may also
be detrimental to the accuracy of data collected (Harwood, 2009).

These two types of self-report methods rely largely on participants’ perceptions of
their cognitive processes, and on their ability to report or recall the processes
(Smagorinsky, 1994). Meanwhile, as there are time costs in collecting and analysing
think-aloud or interview protocols, a relatively small number of participants are usually
involved in these studies (questionnaire is also a kind of self-reporting technique that
can be used in large-scale studies). Other researchers have investigated test-takers’
cognitive processes by using direct observation methods such as video recording
(Bosher, 1998), and screen capture software (Chan, 2011). These studies allow
participants to focus on their actual cognitive processing, with minimum interruption.
However, observations are essentially an “etic” method (based on the researcher’s
interpretation of what he/she observes), and if it is not triangulated with participants’
perceptions of their cognitive processing then important information may be lost.

In summary, there are pros and cons of using each method independently to
investigate test-takers’ reading-to-write processes during task completion, however,
studies that used a combination of these methods have been scarce. More considerations
about the methods to be used in the current study will be further discussed in the next

chapter of methodology (see Section 3.2 for details).
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2.4 Cognitive validity considerations for reading-to-write tasks

In order to establish cognitive validity evidence for the TBEM-8 reading-to-write task,
several validation frameworks are first reviewed in Section 2.4.1 and a set of cognitive

processes to be investigated in this study are proposed and described in Section 2.4.2.

2.4.1 Validation in language testing

Validity refers to the degree to which a test measures what it is supposed to measure
(Cronbach, 1988; Lado, 1961), and is evaluated through observation of evidence
pertaining to different categories of validity. Validity theory has undergone rapid
developments in the past 50 years. One of the most important transition periods of
validity theory in language testing was in early 1990s when Bachman first introduced
Messick’s (1989) unified (unitary) validity theory into the field, which ended the
dominance of the early “Trinitarian doctrine”, that is, content, construct and criterion
validity (Guion, 1988), and a variety of validity classifications. Since then, the research
horizon of validity has been significantly expanded, incorporating more practical
studies such as test use and social consequences.

Despite its usefulness in test validation, the notion of validity as a unitary concept
still has several problems, from both theoretical and practical perspectives, among
which the most troublesome one is — how to develop a feasible and operable validation
framework to validate language tests within the theory of this unified validity. An early
attempt to address this issue was that of Kane (1992), in which he proposed an
argument-based approach to test validation and developed the notion of the
“Interpretative argument” as providing a framework to gather and disseminate evidence
for supporting intended score interpretation (Bachman, 2005). An interpretative

argument consists of inferences and assumptions that need to be supported by relevant
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evidence; Kane (1992) put forward three criteria to evaluate the inferences made on the
basis of an interpretative argument: (1) clarity of assumption; (2) coherence of argument;
and (3) plausibility of assumptions.

Based on Kane’s (1992) work, Kane, Crooks and Cohen (1999) provided a
detailed explanation of an interpretative argument that links observations to
interpretations. The argument is composed of four parts and each part is linked to the
next by an inference (see Figure 2.9). The first inference, “scoring”, is from a

performance to an observed

Scoring Generalization Extrapolation

Observation | Observed Universe _ Target Score
v Score — Score / (Interpretation)

Figure 2.9: Links in an interpretative argument — adapted from Kane, Crooks and
Cohen (1999, p.9) (Bachman, 2005)

score, and is based on two assumptions: (1) the scoring procedures are appropriate and
consistent; and (2) the observed performance occurred under conditions consistent with
the intended score interpretation. The second inference, “generalization”, is from the
observed score on a particular measure to a universe score, and is based on the
assumptions of measurement theory, for example, generalisability theory. The third
inference, “extrapolation”, is from a universe score to a target score, which is, as Kane
et. al described, an interpretation of what a test-taker knows or can do. This inference
is based on the claims in an interpretative argument and the collected evidence
supporting these claims (Bachman, 2005).

From a different perspective (test design and development), Mislevy, Steinberg
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and Almond (2002, 2003) also drew on the theory of evidentiary reasoning, and
developed a set of steps and procedures called “evidence-centered design” (ECD) to
guide test development. The key element in the ECD is what they referred to as an
“evidentiary argument”, which logically connects the claims (interpretations to be made)
with the evidence that needs to be collected to support these claims. This evidentiary
argument has some practical benefits in terms of guiding the development of tests and
scoring rubrics, as well as facilitating the gathering of evidence for validity and
generalisation (Mislevy et al., 2002).

Mislevy et al. (2003) claimed that their validity arguments are based on Toulmin’s
(2003) argument structure (see Figure 2.10), which consists of several essential
elements as follows:

1. Claim: this is the interpretation to be made about what a test-taker knows or can
do, based on the analysis of data.

2. Data: it consists of “information on which the claim is based” (Toulmin, 2003,
p.90); in language testing, these are the responses of test-takers to certain tasks (for
example, multiple choice questions); the link between the data and the claim represents
an inference, which is justified through a warrant.

3. Warrant: warrants are propositions that help to justify the inference made from
data to claim; the warrant is based on backing.

4. Backing: the backing consists of “other assurances, without which the warrants
themselves would possess neither authority nor currency” (Toulmin, 2003, p. 96); in
language testing, most of these backings come from theory, evidence collected during
the validation process, or prior experience.

5. Rebuttal: rebuttals are counterclaims to an intended inference; in a validity

argument, counterclaims correspond to potential sources of invalidity that may result in
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“construct irrelevant variance” and “construct underrepresentation” (Messick, 1989).

Claim

unless

since ' Rebuttal

‘Warrant 50

Backing Data Rebuttal

Figure 2.10: Toulmin diagram of the structure of arguments — adapted from Mislevy et
al. (2003, p. 11) (Bachman, 2005)

These argument-based approaches to language test validation (Kane, 1992, 2001,
2002; Kane, Crooks and Cohen, 1999; Mislevy et al., 2002, 2003) provide a logic and
set of procedures for articulating claims and for collecting evidence to support these
claims, however, as Bachman stated (2005, p.4), “these argument-based approaches
have focused primarily on claims about the interpretation of test scores, and have not,
until very recently, begun to address issues of test use and the consequences of test use”.
Based on the research of argument-based approaches to validation, Bachman (2005)
put forward his structure of an assessment argument.

According to Bachman (see Figure 2.11), an assessment use argument consists of
two parts: an assessment utilization argument, which links an interpretation to a
decision, and an assessment validity argument, linking assessment performance to an
interpretation. Thus the whole validation process can be divided into two stages, and in

each stage, the arguments need to be justified by offering both backings and rebuttals
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to the inferences or decisions (for an updated version of the assessment use argument

see Bachman and Palmer, 2010).
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Figure 2.11: The structure of an assessment argument (Bachman, 2005, p. 25)

Although the argument-based approaches to validation provide a logic and
scientific way to guide the validation and test development process, still, they are too
general to be conducted with research instruments in practice, in other words, they lack
operability. Weir (2005) made a notable attempt to address this issue by proposing an
evidence-based “socio-cognitive validation framework™. Figure 2.12 shows an updated
version of this framework tailored towards the validation of writing tests. Shaw and
Weir’s (2007) framework consists of six aspects of validity: test-taker characteristics,
cognitive/theory-based validity, context validity, scoring validity, consequential validity,
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and criterion-related validity. Arrows in this framework indicate the principal
direction(s) of any hypothesised relationships, and the timeline runs from top to bottom,
that is, “before the test is finalised, then administered and finally what happens after the

test event” (Weir, 2005, p.43).
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Figure 2.12: A socio-cognitive framework for validating writing tests (Shaw and Weir,
2007, p.4)

Test-taker characteristics can be divided into three main categories: (1)
physical/physiological characteristics such as test-takers’ age, sex, and partial
sightedness; (2) psychological characteristics, for example, personality, memory,
cognitive style; and (3) experiential characteristics, for example, education, and
examination preparedness. Test-takers’ characteristics are directly connected to the
context and cognitive validity because these characteristics will directly impact on the
way test-takers process the test task in a certain context.

Unlike previous validation frameworks, which see construct (content) validity as
a uniform concept, Shaw and Weir’s (2007) framework illustrated the abstract notion
of ‘construct’ as consisting of context and cognitive components in order to provide
stronger evidence for construct validity (Chan, 2013). Context validity considers the
social and cultural contexts in which a test task is performed, for example, for a writing
task (see Figure 2.12), context validity addresses the appropriateness of the task setting
(for example, text length, time constraints, writer-reader relationship) and the actual test
administration (for example, physical conditions and uniformity of administration), and
the linguistic demands inherent in the successful performance of the task (Weir, 2005;
Shaw and Weir, 2007). Cognitive validity looks at the extent to which the cognitive
processing of a test-taker in completing, for example, a writing task resembles that of
the test-taker in the target language situation. It involves collecting both a priori
evidence on the cognitive processing activated by the task before the real test event,
through methods such as think-aloud protocols, and a posteriori evidence on constructs
measured through statistical analysis of scores after the task is performed.

Scoring validity is linked to both context and cognitive validity and accounts for

all aspects of reliability (Weir, 2005). It considers “the extent to which test scores are
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based on appropriate criteria, exhibit consensual agreement in their marking, are as free
as possible from measurement error, stable over time, consistent in terms of their
content sampling and engender confidence as reliable decision-making indicators”
(Shaw and Weir, 2007, p. 6). Criterion-related validity is primarily a quantitative
concept and it accounts for the extent to which test scores correlate with a suitable
external criterion of performance with established properties (Shaw and Weir, 2007).
Consequential validity looks at a test’s impact on institutions and society, its washback
on individuals in classroom or workplace, and avoidance of test bias.

This socio-cognitive validation framework conceptualises the validation process
in a “temporal frame” (Shaw and Weir, 2007), and thus it is easy to identify each type
of validity evidence that needs to be collected at each stage in the test development,
monitoring and evaluation cycle. Furthermore, this socio-cognitive approach improves
the operability of validation work to a greater degree and it is a relatively cohesive
validation framework that almost covers all the aspects which should be considered in
a practical validation process. A number of language examination boards such as
Cambridge English Language Assessment have used this framework to examine the
extent to which the six aspects of validity in the framework have been operationalised
in their tests of the four language skills, that is, listening, speaking, reading and writing.

Although the socio-cognitive validation framework has led to improvements in
test design and validation, its current application has largely been limited to language
tests assessing the writing-only skills. As reviewed earlier in this chapter, reading-to-
write tasks have been increasingly used to assess test-takers’ ability to write from
sources, but the construct of this type of task remains under-theorised. Therefore, it is
necessary to extend the use of this framework to the design and validation of reading-

to-write tasks to gather more evidence to support their legitimacy.
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This study aims to examine test-takers’ cognitive processes while completing the
TBEM-8 reading-to-write task and establish evidence of its cognitive validity. By
reviewing literature on models of writing, reading and discourse synthesis, and on
relevant studies of reading-to-write process in previous sections, a set of cognitive
processes to be investigated in this study are proposed and described in detail in the

following subsection.

2.4.2 Cognitive processes to be investigated in this study

In order to investigate the cognitive validity of a reading-to-write task, it is necessary
to provide evidence that test-takers are engaging with the range of cognitive processes
considered integral to real-world reading-to-write activities. Based on the relevant
literature, this study proposes a set of ten categories of cognitive processes that test-
takers are likely to use while completing the reading-to-write task. They are: text
interpretation, task representation, macro-planning, organising, selecting, connecting,

micro-planning, translating, monitoring, and revising.

1. Text interpretation

As presented in Hayes (1996) model, text interpretation is a process in which
writers create “internal representations from linguistic and graphic inputs” (p. 13), and
is mainly concerned with reading activities. This process is involved in almost any type
of tasks. In a traditional independent writing task, text that needs to be interpreted
includes the text in the task instructions and the text writers have written, while in an
integrated reading-to-write task, text in the source materials is also added into the whole
text, which may result in differences in writers’ cognitive processing while completing
the task.
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Khalifa and Weir’s (2009) reading model provides a useful classification of
reading activities that test-takers perform in real-life situation. Two types of reading are
identified in their model: careful and expeditious. Careful reading involves
comprehending every part of the whole text, while expeditious reading involves
selective, quick and efficient reading to access desired information from a text. Careful
and expeditious reading can both be accessed at local and global levels.

Careful local reading is used to comprehend the meaning of sentence(s), during
which lower-level processes such as “decoding at the word or phrase levels” and
“establishing propositional meaning at the sentence level” are involved; careful global
reading is used to comprehend main ideas or the majority information in the whole text,
and higher-level processes such as “linking propositions in building a mental model”
and “inferencing” are involved in this type of careful reading (Khalifa and Weir, 2009).
Expeditious local reading is used to scan or search for specifics in the text, while
expeditious global reading involves skimming for gist, or searching for main ideas and
important details.

Studies of reading processes in language testing are mainly concerned with
independent reading tasks (for example, reading comprehension). Most findings have
revealed that independent reading tasks seem to be targeted at measuring careful local
reading at the clause and sentence level rather than careful reading at the global level,
and rarely at expeditious reading (Urquhart and Weir, 1998; Khalifa and Weir, 2009;
Moore, Morton and Price, 2010). There is little research on reading processes involved

in integrated reading-to-write tasks.

11. Task representation
As Flower et al. explained in their 1990 study, task representation is an
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interpretative process during which test-takers create an initial understanding of the task
demands. Test-takers usually start with the process of task representation when
responding to any type of task. In a writing task, they tend to create a representation of
the task by reading through the task instruction, which contains information about the
topic of the task, rhetorical functions expected, for example, describing and discussing,
and contextual constraints such as time constraints and word length, and sometimes
scoring criteria and information about the input materials (in a reading-to-write task).

Task representation is an important process because test-takers’ performance is
dependent on their understanding of the task. As discussed earlier in Hayes’s (1996)
writing model, if writers create a task representation based on a misunderstanding of
the instructions, they may not be able to address the task appropriately. Flower et al.
(1990) found that undergraduate students created different representations for the same
reading-to-write task in terms of main sources of ideas, text features, organizational
structure of the text, and strategies to use. Also, their results indicated that students with
more experience in academic writing tended to create a more accurate task
representation than students with less academic writing experience.

In studies of L2 writing, a number of researchers have investigated the process of
task representation in completing a reading-to-write task. Ruiz-Funes (2001) examined
the written products of 14 Spanish-as-a-foreign-language students who composed an
essay discussing a literacy text, and found that writers approached the task differently,
and resulted in various rhetorical styles. The more cognitively complex style, however,
did not lead to a text with more syntactically complex structures. Allen (2004) followed
an English-as-a-second-language student through a linguistic class assignment, finding
that the student’s representation of the task was greatly impacted by her prior

experience in writing from external source materials. Similar to Allen’s study,
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Wolfersberger (2007) found that four Chinese writers’ representation of a classroom-
based reading-to-write task were shaped by a variety of personal and contextual factors
such as writers’ background, prior experience, and interactions with course lecturers
during the writing process.

Plakans (2010) compared ten writers’ task representation process in completing an
integrated reading-to-write task and an independent writing task through think-aloud
protocols and interview, finding that some writers failed to spot the difference between
these two types of tasks, and used the same independent writing process to compose
essays. Also, her findings revealed that all writers followed “an initial circular process
of reading and rereading the integrated prompt that consumed time and increased the
complexity of understanding the instructions in task” (Plakans, 2010, p. 193), which

was not found in the independent writing task.

1I1. Macro-planning

As discussed earlier in Hayes and Flower’s (1980) model, they proposed that the
process of planning involves generating, organising and goal setting. Based on Hayes
and Flower’s writing model, Field (2004) divided planning into three processes: macro-
planning, organisation and micro-planning, to illustrate different purposes of the
planning activities. Macro-planning is a process whereby writers plan for the writing
goals and content, and identify major constraints of the task such as the target readership,
genre and the level of formality required, on the basis of their
understanding/representation of the task (Field, 2004; Shaw and Weir, 2007).

Scardamalia and Bereiter (1987) discovered that unskilled writers did not seem to
use planning processes at the macro-level because they adopted a knowledge-telling
approach to writing when they retrieved and listed ideas from their long-term memory
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in a rather linear way. In contrast, skilled writers tended to use a knowledge-
transforming approach to writing, during which they put considerable effort into macro-
planning to guide their writing. Similarly, Field (2004) argued that skilled writers paid
much more attention to planning processes than less skilled writers did, and Eysenck
and Keane (2005) claimed that it is the planning process that helps to distinguish
between advanced writers and novice writers. There are also studies (for example,
Hyland, 2002) which found that L2 writers are very likely to plan less during writing
than L1 writers, and have more difficulty in setting goals for writing.

Burtis, Bereiter, Scardamalia and Tetroe (1983) attempted to look at what writers
actually planned during writing through think-aloud protocols, and found that novice
writers’ planning protocols closely resembled the ideas put forward in their written
product, while the protocols of advanced writers’ planning process contained
“provisional ideas, goal statement, comments and problem-solving attempts” (Burtis et
al., 1983, p.154). Contextual features of the task seem to be another factor that impacts

on writers’ macro-planning process (Grabe and Kaplan, 1996; Shaw and Weir, 2007).

1V, Organising

In a traditional independent writing task, organising is a process in which writers
organise the ideas to be put into their text by evaluating their priorities and relevance to
topic of the task, while in an integrated reading-to-write task, as Spivey (1991) argued,
writers not only order ideas in their own text, they also organise the relationships
between ideas in the source texts to achieve an understanding of the text.

Field (2004) claimed that when writers are producing text, they often have an
abstract provisional organisation of ideas in their mind, dependent on the task types.
For example, if the task asks them to describe an event, they would be likely to have a
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sequential structure in their mind; if they are required to compare and contrast in a task,
they would possibly have an advantage-versus-disadvantage structure in mind. These
structures created in the writer’s mind may or may not be same as those inherent in the
source texts. Therefore, the writer may retain a similar structure in their text as the one
presented in the source texts (Spivey, 1984), while they may also generate a new
structure in order to absorb different ideas from multiple source materials.

Scardamalia and Bereiter (1987) discovered that writers who adopted a
knowledge-telling approach to writing devoted little effort in ordering the ideas to be
put in the text, but generated text in a rather linear fashion, that is, put down ideas in
the order as they were retrieved from long-term memory. This is like dumping all the
relevant knowledge in writers’ mind at once, a process often found in writing-disabled
students whose ability to plan is believed to be disrupted (Cherkes-Julkowski, Sharp
and Stolzenberg, 1997). On the other hand, writers who adopted a knowledge-
transforming approach to writing were actively engaged in organising processes as they
transformed the ideas from their mind into the text by ordering and prioritising these
ideas based on the evaluation of their relevance and importance to the writing goals.

It should be noted although the organising process has been extensively
investigated in independent writing tasks, it is under-researched in integrated reading-
to-write tasks. In Plakans’ (2009b) study, she investigated test-takers’ processes of
discourse synthesis through think-aloud protocols and interviews, finding that some
writers did spend time organising the relationships between ideas in the source texts to

support their reading and guide their text production.

V. Selecting and connecting (generating)
Selecting and connecting are the other two important processes in Spivey’s
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discourse synthesis model (Spivey, 1984, 1990, 1997; Spivey and King, 1989).
Selecting is a process used when writers select relevant ideas or information from the
source materials or their long-term memory to put into the text they are going to produce.
Spivey (1991) argued that selecting plays an important role in meaning construction
because the new meaning constructed is based on the ideas writers select from either
internal or external sources.

Scardamalia and Bereiter (1987) found that advanced and immature writers
employed the selecting process very differently. Immature writers select ideas simply
by ranking information according to importance when recalling knowledge from
memory, while advanced writers devote more cognitive effort in selecting content by
resorting to a set of criteria, for example, the relevance to the writing goals, the
appropriateness for intended readers, fitness to the overall structure.

Connecting is a process in which writers bring what they already know into the
reading and create meaning-enhancing additions (Levin, 1988). In other words, writers
combine the knowledge they retrieve from memory with the ideas they select from
source materials, and generate either links between these ideas or new meaning (Kucer,
1985; Spivey, 1987). As they select and connect during reading, they are creating a pool
of ideas from which to draw for the writing process (Stein, 1990). The output of
selecting and connecting may ultimately become the basis of plans for the writing.

As discussed in Bereiter and Scardamalia’s (1987) model, writers who adopt the
knowledge-telling approach engage in a rather linear and straightforward writing
process, during which the main activities are retrieving ideas from memory and putting
them into the text. They are less likely to connect ideas in the source texts with their
own knowledge when writing from sources. In contrast, skilled writers who use a

knowledge-transforming approach tend to constantly connect ideas from their memory
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and source texts to generate ideas for the new text. These new ideas may be repetitive
and vary in importance to the writing goals, thus the process of organising may be

activated to address these issues.

VI. Micro-planning and translating

As Field (2004) argued, the processes of planning and organising not only take
place at the macro-level, they may also be conducted at the micro-level, that is, at the
sentence and paragraph level. During the micro-planning process, writers plan for the
text that is about to be produced. At the paragraph level, writers plan for the goals,
content and structure of a particular paragraph, possibly with constant reference back
to the macro-plans established earlier (for example, the overall writing goal, genre and
level of formality) as well as the text written so far. At the sentence level, writers plan
for the structure and content of an upcoming sentence. It is believed that the actual text
production process is based on writers’ micro-plans rather than the macro-plans (Field,
2004).

The output of the micro-planning process is stored in writers’ mind in the form of
specific goals at the paragraph and sentence level, which then become the bases of the
translating process, during which writers’ abstract ideas are translated into concrete
linguistic forms. Shaw and Weir claimed that it is through the translating process that
“the writer moves from an internal 'private' representation, which is abstract and only
understood by him or her, to its expression in the ‘public’ shared code of language”
(2007, p. 39). They also argued that the language translated needs to be not only
lexically and syntactically correct but also functionally appropriate. Field (2005) further
pointed out that for L2 writers, the translating process may be so demanding in
cognitive resources that the execution of other processes (for example, organising) is
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hindered.

Micro-planning and translating are two important processes when writers make
micro-plans and carry out these plans to produce text. However, compared to other
processes involved in writing, they may be more difficult to be investigated reliably as
writers tend to be less aware of the use of these two processes. Previous studies that
investigated micro-planning and translating processes have been performed solely
under experimental settings by using methods such as directed verbal protocols; it is
also believed that these two processes may not differ as much as other cognitive

processes between an independent writing task and an integrated reading-to-write task

(Chan, 2013).

VII. Monitoring and revising

Although the process of monitoring appears to be paid less attention in the models
presented earlier, Field (2004) pointed out that writers actually engage in the monitoring
process at different levels throughout the writing process. At a basic level, monitoring
involves checking the mechanical accuracy of the text produced, for example, spelling,
word use and syntax, while at a more advanced level, it involves monitoring higher-
level features of the text produced such as development of arguments, relevance to and
adequacy for the task set (Field, 2004, 2005; Shaw and Weir, 2007).

Because monitoring is a demanding process which requires high mental resources,
it is subject to attentional constraints. Field (2004) argued that writers seem to focus on
only one level of monitoring at a time; low-level monitoring is likely to happen during
the text production process, while high-level monitoring may be reserved for a post-
production stage, that is, when a certain amount of text had been produced. He (2005)
further claimed that many L2 writers do not engage in monitoring processes because it
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is difficult for them to assess their writing qualities during translation due to its extra
cognitive demands in retrieving linguistic knowledge.

The revising process is highly connected with the process of monitoring and may
be conducted at any stage in writing. When revising, writers return to aspects of the text
identified as unsatisfactory and make corrections or adjustment (Shaw and Weir, 2007).
Although these aspects identified may not all be revised, “it is very unlikely that
revising occurs without monitoring” (Chan, 2013, p.71). There are two levels of
revising, each corresponding to one of the two levels of the monitoring process: at the
basic level, writers make revisions of issues relating to textual features, for example,
spelling and word use; at the advanced level, writers deal with issues such as the
development of arguments, coherence and cohesion of the text.

Many studies have compared the use of revising processes between skilled and
unskilled writers, finding that skilled writers are more proficient in revising than their
counterparts (Flower and Hayes, 1980; Graham and Harris, 1996, 2000; Perl, 1979).
Hayes and Flower (1980) found that fifteen percent of the protocols reported by skilled
writers contributed to the revising process. Perl (1979) found that writers who adopted
a knowledge-transforming approach engaged more often in revising writing goals and
main ideas of the text. In contrast, novice writers devote much less attention to revising
in writing, and, when revising, they are more likely to revise lower-level features of the
text, for example, correcting spelling errors and making small changes in wording
(MacArther, Graham and Harris, 2004). It seems that it is the level of revising process
but not the number of revisions that distinguishes between skilled and unskilled writers

(Scardamalia and Bereiter, 1987).
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2.5 Research questions

Several research gaps emerged based on the review of literature presented above.
Compared with the abundance of studies on independent writing tasks, there has been
relatively less research on integrated writing tasks in the literature of L2 writing
assessment. Among the studies that attempt to investigate the reading-to-write construct,
the majority of them have focused on discourse features of test-takers’ written products
and score interpretations (Ascension, 2008; Brown et al. 1991; Cumming et al., 2005,
2006; Gebril, 2009; Lewkowicz, 1994), and use of source texts (Campbell, 1990; Gebril
and Plakans, 2009; Johns and Mayes, 1990; Watanabe, 2001). Relatively few studies
have been conducted to examine the reading-to-write construct as a unique set of
processes. Among these few attempts to explore the reading-to-write processes, most
studies used think-aloud protocols, interview or questionnaire techniques to collect and
analyse data, each of which is considered problematic when used alone.

Therefore, in order to address the gap in research, it was decided to combine eye-
tracking, stimulated recall and questionnaire methods (these methods will be discussed
in detail in Chapter 3) to examine test-takers’ cognitive processing while completing
the TBEM-8 reading-to-write task. This study contributes to the understanding of
reading-to-write processes and establishes cognitive validity of the TBEM-8 reading-
to-write task. Also, the usefulness of combining different research methods in integrated
writing process studies is presented.

Two sets of research questions were proposed. The general aim of this study was
translated into the first overarching research question:

RQ1. What cognitive processes do test-takers employ while completing the
TBEM-8 reading-to-write task?

To gain further insights into test-takers’ cognitive processing, one sub-question
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(RQ1a) was formulated, exploring the nature of cognitive processing depending on test-
takers’ performance on the task:

RQ1a. Are there any relationships between the use of cognitive processes and test-
takers’ performance on the task?

The second overarching question aims to look at how test-takers engage with the
source materials through an online investigation of their eye movements during task
completion:

RQ2. To what extent do test-takers engage with the source materials in the TBEM-
8 reading-to-write task?

Also, two sub-questions were proposed to further investigate test-takers’ source
use and explore the difference in eye-tracking measures across different performance
levels:

RQ2a. Are there any difference in eye-tracking measures among different source
materials?

RQ2b. Are there any relationships between eye-tracking measures and test-takers’

performance on the task?

2.6 Summary

In this chapter, published literature in reading-to-write processes has been reviewed to
provide a foundation for the thesis. First, in Section 2.2, relevant models of reading and
writing processes, as well as a discourse synthesis model were presented to shed light
on the reading-to-write process and identified several processes (for example, selecting
and connecting) that are unique in reading-to-write tasks. Research on integrated
writing tasks was then reviewed in Section 2.3 in terms of four different topics:

comparison (between independent and integrated writing tasks) studies, discourse
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features, process studies, and source use; the focus of this study was pointed out as
investigating test-takers’ reading-to-write processes and methods of previous process
studies were summarised to determine the research methods (see Chapter 3 for more
discussion on the methods) used in this study. Section 2.4 revisited several validation
frameworks in language testing and proposed a set of cognitive processes to be
investigated to provide evidence for cognitive validity. Finally, based on the literature
review, two sets of research questions to be addressed are proposed.

In the next chapter, methodological grounding for the research design of this study
will be discussed in more detail, and the research methods for each separate study will

be described.

63



CHAPTER 3 METHODOLOGY

3.1 Introduction

This chapter introduces the methodology for the present study from a macro- and micro-
perspective. First, Section 3.2 provides some macro methodological grounding for the
research design. The issues considered here relate to the study as a whole, illustrating
the methodological underpinning to each chosen research method. Second, the micro
plans for data collection and analyses of the two sources of data — from Study I, the
eye-tracking and stimulated recall study, and Study II, the questionnaire study — are

presented in Sections 3.3 and 3.4. Section 3.5 concludes this chapter.

3.2 Methodological grounding

The present study seeks to look into test-takers’ cognitive processing while completing
a reading-to-write task, which could potentially be investigated through a variety of
methodological approaches used in relevant previous studies. However, as discussed in
the literature review, these approaches (e.g., think-aloud protocols, questionnaires) have
different drawbacks when used alone, and are liable to over-generalise the findings
beyond the limitation of each method. Sections 3.2.1 and 3.2.2 below discuss the
potential usefulness of these methods (eye-tracking, stimulated recall and
questionnaires) in the present study, illustrating their strengths and drawbacks, and

finalise the methods for data collection in Study I and IL
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3.2.1 Combining eye-tracking and stimulated recall

The theoretical underpinning to the eye-tracking technique is that our eye movements
can be used to make inferences about our cognitive processes (Peyrichoux and
Robillard-Bastien, 2006). One of the main benefits of eye-tracking is that it is, to the
best of the author’s knowledge, the only method that can be used to objectively and
accurately record and analyse individuals’ visual behaviour, thereby allowing us to
study a participant’s eye movements when performing specific tasks (e.g., listening and
reading). This gives insights into the cognitive processes underlying their looking
behaviour and reveals things such as reading patterns throughout task completion.

Although eye-tracking adds detailed, quantitative data to understanding a
participant’ cognitive processes, the data cannot always be clearly interpreted without
participants providing information about their behaviour (Hyrskykari, Ovaska,
Majaranta, Rédihd and Lehtinen, 2008). For example, a longer fixation does not
necessarily mean the participant found a particular area interesting, but it may also
mean that they found it hard to interpret (Cowen, Ball and Delin, 2002). Therefore, it
is of importance to supplement eye-tracking data with additional qualitative data gained
from participants on their experiences to facilitate interpretation.

Think-aloud methods have the potential to be combined with eye-tracking to add
more qualitative information to the data. They are commonly used in second and foreign
language testing research (Ascencion, 2005, 2008; Green, 1998; Plakans, 2009b;
Yoshida, 2007; Yu, Rea-Dickins, & Kiely, 2011). As a common source of data
elicitation, they can be broadly categorised as either concurrent (on-line) or
retrospective (off-line). The concurrent think-aloud (CTA) method allows a participant
to verbalise their thoughts during task completion, while the retrospective think-aloud

(RTA) method requires participants to report their thoughts either during specific breaks
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in the actual task, or immediately after they have completed a task (Leow and Morgan-
Short, 2004).

Both methods are effective ways of gaining insights into participants’ cognitive
processes regarding task completion, however, each one has its own limitations and
problems. In general, think-aloud protocols may not be sufticient since certain cognitive
processes are unconscious, and participants may thus not be able to adequately report
their thought processes. A serious critique of the CTA method is that it is more easily
affected by reactivity, that is, “By thinking aloud, participants’ internal processes may
differ from what they would have been had they not performed the verbalisation” (Leow
and Morgan-Short, 2004, p.38). As the cognitive workload increases, participants may
be less likely to fully report meaningful information, or their natural behaviour (i.e.,
their linguistic and/or nonlinguistic output) may be more likely to be altered by the
disruption imposed on the actual cognitive processes, thereby biasing results. Similarly,
the RTA method is not a problem-free methodology as well. It must be used with care;
as the participant is asked to recall the way they complete the task rather than provide
real-time information while doing the task, certain processes may be forgotten or
participants may intentionally or unintentionally fabricate information due to imperfect
memories (Russo, 1979).

The combination of the CTA method with eye-tracking technique has proven to be
less suitable in practice because participants may produce eye movements that they
would not normally do if completing the task without thinking aloud in a normal
environment (Kim, Dong, Kim and Lee, 2007). For example, they may fixate on certain
areas of the screen while verbalising their cognitive processes. The RTA method is more
appropriate to be used in process studies (particularly when participants have to perform

tasks which require high cognitive demands, e.g., the TBEM-8 reading-to-write task)
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where quantitative eye-tracking data will be analysed.

Since memory decay and potential for fabrication are likely to happen when using
the traditional RTA method, a variety of this method emerged, that is, cued RTA, or
referred to as ‘stimulated recall’ in this study, which is “carried out with some degree
of support for the recall” (Gass and Mackey, 2000, p. xi). Examples of commonly used
support include showing participants a video playback so that they can watch
themselves performing the original task, or “giving learners their L2 written product,
so that they can follow the changes they made” (Gass and Mackey, 2000, p. xi). The
stimulated recall method has proven to be able to get more detailed information from
participants (Namahn, 2001), and also allows the participants to reflect upon their
actions more actively that they may not be able to do through other methods. Using a
video cue that features a participant’s eye movements (eye-movement recordings) has
also been demonstrated effective at eliciting comments from participants (Brunfaut,
2016; Brunfaut and McCray, 2015; Holzknecht, Eberharter, Kremmel, Zehentner,
McCray, Konrad, & Spéttl, 2017; McCray and Brunfaut, 2018; Yu, He, & Isaacs, 2017),
as it shows in much detail the participants’ eye traces throughout task completion, which
almost eliminates the risk of fabrication.

Therefore, based on the above discussion of the eye-tracking technique and two
types of think-aloud methods, it was decided to combine eye-tracking and stimulated
recalls to obtain data on test-takers’ cognitive processes while completing the TBEM-8
reading-to-write task (Study I). This can potentially balance the strengths and
weaknesses of each individual method: the recordings of participants’ eye movements
acted as stimuli for their recalls of cognitive processes employed during task
completion, and the recalls in turn added more qualitative information to help the

understanding of the eye-tracking data. In the next section, the potential to use another
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research method, questionnaires, will be discussed.

3.2.2 Reading-to-write process questionnaire

Although the combination of eye-tracking and stimulated recall methods may generate
richer data from participants, it has certain drawbacks. First, it is very time-consuming
to conduct such a study in practice. The research design is often intricate and operating
an eye-tracker is a demanding task. The researcher needs to be well trained before
carrying out an eye-tracking and stimulated recall experiment. The selection of ideal
participants may be more of an art than a science as the eye-tracker works better on
some people than others (this will be discussed in more detail in Section 3.3). Second,
as it is time-consuming and demanding, it could only be applied to a relatively small
number of participants, so that interpreting the results too broadly would be risky, and
any conclusions drawn should be seen as tentative.

Therefore, a reading-to-write process questionnaire (see Appendix E for a full
copy of the pilot questionnaire) was also utilised to elicit participants’ cognitive
processes, so as to offset, to some extent, the drawbacks of eye-tracking and stimulated
recall methods, since it can “report the cognitive processes employed by a large number
of participants in different conditions in a systematic and efficient way” (Chan, 2013,
p.102). This questionnaire was developed by Chan (2013), and adapted according to
the features of TBEM-8 reading-to-write task. In this questionnaire, 42 items were
grouped into five hypothesised phases of academic writing, i.e, conceptualisation,
meaning and discourse construction, organisation, low-level monitoring and revising
and high-level monitoring and revising, which are mainly based upon Field’s (2004,
2008, 2011, 2013) model of cognitive processing activities involved in writing, and
Shaw and Weir’s (2007) model of writing processes. In addition, other relevant

cognitive models including Hayes and Flower’s (1980) writing model, Spivey’s (1984,
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1990, 1997, 2001) discourse synthesis model, and Khalifa and Weir’s (2009) reading
model were studied to determine the reading-to-write cognitive processes that writers
are hypothesised to undergo in each of the five academic writing phases presented
above.

Table 3.1 shows the structure of the pilot reading-to-write process questionnaire.
Seven categories of cognitive processes were identified in the questionnaire. They were
task representation, macro-planning, text interpretation, connecting and generating,
organising, low-level editing and high-level editing. The 42 items were organised in
five stages: while reading the task prompt, while reading the source materials, before
writing, while writing the first draft and after writing the first draft; the digit in front of
the decimal point of an item number indicates which of the five stages this item is in. A
5-point Likert scale was used (5=strongly agree; 4=agree; 3=no view; 2=disagree;
1=strongly disagree), for example, Item 2.1 below is one of the ten items in the second

stage (while reading the source materials).

Item 2.1: I read through the whole of each source text carefully.

1. Strongly disagree 2. Disagree 3. No view 4. Agree 5. Strongly agree

At the end of each stage, there is one open-ended question eliciting more thoughts
from participants about their thought processes, for example, below is the open-ended

question in the first stage (while reading the task prompt).

What else did you do while reading the task prompt?

69



Table 3.1: Structure of the pilot questionnaire (42 items)

Stages
No.
.. After
Phases of Cognitive Reading | Reading Writing i of
; i Before writing
academic writing Processes task source the 1¢t .
_ writing the 13t | 'tems
prompt | materials draft
draft
Task 1.4 25 43
representation
Conceptualisation 8
1.2
Macro-planning 1.3 211 4.5
15
2.1
2.2
- Text 1.1 2.3 4.4
Meaning and interpretation 54
discourse 26 10
construction
Connecting and 2.8 42
generating 2.10 '
57 3.1
Organisation Organising 2'9 3.2 4.1 6
' 3.3
Low-level Low-level 411 5.6
monitoring and editin 4.13 5.8 6
revising g 4.14 5.9
4.6 5.1
. 4.7 52
m(;jlligtlgr-ilﬁvind High-level 4.8 53 | gy
rng editing 4.9 5.4
revising 410 55
4.12 5.7

This preliminary questionnaire was first piloted with 77 participants. Revisions

were made according to the results of several statistical analyses (see Section 3.4 for

details of the pilot study). Also, as the pilot study was conducted almost the same time

as the eye-tracking and stimulated recall study (Study I), some feedback from Study I

fed into the revisions of the pilot questionnaire.

In summary, it was decided, based on the literature review and the discussion of
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each individual methodology above, to combine eye-tracking and stimulated recall
techniques to obtain an in-depth look into test-takers’ cognitive processes while
completing the TBEM-8 reading-to-write task (Study I); furthermore, a reading-to-
write process questionnaire was administered to a larger test-taking population (Study
I1), allowing for triangulation of the findings of each individual method. In the next two

sections, the research methods for Study I and II will be introduced in detail.

3.3 Study I: eye-tracking and stimulated recall — methods

This section introduces the methods for Study I, the eye-tracking and stimulated recall
study. In Section 3.3.1, the recruitment of participants and their background information
are introduced. Section 3.3.2 provides a detailed description of the equipment (Tobii
TX300 eye-tracker) and instrument (the TBEM-8 reading-to-write task) used in this
study. Section 3.3.3 describes the procedures for data collection. Methods for data

analysis are explained in Section 3.3.4.

3.3.1 Participants

A total of 20 students participated in the eye-tracking and stimulated recall study. The
participants were all Master’s students and enrolled in either Linguistics and English
Language or Finance programmes at Lancaster University. They were all native
Chinese learners of English and, at the time of data collection, the majority had been
living in an English-speaking country for less than twelve months. It was believed that
these participants were the most suitable ones, given the location of the eye-tracking
equipment, that could be found to possibly represent the target population of the TBEM-
8 reading-to-write task (see Section 3.3.2 for details).

The participants were recruited through e-mails sent by postgraduate coordinators
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of the Department of Linguistics and English Language and the Management School to
potentially eligible students. In the e-mails, a brief description of the study was provided,
and it was clearly stated that participation in the study was completely voluntary and
would not affect any evaluation on participants’ degree programme. Also, it was stated
in the e-mails that participants would receive compensation either in the form of some
chocolate (for those who participated in the eye-tracking screening but were not
successful) or 15 pounds for their participation and time (for those who participated in
the full study). After contacting the researcher, eligible participants received the
participant information sheet (see Appendix A) explaining the detailed procedures of
the experiment, how the data would be handled and were informed that they were free
to withdraw at any time without giving a reason.

The 20 participants were invited to book a slot for taking part in the experiment
on Doodle (an internet calendar) and they were all present at the eye-tracking laboratory
at the determined time and date. Two of the 20 participants proved to be unsuitable for
being eye-tracked through “scanpath” inspection (Holmqvist et al., 2011), during which
a red ball appeared and moved across the eye-tracker screen, and the participants were
asked to keep their eyes focused on the ball as it moved to assess how accurately their
eye movements followed the path of the red ball. Specifically, one participant had
somewhat downward eyelashes which can block the reflection of the light coming out
of the eye-tracker onto the screen and affect the accuracy of the eye-tracking data. The
other participant was wearing a pair of thick glasses, which may also hinder the
reflection of the light. Data were then collected from the remaining 18 participants who
had been successfully screened for eye-tracking suitability. Out of these 18 participants,
two participants’ data were excluded due to insufficient accuracy (weighted gaze

samples < 50%; 50% means that at least one eye was found for the full recording) for
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further analyses. The final data set therefore included 16 participants: 11 were female
(69%) and five were male (31%); their ages ranged from 21 to 28 years (Mode=23;
Mean=22.6; SD=1.66).

14 participants sat the International English Language Testing System (IELTS) test
within one and a half year before data collection, while the other two took the test two
years earlier. Table 3.2 summarises their performance on IELTS overall and on Reading
and Writing components respectively. According to the Common European Framework
of Reference for Languages (CEFR), these participants’ proficiency levels were

between B2 and C1.

Table 3.2: Participants’ IELTS test scores

IELTS/IELTS Mean Median  Mode Standard Minimum Maximum
components Deviation

Overall 7.16 7.00 7.50 0.35 6.50 7.50
Reading 8.00 8.00 8.50 0.58 7.00 9.00
Writing 6.25 6.00 6.00 0.55 5.50 7.00

3.3.2 Equipment and instrument

The participants’ eye movements were recorded using a screen-based binocular
tracking eye-tracker: Tobii TX300 (Tobii AB, Sweden), whose major technical
specifications are presented below, followed by a description of the primary instrument

used in this study, i.e., the TBEM-8 reading-to-write task.

1. Tobii TX300 eye-tracker

The Tobii TX300 eye-tracker uses dark pupil and corneal reflection techniques to
detect eye movements. During tracking, the infrared illuminators (see Figure 3.1) emit
light and create reflection patterns on the corneas of the subject’s eyes. These reflection

patterns, together with other data about the eyes are collected by image sensors, at a
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sampling rate of 300 Hz per second (collecting raw eye movement data points every
3.3 ms; this frequency is high as 50/60 Hz is more common for similar type of eye-
trackers; the gaze accuracy is 0.4° at the 300 lux illumination level). Image processing
algorithms are then executed to identify relevant features, including the exact positions
of the eyes and the correct reflection patterns from the illuminators. Last, a
mathematical model of the eye is used to calculate the position of the eyes in space and

finally to determine the gaze point on the screen, that is, where the subject is looking.

g

Screen unit

" - i , - seriee
— i nwey \

Eye-tracking unit
Infrared illuminators 4 ¥ g

and image sensors

Figure 3.1: Tobii TX300 eye-tracker

The Tobii TX300 has a high tolerance for head movement. It allows the subject to
move freely in front of the eye-tracker if their heads are positioned within an area of 37
cm (width) x 17 cm (height) at a distance of 65 cm from the screen (maximum head
movement speed: 50 cm/s), and thus eye movements such as fixations and saccades can

be studied without using a chinrest, a device for stabilising the head which may cause
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the subject to feel uncomfortable during the experiment. If the participant moves out of
this area while being eye-tracked and then back into it, tracking is recovered almost
instantly (time to tracking recovery after lost tracking: 10-165 ms). The infrared
illuminators and image sensors, as shown in Figure 3.1, are located underneath an
ordinary looking monitor (screen unit). They are both invisible to the human eye
causing no disturbance to the subject in an experiment so that a participant would
perform the task as if sitting in front of a normal computer screen. The freedom of head
movement and unobtrusiveness allow participants to act more naturally and minimize
their fatigue, particularly in a lengthy experiment such as the one reported in this study,
which involved a reading-to-write task lasting about 40 minutes. In this way, the
features of the specific eye-tracker used contribute to the validity of the claim that
performance is authentic.

Figure 3.2 shows the layouts of the eye-tracking lab during the experiment in this
study. As the data were collected from one participant at a time, two people were present
in each session of data collection. In Figure 3.2 the individual depicted in green was the
participant, who was seated in front of the Tobii TX300 eye-tracker. The distance
between the participant’s eyes and the eye-tracker screen was within a range of 50—80
cm, depending on participants’ preferences for a comfortable position when working
with a computer. As well as the main screen attached to the eye-tracker, there was
another computer monitor on the same desk. It was used as the monitoring screen on
which the participant’s live eye movements were shown. This monitor was facing away
from the participant in order to avoid any distraction that may be caused by the
information shown on the screen. However the screen was angled in such a way that
the researcher could monitor performance (the individual depicted in grey in Figure

3.2). The researcher sat around the corner in the lab, and monitored the participant’s
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composing process primarily to deal with any issues which might have arisen during
the experiment. A video camera was also placed behind the participant and used to
record the stimulated recall session, during which an audio recorder (placed on the desk
somewhere close to the participant) was used to create back-up audio recordings in case

the video camera failed, or the video sound was not clear.

Figure 3.2: Layouts of the eye-tracking lab during the experiment

1l. TBEM-8 reading-to-write task

One sample task of the TBEM-8 reading-to-write task (see Appendix C for the
original task and Appendix D for an English version of it) was provided by the TBEM
Testing Committee and investigated in this study. It should be noted that, as the TBEM-
8 is still in an early stage of development, further tasks could not be supplied by the

committee due to confidentiality and the small number of existing tasks, most of which
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are being used in live testing.

However, this sample task was considered a prototype task developed based on
the writing test specifications of the TBEM-8, in which it is stated that the reading-to-
write task is designed to assess test-takers’ ability “to generalise and integrate
information in the Chinese and English sources provided to write an English essay”
(TBEM-8 testing committee, 2012, p.5). This sample task was, therefore,
fundamentally indicative of the future tasks which would be developed. Other reading-
to-write tasks which share features of the TBEM-8 task type (multiple language input,
different types of sources, etc.) include the HKDSE English Language Paper 3
(Listening and Integrated Skills), in which test-takers are required to first complete a
variety of listening tasks, and then to finish several integrated listening/reading and
writing tasks of different levels of difficulty based on the same theme (Hong Kong
Examinations and Assessment Authority, 2018).

The topic of the task concerned Steve Jobs’ resignation from Apple. The task
contained a set of instructions, and five source materials in the prompt. Source 1 (213
words) was a short passage in Chinese, which gave some background information of
Steve Jobs and Apple; Source 2 (120 words) was a collection of English material
including several video news headlines and two short excerpts from some internet news,
all of which were on Steve Jobs’ resignation; Source 3 (275 words) was another set of
material in Chinese, and contained three short excerpts from some Chinese newspaper
articles, which provided different views on Steve Job’s resignation; Source 4, unlike
other text materials, was a drawing of Steve Jobs’ cartoon image, with a large Apple
icon and some major Apple products beside it and also some additional text: “iRetire
No more Jobs @ Apple” and “See Steve cook up one last announcement in his career”;

Finally, Source 5 provided test-takers a list of ten words and expressions for reference
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while completing the task.

Instructions (117 words) were provided in English as follows:

In this task, you are required to write an essay of 250-280 words as an
assignment for your professor of Strategic Management. You will be given 40
minutes to write an essay entitled The Post Jobs’ Era of Apple. In the essay,
you should describe the event, analyze the situation and comment on the
impact of Jobs’ resignation on Apple. Your essay is to be based on the source
materials given below. But you should not simply copy and translate the source
materials. Your essay will be judged according to how well you develop your
ideas and how coherent your essay is. The task is to be completed on Answer
Sheet 3.

The instructions stated clearly (1) for whom this essay was to be written, so that
the test-taker may be able to decide in what style the writing should be, for example,
whether a colloquial style as might be used in an e-mail or an academic style similar to
that used in an assignment for university course; (2) what content was expected in the
writing (describe the event, analyze the situation and comment on the impact of Jobs’
resignation on Apple); (3) how long the writing should be (250-280 words) and how
much time (40 minutes) was given to complete the task; and (4) some indication of how
the writing was to be scored (how well you develop your ideas and how coherent your
essay is).

This task was displayed on the eye-tracker screen (23-inch TFT monitor; aspect
ratio of 16:9; screen resolution of 1920x1080 pixels). Through a piloting process
conducted with two participants, the task layouts were finalised and transformed for the
eye-tracker screen in html format (see Figure 3.3). The task instructions and the first
three source materials were presented down the left part of the screen and the other two

source materials and the answer sheet (where participants wrote the essay) were

presented on the right part of the screen. The font was legible, and its size was big
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