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Abstract—From some empirical and theoretical research on the digital elevation model (DEM) accuracy obtained 

for different source data densities, it can be observed that when the same degree of data reduction is applied to a whole 

area, the rate of change in the DEM error is statistically greater in local areas where the surface is rougher. Based on 

this observation, it is possible to characterize surface roughness or complexity from the differences between two digital 

elevation models (DEMs) built using point clouds that represent the same terrain surface but are of different spatial 

resolutions (or data spacings). Following this logic, a new approach for estimating surface roughness is proposed in 

this article. Numerical experiments are used to test the effectiveness of the approach. The study datasets considered in 

this article consist of four elevation point clouds obtained from terrestrial laser scanning (TLS) and airborne light 

detection and ranging (LiDAR). These types of topographical data are now used widely in Earth science and related 

disciplines. The method proposed was found to be an effective means of quantifying local terrain surface roughness. 
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1. Introduction 

Terrain surface roughness is an important parameter for describing terrain surface variability or complexity in Earth science. It 

is often used for investigating the DEM error and its spatial variation because DEM accuracy is affected by terrain surface 

complexity [1]-[5]. It is also commonly used for studying Earth surface processes and landforms [6]-[9]. In the literature, there 

exist a wide range of methods for estimating surface roughness, for example, the root mean square height (RMSH) or standard 

deviation of residual elevation over a particular scale ([6], [8]-[10]), standard deviation of slope or curvature ([9]-[10]), power 

spectrum [6], analysis of fractal dimension [11] and geostatistical analysis [12]-[13]. However, due to the wide variety of 

applications for this parameter, a single definition of terrain surface roughness may not be possible as its nature and calculation 

often depend on the type of analysis or application [9], and also the types of data used for calculating terrain surface roughness. 

This study concerns the quantification of local surface roughness for applications where the local DEM error is of interest. In recent 

years, scattering point cloud data obtained from terrestrial laser scanning (TLS) and airborne light detection and ranging (LiDAR) 

have been used widely for characterising terrain surfaces. For such data, the method commonly used for estimating terrain surface 

roughness is RMSH or standard deviation of residual elevation [8] [14]-[15], which is also a typical roughness descriptor for the 

cases where surface roughness needs to be quantified to investigate DEM accuracy.  

To create a grid-based DEM or predict elevations at points where no source data are available, spatial interpolation is commonly 

used. At a predicted point, the elevation error (i.e., the difference between the predicted elevation and the reference elevation) 

consists of two components: (1) propagated measurement error and (2) interpolation error (or modelling error) [16]-[18]. The 

former error component is data-based, being strictly concerned with the source data used for interpolation [16]. The latter 

component is model-based, being concerned with how well the interpolation technique extends the data to the prediction point.  

Data sampling interval is a critical factor for DEM accuracy [18]-[21]. For a given interpolation method, the local interpolation 

error is affected mainly by the local spacing of source data and the local roughness of a topographic surface [3], [22]-[24]. If one 

holds the spacing of source data constant over a whole area, the local interpolation error is then affected mainly by the local 

roughness. In other words, when the spacing of the source data used to build a DEM is the same, the local interpolation errors will 

be spatially variable and closely correlated to local terrain surface roughness (statistically the local interpolation error is expected 

to be greater at locations where the terrain surface is rougher or more complex). These are confirmed by various theoretical and 

empirical studies in the literature [25]-[32]. In applications where the DEM error is of interest, an effective descriptor of local 

terrain surface roughness should, therefore, be consistent with the aforementioned behaviour. In this context, the effectiveness of 

such a descriptor is determined by the magnitude of the correlation between the estimated local roughness and the local DEM 

interpolation error. In the literature, the correlation between the global surface roughness and the global DEM error was 

investigated using datasets that represent terrain surfaces of different terrain morphologies at different sites [3], [17]. In these cases, 

 
 

Lei Fan1* and Peter M. Atkinson2 

mailto:pma@lancaster.ac.uk


 

2 

 

as the surface roughness of the DEMs considered varied significantly, commonly used surface roughness descriptors are sufficient 

to produce a large correlation between global roughness and global DEM error [17]. However, for a terrain surface of similar 

morphology (i.e. at the same site), it is not well understood quantitatively if commonly used error statistics (e.g. RMSH) are able 

to estimate the local surface roughness that is strongly correlated to the local DEM error.  

As a widely used local surface roughness descriptor for scattered point cloud data, the RMSH was evaluated against local 

interpolation errors in this study. A conditional leave-one-out technique (i.e., conditioned by an equal data spacing of point cloud 

data) was used to estimate the local interpolation errors, which were then compared with the RMSH roughness values to investigate 

the effectiveness of the RMSH statistic. A comparatively small correlation between the local RMSH and the local interpolation 

error was observed. To develop a more effective alternative, a new approach was proposed for estimating local terrain surface 

roughness through the differences between two DEMs constructed using two point cloud datasets that represent the same terrain 

surface, but are of different spatial resolutions. This new approach is referred to as the multi-resolution method. The effectiveness 

of these methods (the RMSH and the multi-resolution approach) is compared.  

2. Methods 

2.1. Study data 

The study datasets considered in this research include a TLS point cloud and three airborne LiDAR point clouds. These datasets 

represent a mix of different cases (different types of terrain, different roughness features, different scales of spatial variation in the 

elevation data). The TLS point cloud was used as the main dataset for demonstrating the multi-resolution method and the associated 

data processing. The airborne LiDAR point clouds were used to test the transferability of the multi-resolution method.  

 

 

 

 
Fig. 1. The subsample point clouds and the shaded DEMs (built using the original point clouds): (a) TLS, (b) LiDAR-1, (c) 

LiDAR-2 and (d) LiDAR-3, in which the colour bar for TLS represents the residual elevation values after fitting a plane to 

remove linear trend in elevation and the colour bar for LiDAR-1, LiDAR-2 and LiDAR-3 depicts the elevation values. 
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The TLS point cloud represents a slightly rough clayey soil surface surveyed by a ScanStation C10. It consists of 34163 points 

over an area of approximately 3.4 m by 3.4 m. Fig. 1a shows a subsample (i.e., the dotted points) of the original TLS point cloud 

for clear visualization, and the DEM built using the original point cloud. The subsample was obtained in such a way that each 

individual data point has similar distances to its neighbouring data points. This is also a requirement of the multi-resolution method 

proposed, which is elaborated in a subsequent section. There is a global linear trend in elevation, which was removed to visualise 

the surface variability. In other words, the data shown in Fig. 1a represent residual elevations.  

The spatial resolution (typically in metres) of data sampling by airborne LiDAR is much coarser than that (typically in several 

or tens of millimetres) by TLS. This leads to different scales of spatial variation in the elevation data measured. The airborne 

LiDAR point clouds considered represent three bare terrain surfaces of distinct characteristics: a comparatively flat and rough 

surface (Fig. 1b), a hilly and relatively smooth surface (Fig. 1c), and a hilly and relatively rough surface (Fig. 1d), which are 

referred to as LiDAR-1, LiDAR-2 and LiDAR-3, respectively. Each LiDAR dataset covers an area of approximately 340 m by 340 

m, and consists of 81531 (LiDAR-1), 71467 (LiDAR-2) and 87275 (LiDAR-3) data points classified as bare ground. These LiDAR 

datasets were acquired by the National Centre for Airborne Laser Mapping, USA. LiDAR-1 comes from a large LiDAR dataset 

acquired along the north inner coastline of Cape Cod (Massachusetts, USA) with a total area of 37.106 km2. LiDAR-2 and LiDAR-

3 data were selected from a large LiDAR dataset (for a surface area of 366.64 km²) acquired at a volcanic field in Central Nevada, 

USA.  

 

2.2. Benchmark: The leave-one-out error for evenly distributed data points 

In this Section, cross-validation is introduced, followed by an elaboration of the logic of the leave-one-out error (obtained under 

the condition of an equal data spacing for a point cloud) being used as a benchmark to evaluate the adequacy of a surface roughness 

measure.  

In the literature concerning DEM accuracy, cross-validation is used widely for estimating how accurately a prediction model (or 

interpolation method) performs. In one round of cross-validation, a subset (validation dataset) of original data is held out and a 

model is fitted to the remaining data (training dataset). The model obtained is then used to predict the validation dataset. Much 

research work has been carried out to investigate the prediction accuracies of interpolation methods for building DEMs using cross-

validation [3], [17], [29], [33]. In those research, to enable the analysis of the prediction errors, the validation dataset (i.e. check 

points) is often assumed to have negligible or zero measurement errors [3], [17], [29], [33]. This assumption is also adopted in this 

article but may be understood as follows. The topographic data contaminated by measurement errors are assumed to be new data 

that are free of measurement errors. In this case, the measurement errors associated with the true terrain surface are simply treated 

as a part of the natural spatial variability in the new data. In other words, the study object considered is the contaminated terrain 

surface rather than the true, error-free terrain surface. As the investigation reported in this article is on the adequacy of the methods 

considered for describing the roughness of a terrain surface, the error-contaminated surface represents an appropriate test dataset. 

The leave-one-out method is a commonly used form of cross-validation for evaluating the interpolation error [29], [34]. In each 

iteration, a data point is removed from the original topographic dataset, and the remaining data points and a specified interpolation 

algorithm are used to predict the elevation value at the location where the data point is removed. The predicted value is compared 

to the observed value at the point removed, and their difference is referred to as the leave-one-out error. This process is repeated 

for all data points (note that the previously removed data point is replaced into the dataset at each iteration), leading to a set of 

leave-one-out errors (one for each data point location).  

Given that the measurement errors in the test datasets are treated as natural spatial variation, the only error component for a 

predicted elevation value is the interpolation error. In this case, the leave-one-out errors represent the local DEM interpolation 

errors at all data point locations. The interpolation error is a function of the source data spacing and the terrain surface variability 

locally (as discussed in the Introduction), and so is the leave-one-out error. If one holds the data spacing fixed for a whole area, 

the spatial variation in the leave-one-out errors at different locations of the whole area must be due to only the variability of the 

terrain surface (or surface roughness). The leave-one-out error (for equally spaced data points) should statistically be greater at 

locations where the terrain surface is rougher, and vice-versa. Therefore, the leave-one-out error is a useful benchmark to test the 

adequacy of the surface roughness descriptors considered. 

 

2.3. Root mean squared height 

RMSH is the most commonly used measure of surface roughness, especially for scattering elevation data such as laser scanning 

point clouds [8], [14]-[15]. The definition of the RMSH is given by:  

 

RMSH = √
∑ (𝑧𝑖 − 𝑧̅)2𝑛
𝑖=1

𝑛 − 1
 

 

where 𝑛 represents the number of data points, 𝑧𝑖 is the elevation of the ith data point and 𝑧̅ is the mean elevation of all (𝑛) data 

points. 

The elevation data are often detrended by subtracting a best fit linear surface from the data, leaving a set of residual elevations 
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with a mean value of zero. In this case, the RMSH is essentially the standard deviation of detrended residual elevations. To reflect 

the local surface roughness, the local RMSH is calculated over a particular spatial scale, which is often defined by a moving 

window size.  

  

2.4. The multi-resolution method 

An empirical study [35] on the DEM error using TLS point cloud data suggested that the DEM interpolation error increases 

more quickly in areas of greater surface roughness when the same degree of data density reduction is applied to point clouds of 

different surface complexities. This observation is consistent with earlier studies. For example, an experimental study [1] suggests 

that the interpolation error might be approximated by 𝑅𝐷 (the original form was expressed in terms of error variance: (𝑅𝐷)2 ), 

where 𝑅 is a parameter describing the terrain surface roughness and 𝐷 represents the spacing of source data. This simple model 

was also considered in [17] and [28]. In a theoretical study on the DEM error [24], it was demonstrated that the interpolation error 

for a predicted elevation point using a TIN with linear interpolation can be expressed as 3/8 Mh2, where the parameter M is a terrain 

morphology roughness parameter and h represents data spacing. The aforementioned studies suggest that when the same level of 

data reduction is applied to a whole area, the rate of change in the DEM interpolation error with data spacing is statistically greater 

in local areas where the surface is rougher. This forms the basis of the multi-resolution method introduced below for inferring 

surface roughness or complexity. 

Fig. 2 illustrates the main steps involved in the multi-resolution method. First, the raw point cloud (the data spacing of which 

often varies spatially) is filtered to produce a subsample, aiming to generate a point cloud of similar data spacing between adjacent 

data points. Uniform sampling can be implemented readily in various point cloud processing software packages (e.g. 

CloudCompare, Leica Cyclone). Typically, these software packages can produce only one subsample for a given data spacing 

requirement. To produce different subsamples under a specified minimum spacing between neighbouring data points, the data 

filtering algorithm used in this research is continuous random selection constrained by a minimum distance between selected 

points, and it involves the following steps: (1) select randomly one data point from the point cloud, (2) create a circular buffer zone 

with the data point newly selected being its centre and the minimum distance being its radius, (3) remove all the data points inside 

the buffer zone, which results in a new point cloud, (4) select randomly the next data point from the new point cloud obtained in 

Step 3, (5) repeat Step 2 to Step 4 until there are no data points left. When the point cloud is adequately dense, this filtering process 

leads to a subsample point cloud of very similar data spacing S1, which may be checked by visual inspection. This first point cloud 

obtained is referred to as the fine-resolution point cloud. Using the same data filtering method but with a larger minimum distance, 

the fine-resolution cloud is thinned further to generate a coarse-resolution point cloud of very similar data spacing S2 (S2  > S1). 

Ideally, the data spacing should be identical. However, this is practically unlikely due to the scattered nature of the point clouds 

obtained using laser scanners. As such, both S1 and S2 represent the average data spacing of the subsample point clouds, and the 

calculation of their values should be based on the actual subsamples selected. In this study, the average data spacing (S) is estimated 

using 𝑆 = √𝐴 (√𝑁 − 1)⁄ , where A and N represent the whole planar (i.e. XY) area and the total number of data points, respectively.  

The fine-resolution and the coarse-resolution point clouds are used to produce a DEM of the same grid resolution r and grid 

locations, respectively, and this leads to two DEMs (DEM1 and DEM2). The interpolation method used for constructing these 

DEMs was the TIN with linear interpolation for two main reasons. First, it does not require any input modelling parameters, which 

simplifies the modelling process and can produce more consistent results. Second, as a local interpolation method using only three 

adjacent data points, it can reflect the realised local variation of the interpolation error.  

Based on the aforementioned discussions, the local differences between the two DEMs (DEM of Difference or DoD in 

abbreviation) is a function of the data spacing difference and local variability. As the data spacing difference is fixed spatially, this 

can be regarded as being controlled for, such that in a relative sense the values in the DoD should be a function of local variability 

only. Therefore, the DoD can be used as an index for inferring surface roughness.  

Although a single DoD obtained using the aforementioned approach gives an approximate estimate of surface roughness, it was 

found in this research that such results show variability when different coarse-resolution subsamples were used. More specifically, 

if the same fine-resolution dataset was used to compare several different coarse-resolution point clouds of the same data spacing, 

the resulting DoD varied from one coarse-resolution point cloud to another. Such variation is likely caused by the nature of 

randomness in the filtering method used for producing subsamples. To reduce this variability, multiple rounds (n) of coarse-

resolution subsample selection were performed, which leads to n corresponding DoD maps. In these rounds, the same data spacing 

S2 was used for all coarse-resolution subsamples. The DoD maps were averaged over all rounds to produce a mean DoD map, 

which can be used to measure terrain surface roughness or complexity. The method was validated by comparing the mean DoD 

map to the leave-one-out errors. 
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2.5. Data processing 

All the data processing was implemented in MATLAB. To demonstrate the data processing, only the TLS point cloud was used. 

As discussed in Section 2.3, to obtain a leave-one-out error dataset that represents the local interpolation error, it is necessary to 

use a point cloud that has equally spaced data points. Due to the effects of scanning parameters (such as incidence angles and 

scanning distance), the data points in the original point cloud are often not equally spaced. Therefore, a subsample of the original 

TLS point cloud was selected using the filter (i.e. constrained by a minimum distance) introduced for the multi-resolution method. 

This subsample has a similar data spacing of approximately 0.037 m and was used as the test dataset for calculating (1) the leave-

one-out error at each individual data point location, (2) RMSH and (3) the mean DoD. Spatial resolutions finer than that (i.e. 0.037 

m) were not considered, due to the limitation of the data density of the raw point cloud used. However, TLS laser scanning surveys 

can be carried out with a fine or very fine sampling resolution. Therefore, if oversampling is undertaken for data collection in a 

survey, a very fine-resolution point cloud can be obtained even after the data filtering for similar data spacings is carried out. 

To calculate the RMSH, a moving window size needs to be determined. The literature shows that the RMSH often varies with 

the window size used [9]. A typical window size suggested in the literature is five times the data spacing [9], [15]. Based on this, 

a square window with a size of 0.19 m was considered. To remove any elevation trend, a local fitting plane was fitted to the data 

point within each moving window to derive the residual elevations that were used for calculating the local RMSH. A direct 

comparison between the RMSH and the leave-one-out error is not feasible because the former was calculated over a given scale 

(i.e. the window size) while the latter was calculated at individual data point locations. To enable the comparison, the arithmetical 

mean absolute values of the leave-one-out errors over the same window size were calculated and then compared with the RMSH.  

In the multi-resolution method, the aforementioned test dataset (i.e. the point cloud with the data spacing of approximately 0.037 

m) was used as the fine resolution point cloud. By applying the minimum distance filter introduced in Section 2.4, coarse-resolution 

point clouds with data spacing of approximately 0.07 m were obtained. The DEM grid resolution used was r = 0.02 m. To determine 

the number of rounds (n) for the calculation of the mean DoD, two independent realisations of the multi-resolution method were 

produced. Take n = 50 as an example. In one realisation, 50 different DoD maps were produced for calculating a mean DoD map. 

In the second realisation, another 50 DoD maps were obtained for the mean DoD map. The mean DoD map from the first realisation 

was compared to that from the second realisation to check if their results (i.e. the mean DoD values) were consistent. 

 To enable a more direct comparison between the leave-one-out errors (at individual data point locations) and those obtained 

using the multi-resolution method, the TIN with linear interpolation was used to provide the leave-one-out results for interpolated 

values at the same grid locations as those used in the multi-resolution method.  

 

 

    
Fig. 2. The main steps of the multi-resolution method. 
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3. Results 

3.1 The TLS data 

For the point cloud with the data spacing of 0.037 m, the RMSH and the mean absolute values of the leave-one-out errors are 

shown in Fig. 3(a) and Fig. 3(b), respectively. In Fig. 3(c), the grid values in Fig. 3(a) are plotted against those at the same grid 

locations in Fig. 3(b), enabling a more direct comparison between the results. There is a positive correlation between the RMSH 

and the mean absolute leave-one-out errors, confirming expectations about greater interpolation errors in rougher areas. However, 

the correlation coefficient was relatively small. These results were based on a moving window of 0.13 m (i.e. five times the data 

spacing). Some other window sizes were also tested and small coefficient of determination values (similar values or smaller than 

0.49) were observed. 

 
 

Fig. 4 shows the multi-resolution results for several different repeated rounds of subsample selection. For example, the results 

(i.e. the mean DoD map) of two independent realizations of the multi-resolution method at n = 50 (i.e. 50 DoD maps based on 50 

different coarse-resolution point clouds) are shown in Fig. 4(a) and Fig. 4(b), respectively. As the values of the mean DoD vary 

with the amount of difference in the data spacings between the fine-resolution and coarse-resolution point clouds, these values 

were normalised. The normalisation was applied in such a way that the maximal absolute value after normalisation was 1. The grid 

values in Fig. 4(a) and Fig. 4(b) were plotted against each other for better visualisation of their correlation. The correlation was 

large as indicated by a large coefficient of determination. This suggests that as long as a reasonable number of rounds (e.g. n = 50) 

of subsample selections is used, the multi-resolution results obtained lead to consistent results. A range of other n values were 

investigated and some of those are reported in Fig. 4(d)-(f). Large variability for n = 1 (i.e. only one coarse-resolution point cloud 

used) was observed. It was also found that using more repetition rounds than n =50 did not lead to an obvious improvement. 

 

 

    
 

Fig. 3. (a) RMSH, (b) arithmetical mean absolute values of the leave-one-out errors, (c) the grid values in (a) plotted 

against the corresponding grid values in (b).  
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Fig. 4. Results of some trial tests (using the TLS point cloud) for determining the number of rounds for the subsample 

selection. 

 

 

Based on n = 50 rounds of coarse-resolution point cloud selection and the data spacing pairing (0.037m and 0.071 m), the mean 

DoD map obtained using the multi-resolution method is shown in Fig. 5(a) and the leave-one-out results are shown in Fig. 5(b). 

The values of the leave-one-out results were not the same as those derived using the multi-resolution method as they achieve 

different things. The former represents the local prediction errors while the latter are the differences in prediction values from two 

DEMs created using point-clouds of different data spacings. There was a large positive correlation between the two datasets (Fig. 

5(a) and (b)) in most areas. To confirm this, the grid values shown in Fig. 5(a) were plotted against those at the same grid locations 

in Fig. 5 (b), and these grid values are shown in Fig. 5(c). This gives a line of least-squares fit with a large coefficient of 

determination.  

Compared to the RMSH method, some advantages of the multi-resolution method were observed. The surface roughness using 

the multi-resolution method has a larger correlation with the DEM interpolation errors, and it has both positive and negative values 

that can be used to differentiate areas where the DEM prediction error is positive or negative. As the RMSH is calculated over a 

particular scale (often defined by a non-overlapping window size), there is only one roughness value per window size (e.g. 0.19 m 

in this study) and, therefore, a loss of more detailed roughness information within the window size. However, in the multi-resolution 

method, a fine DEM grid resolution can be used for a fine-resolution roughness map.  

The multi-resolution method requires a difference between the data spacing of the fine-resolution point cloud and that of the 

coarse-resolution point clouds. Several data spacings (S2) for the coarse-resolution point cloud were investigated to understand 

their effects on the multi-resolution results. The analysis procedure used for that shown in Fig. 5(c) was repeated for several data 

spacing S2, and the results are shown in Fig. 5(d). There exists an optimal data spacing (S2 = 0.07 m) for the coarse-resolution point 

cloud, at which the largest correlation between the multi-resolution results and the leave-one-out results is observed. For the TLS 

data considered, the optimal data spacing is approximately 1.9 times the data spacing of the fine-resolution point cloud.  
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3.2 The LiDAR data 

The data analysis procedure for all the LiDAR point clouds is the same as that for the TLS point cloud, and is not repeated here. 

The analysis results for LiDAR-1, LiDAR-2 and LiDAR-3 are shown in Fig. 6, Fig. 7 and Fig. 8, respectively. The values of the 

parameters used in the multi-resolution method for each LiDAR point cloud are given in the corresponding figure caption. For all 

the LiDAR data considered, a large correlation between the local surface roughness (represented by the multi-resolution results) 

and the local DEM interpolation error (represented by the leave-one-out results) was observed. The results confirm the existence 

of an optimal data spacing for the coarse-resolution point cloud. The multi-resolution results shown in Fig. 6 – Fig.8 were based 

on the corresponding optimal data spacing for each dense-resolution point cloud.  

It was found that the optimal data spacing of the coarse-resolution subsample ranged from 1.8 – 2.0 times the data spacing of 

the associated fine-resolution point cloud, which is similar to that for the TLS dataset considered. This finding can serve as a basis 

for determining the optimal data spacing when the multi-resolution method is applied to a new point cloud. The results obtained 

using the TLS and the LiDAR datasets confirm the effectiveness and the transferability of the multi-resolution method.  

 

 

 

     
 

     
Fig. 5. Results for the TLS point cloud: (a) The multi-resolution method based on S1 = 0.037 m, S2 = 0.07 m, r = 0.02 m and n 

= 50, (b) the leave-one-out method, (c) the grid values in (a) plotted against the corresponding grid values in (b), (d) the 

change of coefficient of determination R2 (refers to that shown in (c)) with the data spacing S2 of the coarse-resolution point 

cloud. 
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Fig. 6. Results for the LiDAR-1 point cloud: (a) The multi-resolution method based on S1 = 3.73 m, S2 = 6.69 m, r = 2 m and 

n = 50, (b) the leave-one-out method, (c) the grid values in (a) plotted against the corresponding grid values in (b), (d) the 

change of coefficient of determination R2 (refers to the one shown in (c)) with the data spacing S2 of the coarse-resolution 

point cloud. 
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Fig. 7. Results for the LiDAR-2 point cloud: (a) The multi-resolution method based on S1 = 3.41 m, S2 = 6.35 m, r = 2 m and 

n = 50, (b) the leave-one-out method, (c) the grid values in (a) plotted against the corresponding grid values in (b), (d) the 

change of coefficient of determination R2 (refers to the one shown in (c)) with the data spacing S2 of the coarse-resolution 

point cloud. 
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4. Discussion 

Although the correlation in the scatterplots shown in Fig. 5(c) is obvious, there are clear deviations of data from the fitted line. 

The likely sources of uncertainty causing those deviations may include the following. Firstly, the spacing of the filtered point cloud 

used in this investigation is not perfectly fixed and equal, which may lead to either larger or smaller local residuals (because the 

multi-resolution residual is affected by the difference in data spacing between the coarse-resolution and fine-resolution data, as 

discussed in Section 2.4). Secondly, to enable a more direct comparison, interpolation was used for the leave-one-out results. This 

second source of interpolation error may be another factor explaining the deviations. Thirdly, the instrumental measurement error 

can result in some spatial variabilities that are not detectable in the point clouds acquired, which may contribute to the deviations. 

For the TIN with linear interpolation, the measurement error component in the DEM error would be independent of data spacing. 

In an attempt to reduce the deviations, some trial tests were carried out where a moving average window or a Gaussian filter was 

applied to the grid maps in Fig. 5. It was found that the correlation (similar to that shown in Fig. 5(c)) can be improved and the 

value of coefficient of determination R2 increased to 0.9. However, this additional filtering process should be considered with 

caution as it smooths the maps locally. For clarity, no filter was applied to the results shown in Fig. 5 – Fig. 8.  

In the multi-resolution method, the number of rounds n = 50 was found to be adequate for all the point clouds considered. For a 

different dataset, the evaluation of the adequacy of a specific value of n can be achieved readily using the approach introduced in 

Section 2.5 (i.e. generate two realizations of multi-resolution results for n and compare the consistency of the results). 

As demonstrated in Section 2.2, the leave-one-out errors conditioned by an equal data spacing represent the local interpolation 

errors. Therefore, the conditioned leave-one-out errors can also be used for inferring local surface roughness. However, the leave-

one-out technique is often slow because it needs to sweep through each and every data point. For a point cloud of m data points, 

interpolation has to be carried out m times. Although the multi-resolution method involves certain rounds of interpolation (for the 

DEM construction using n different coarse-resolution point clouds), the number of rounds (e.g. n=50) is much smaller than the 

     
 

     
 

Fig. 8. Results for the LiDAR-3 point cloud: (a) The multi-resolution method base on S1 = 2.65 m, S2 = 4.83 m, r = 2 m and n 

= 50, (b) the leave-one-out method, (c) the grid values in (a) plotted against the corresponding grid values in (b), (d) the 

change of coefficient of determination R2 (refers to the one shown in (c)) with the data spacing S2 of the coarse-resolution 

point cloud. 
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number (m) of data points. Therefore, the multi-resolution method is more computationally efficient. For the LiDAR-3 point cloud 

considered in this research using an average office computer (4 cores of i5-3470 CPU @ 3.2 GHz and 8 GB RAM), the time taken 

for the leave-one-out process was approximately 1003 seconds, which is much slower than that (approximately 13 seconds for n = 

50 and 8 seconds n = 30) taken for the multi-resolution method. The leave-one-out process could be very time-confusing if there 

is a very large number of data points in a point cloud. 

The method proposed in this article was found to be effective for describing local surface roughness or complexity and is of use 

in applications where the local DEM error is of interest. Future research will investigate its effectiveness for estimating surface 

roughness in other applications. 

5. Conclusion 

In this article, a simple approach for describing local terrain surface roughness or complexity was investigated. It was found that 

the roughness map obtained using the multi-resolution method was highly consistent with the spatial patterns of the local DEM 

error, and performed better than the RMSH descriptor. These suggest that the method is an effective means of quantifying local 

surface roughness or complexity, at least for applications where the DEM accuracy is of interest. 
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