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Abstract 

A model quantifying detector cross-talk and the misidentification of events in fast neutron 

coincidence distributions is described. This is demonstrated for two experimental arrangements 

comprising rings of 8 and 15 organic liquid scintillation detectors. Correction terms developed as part 

of this model are tested with 252Cf and a relationship is developed between the 235U enrichment of 

U3O8 and the order of correlated, fast neutron multiplets induced by an americium-lithium source. The 

model is also supported by Geant4 simulations. The results suggest that a typical assay, for 

experimental arrangements that are similar to the examples investigated in this research, will exhibit 

cross-talk for less than 1% of all detected fast neutrons but, if not accounted for, this can bias the 

numerical analysis by a margin of 10% and 35% in second- and third-order coincidences (i.e. couplet 

and triplet counts), respectively. Further, for the case of 252Cf, it is shown that a relatively low 

proportion of 4% breakthrough by  rays (that is, photons misidentified as neutrons by the pulse-shape 

discrimination process) can lead to an erroneous increase of 20% in total neutron counts in the assay 

of a mixed-field, in this case of 252Cf. These findings will help direct the developments needed to 

enable organic scintillation detectors with pulse shape discriminators to be applied reliably to nuclear 

safeguards and non-proliferation verification tasks.  
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1. Introduction 

In nuclear safeguards, fissile material assay is used routinely as one of a number of procedures to 

ensure that nuclear materials are properly accounted for and not misused. An established technique to 

this end is neutron multiplicity counting [1, 2]. Historically, this method has been deployed using 

detector systems based on 3He gas for the detection of time-correlated, thermalised neutrons emitted 

from spontaneous fission (SF) and ind

having high detection efficiencies, 3He-filled proportional counters have the drawback that their 

sensitivity is optimised for neutrons with energies in the thermal domain. Therefore, the detection 

apparatus is often arranged to incorporate a stage that is dedicated to the thermalisation of the fast 

neutrons prior to detection. In addition to reducing the energy of the neutrons, this also increases the 

source-to-detector time-of-flight due to the time taken for the neutrons to pass through the 

intermediate stage in which elastic scattering is encouraged to slow the neutrons down to thermal 

energies. 

 The implication of this is two-fold in so far as multiplicity and temporal analyses are 

concerned: (i) the coincidence window needed is substantially wider (that is, of the order of 40-50  s) 

[3] compared to the typical time taken for the fission-correlated fast neutron field to die away 

(typically 20-25 ns), thus influencing acquisition time and statistical uncertainty; and (ii) information 

on the incident neutron energy is effectively lost in this process, eliminating the prospect of this being 

exploited for complementary, analytical purposes. Since the rise and fall (the latter being the prompt 

neutron die-

or scattering, and the timing of these different distributions cannot be discerned comprehensively 

where intermediate thermalisation is necessary, some aspects of the change in the neutron population 

cannot be determined fully with 3He detectors. 

 Amongst the earliest reports of fast-neutron multiplicity counting based on the use of organic 

scintillators in an unmoderated environment is that of Wachter et al. [4]. This highlighted the key 

potential benefits of fast neutron methods, such as multiplicity sensitivity beyond coincident events 

and significantly-reduced levels of accidentals, over thermal assays. However, it also highlighted the 

need to correct for: cross-talk, i.e., a chance coincidence where a single neutron can scatter from one 
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scintillation detector to another depositing energy in both, therefore provoking a correlated 

combination of several events between detector elements (referred to in that work as multiple-order 

scattering); pileup; and the mis-assignment of photons as neutrons (hereafter referred to as photon 

breakthrough). Wachter et al. highlighted the particular significance of these corrections for the case 

of materials exhibiting high ( ,n) yields (relative to fission neutrons) in reducing significant 

discrepancies in mass assessments that might arise otherwise. 

 Subsequently, preliminary Monte Carlo studies of system designs taking advantage of liquid 

scintillator-based, fast-neutron assay systems were reported [5]. These designs adopted thermal 

neutron coincidence counting auto-correlation techniques that were modified to address the 

differences in the physics between the two detector systems. Since then, several related counter 

developments and concepts [6] have been reported using active neutron interrogation [7], and have 

included further modelling and simulation studies [8 10]. 

 Despite having lower detection efficiencies, organic liquid scintillation detectors can have an 

advantage in environments associated with items that emit radiation at relatively high rates where 

chance coincidences can dominate, because they have significantly shorter coincidence gate width 

requirements, as shown in previous studies [11]. The absence of a thermalisation stage enables 

coincidence gate- -triggered coincidence 

distributions. This has been accomplished, as described in section 2a of this work, using the Hybrid 

Instruments Ltd. MFAx analyser [12], coupled with an off-the-shelf Field-Programmable Gate Array 

(FPGA), to undertake multiplicity and temporal analysis in real-time, i.e. without post-processing. 

This approach used a novel algorithm that works with the size of event clusters in contrast to the 

traditional approach which is based on analysis of the reduced factorial moments. The shorter 

coincidence gate-width results in a significant reduction in accidental counts to give reduced levels of 

uncertainty and increased sensitivity to higher orders of net multiplicity.  

 However, challenges remain due to two principal disadvantages of organic scintillation 

materials. Firstly, the relatively high sensitivity of organic scintillators to photons in contrast with that 

of 3He detectors, coupled with shortfalls in the event discrimination mechanism, can lead to 3-5% of 

photons (depending on the pulse-shape discrimination (PSD) algorithm being used) being 
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misclassified as neutrons as per the photon breakthrough phenomenon defined earlier. This can have a 

disproportionate impact on neutron count rates as the ratio between number of neutron and photons 

emitted from either spontaneous or induced fission is typically of the order of 1:10, for the case of 

252Cf, for example. Secondly, cross-talk events arising as a result of a single neutron or photon 

scattering from one detector to another, thus triggering multiple detectors, can masquerade as 

correlated multiplets. If a correction for these effects is not made then the assay can be undermined as 

per, for example, the observations of Wachter et al. [4] referred to earlier. Engineering challenges 

such as temperature stabilization, automated setup and so forth for a complex array also exist, but can 

be overcome by design.  Whilst it is possible to configure the PSD algorithm to have very high 

detector cut-offs in order to operate the detector array in a region where these phenomena are not a 

hindrance, such an approach is not ideal as it comes at the expense of reduced neutron counts, i.e. 

reduced neutron efficiency. 

 Several attempts have been made to address these issues, both experimentally [13, 14] and 

analytically [15, 16, 17]. Perhaps most simply, coincident events in adjacent detectors might be 

discarded (usually by the acquisition firmware or in post-processing) on the basis that cross-talk is 

most likely to occur between neighbouring detectors; indeed, this is implemented in some 

commercially-available systems by default. However, this is less than ideal as it might lead to an 

over-correction given the scenario that bona fide correlated events detected in neighbouring 

scintillators are also removed. This is especially relevant given the typical, polarised angular 

correlation between fission neutrons, particularly when tested with isotopes with high values of , 

such as 252Cf, where a real correlation in neighbouring detectors might be plausible. Furthermore, for 

safeguards applications, 2D arrangements of detectors are usually simpler to configure and use than 

3D arrangements but detector-detector distances of the former cannot be optimised to minimise cross-

talk as easily as in the latter, thus motivating the need for the correction developed here. 

 The characteristics of neutron cross-talk have been examined before [15] using a 252Cf source, 

however the results were akin to the cosine distribution consistent with the angular distribution of the 

source rather than the anticipated isotropic distribution anticipated for cross-talk. The analytical 
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methods suggested by Li et al. [16] and Shin et al. [17] address this problem in a complicated manner 

using a reduced factorial distribution from a shift register based algorithm. 

 In this paper, we introduce a correction model based on a relatively simple, event-cluster 

algorithm using a balance equation to address both detector cross-talk and event mischaracterization. 

The coefficients for this model can be derived either experimentally or through simulations. In 

Section 2, a description of the event-triggered coincidence algorithm and the techniques used for the 

simulation of the coefficients and validation of the model are presented. Section 3 outlines the 

experimental techniques with which the approach has been tested, the correction models developed as 

part of this research are described in Section 4 and the validation of these models is discussed in 

Section 5. Section 6 summarises the conclusions from the research. 

 

2. Algorithms 

(a) Event-triggered Coincidence Algorithm  

 Coincidence counting based on thermal neutrons tends to have relatively large emission-to-

detection times in the range 1-100 s, due to the time necessary for thermalisation. This usually limits 

a one-shot coincidence algorithm [2] to low count rates. Hence, most assessments based on the 

detection of thermal neutrons use a coincidence algorithm based on a shift-register [2] to avoid dead 

time corrections. In the shift-register method, triggers are issued for every incoming event and each 

starts a new counting window, as illustrated in Figure 1a. This yields a reduced factorial moment 

distribution of incoming neutron events; this approach is accepted universally for fissile materials 

assay in nuclear safeguards. The every-event triggered coincidence distribution is commonly referred 

triples, quadruples, etc.; these being the 1st, 2nd, 3rd, 4th, etc. net reduced factorial moments on the 

pulse train. 

 However, mixed-field analysers used with liquid scintillators have significantly-reduced 

electronic dead-time, being capable of processing up to 3 million events per second [12]. Moreover, 

because thermalisation is unnecessary, both the emission-to-detection time and the signal duration are 
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small, i.e., both of the order of several tens of nanoseconds. Hence, the use of an event-triggered 

coincidence algorithm is viable in a fast neutron assay. In this method, when a neutron is first detected 

such that no prior events have occurred constituting a trigger, the system will issue a trigger. This 

opens a user-defined prompt gate for the prompt coincidence counter and disables the trigger 

mechanism. During this window, the algorithm scans for incoming photon and/or neutron events and 

these are counted. Following the end of the prompt gate, the system is idled for 150 ns and then a 

delayed gate is opened to assess the accidental coincidence distribution. At the end of each of the two 

windows, a signal is issued which increments the corresponding foreground and background 

coincidence distributions and re-activates the trigger mechanism. Hence, in the event sequence 

illustrated by way of example in Figure 1b, only the 1st, 5th and 6th triggers are issued, as this is when 

the trigger architecture is sensitive to incoming events. This prevents the same neutron event to be 

counted multiple times and, as such, the resulting distribution corresponds to the number of neutrons 

in a cluster in the neutron event train. This number distribution, referred to hereafter as the event-

triggered coincidence distribution, can be converted easily to the reduced factorial moment 

distribution in order to apply existing analytical models [2] whilst having the benefit of being able to 

infer the order of coincidence directly, i.e., via the size of the clusters/bursts, without the need to carry 

out further mathematical analysis. The order of coincidence for the event-triggered distribution is 

inferred by the terms singlets, couplets, triplets, quarts, etc. in this work to differentiate it from the 

terminology associated with the traditional approach. 

(b) Geant4 model  

Monte Carlo simulations were used to determine the coefficients of the two models since it 

was not possible to determine these through experimentation, and they were also used to validate the 

models. In this sub-section, the details of the simulations are presented. 

To model fission, the currently-available, general-purpose Monte Carlo codes (MCNP/X [18, 

19], TART [20], Geant4 [21], etc.) employ an average fission model, that is, using uncorrelated 

fission neutrons and photons sampled from the same probability density function rather than those 

derived from a collection of individual fission processes. This is satisfactory for the calculation of 
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average quantities such as flux, energy deposition and multiplication. However, it is not ideal for an 

event-by-event analysis needed in materials assay.  

MCNPX-PoliMi [22] includes the angular correlations of fission neutrons based on the 

assumption that the 252Cf spontaneous fission distribution can be employed for all fissionable 

nuclides. A more recent option introduced for the treatment of fission events, which utilizes the 

Lawrence Livermore National Laboratory (LLNL) fission library in MCNPX2.7.0 [23, 24], features 

time-correlated sampling of photons from neutron-induced fission, photo-fission and spontaneous 

fission. A disadvantage of these approaches is that they cannot simulate optical photons directly; 

rather they use an empirical formula for post-processing scripts to convert energy deposited in the 

detector (due to scattering of particles) to scintillation light output. Consequently, they do not take 

some of the optical properties of the detector into account and do not simulate the effect of light 

readout devices on the detector response. 

Although Geant4 is able to model the scintillation process, it does not support correlated 

neutrons in isolation. However, it is possible to use the Fission Reaction Event Yield Algorithm 

(FREYA) [24] developed by LLNL to model correlations between neutron multiplicity, energy and 

angles, and energy sharing between neutrons and photons following a fission event within the particle 

generator inside Geant4, thereby combining the best of both worlds. Therefore, Geant4.10.3 was used 

in this research.  

To take account of the corresponding transport physics, a custom physics list based on the 

Geant4 distributed QGSP BIC HP physics list was created. The neutron high-precision (HP) data 

transport model was used with the G4NDL4.5 neutron data library and thermal cross sections were 

derived largely from the ENDF/B-VII data library. The standard electromagnetic model was used for 

photons. The optical response from a scintillation detector was modelled with G4OpticalPhysics. 

Scintillation was done based upon the particle type, i.e., electron and proton. The scintillation yields 

from electrons and protons are plotted in Figure 2a [25, 26]. This methodology also accounts for light 

being produced, taking into account the quantum efficiency of the photomultiplier tubes (PMTs). 

Figure 2b illustrates the detector responses to photons from a 137Cs source. A complete validation of 

the neutron response using a similar method was done by Hartwig and Gumplinger [27]. 
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3. Exper imental methods 

In this research organic liquid scintillation detectors of type VS-1105-21 (Scionix, 

Netherlands) have been used, comprising a scintillant volume of dimensions 100 mm × 100 mm × 

120 mm filled with EJ-309 scintillant (Eljen Technology, Sweetwater, TX). Each has a PMT of type 

9821 FLB (ADIT Electron Tubes, Sweetwater, TX). To discern whether a detection trigger is due to a 

fast neutron or photon, 4 quad-channel, real-time mixed-field-analysers (MFA) [28] were used which 

process inputs from up to 16 detectors, concurrently. The MFA integrates multichannel processing 

into a single, self-contained, portable unit driven by the same clock of 250 MHz and enables real-time 

coincidence processing of logic signals for input to a subsequent multiplicity register. The TTL 

signals from the MFA were routed to a field-programmable gate array (FPGA) development kit, via a 

40-pin General Purpose Input/Output (GPIO) interface for carrying out multiplicity analysis. All 

detectors had a cut-off at approximately 200 keV electron equivalent. The size of the gate-width was 

set at 25 ns in accordance with preparatory measurements.  

Both experiments described in this paper were conducted at Oak Ridge National Laboratory, 

TN, with a 252Cf source (for correlated neutrons), four americium-lithium (AmLi) sources (for 

uncorrelated neutrons) and a 137Cs source (for uncorrelated photons), in turn. The 252Cf source used in 

this case yields approximately 3.32 × 105 

source emits approximately 1.69 × 105 fast, uncorrelated neutrons per second from ( , n) reactions. 

The duration of each experiment was adjusted to ensure less than 2.5% uncertainty for couplets 

events. During each experiment, both the count rates and the coincidence distribution (both 

foreground and background) were recorded.  

Two detector arrangements were used in this research: the first comprised 8 detectors and the 

second 15 detectors. Each arrangement formed a ring located on an aluminium table, with the table 1 

m from the floor and the sources positioned at the centre of the detectors. These are shown 

schematically in Figures 3a and 3b, with a photograph of the 15-detector arrangement given in Figure 

3d. The distance from the source to the face of the detector was 20.5 cm and 26.25 cm for the 8- and 

15-detector set-ups, respectively. This resulted in a corresponding angular separation between 
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neighbouring detectors of 45  and 24  for the 8- and 15-detector set-ups, respectively. Each of the 

detectors were placed on top of a 3.8 cm metal support to increase the clearance between them and the 

table, and a thin lead shield of 0.4 cm thickness was placed between the detectors and the source to 

reduce the low-energy photon flux when the neutron field was being measured. The sources were also 

lifted 8.5 cm from the table to align them with the horizontal axis of the detectors via aluminium 

supports, allowing for the thickness of the source holder.  

In addition to the source-based arrangements described above, further experiments were 

conducted using nine standard U3O8 canisters with radius 4 cm and height 8.9 cm. For these 

experiments, five of the canisters contained 200 g of U3O8 powder with wt. %. 235U enrichments of 

(0.3166 ± 0.0002), (0.7119 ± 0.005), (1.9420 ± 0.0014), (2.9492 ± 0.0021) and (4.4632 ± 0.0032), 

while three contained (229.99 ± 0.1) g of U3O8 with wt. %. 235U enrichments of (20.31 ± 0.02), (52.80 

± 0.04) and (93.23 ± 0.01). These canisters were placed at the centre of the detector arrangements 

described above with a 2-cm thick polyethylene disk of 4.3 cm radius placed on top of them, on which 

an AmLi source was placed to provide the interrogating neutrons. This set of U3O8 samples was 

investigated us

depicted in Figure 3c. 

 

4. Models 

(a) Cross-talk: 

As highlighted above in Section 1, cross-talk occurs when a single neutron, detected first in one 

scintillator, is then scattered and detected in a second. This yields a second count which, if it occurs 

within the time window that is used to discriminate time-correlated neutrons from those that are not, 

can be mistaken as being the second event of a correlated pair; hence a singlet might appear to be a 

couplet as a result. Higher-order cross-talk events are plausible in the event of subsequent scatters that 

occur within the time gate. For clarity, one singlet that manifests as a couplet is referred to as first-

order cross-talk, while a singlet appearing as a triplet is referred to as second-order cross-talk. If a 



 

10 
 

correction for these is not made, potentially-significant errors can result from singlet events being 

mis-assigned as correlated events in this way. 

Using data from the Geant4 simulations described above, Figure 4a illustrates the probability 

of a cross-talk event taking place for the 15-detector set-up, based on 5 MeV neutrons from a mono-

energetic beam subject to a variety of cut-off energies as a function of angle relative to the position of 

the detector stimulated by the first event. This simulation, along with others considered in this paper, 

was conducted with 1 million particles from a mono-energetic neutron or photon source. The particles 

were emitted from the centre of each detector arrangement with a fixed directional vector towards the 

top-most detector. In line with expectations, the probability of cross-talk between detectors is highest 

when the detectors involved in the event are nearest to one another with a small scattering angle 

relative to other scenarios. The contribution from cross-talk is negligible at angles greater than ~45 . 

The potential for 2.2 MeV  rays that arise from neutron capture on hydrogen to be treated as 

unresolved secondary particles in the simulations and tallied as neutrons has been removed by 

isolating them as photons and removing them from the tally.  Experimentally, such events would be 

discarded by PSD, notwithstanding the possibility of their being misclassified although this scenario 

is not considered further in this paper. 

Figure 4b shows the detector response as a function of the time that elapses between the 

primary detection and the detection of a cross-talk scatter event for neutrons in any of the detectors 

with energies of 1, 2, 3.5 and 5 MeV, and a cut-off energy of 200 keV. This demonstrates that cross-

talk takes place in the range 5-to-40 ns for all cases, and most significantly for neutron energies 2, 3.5 

and 5 MeV between 5 ns and 20 ns. Hence, it is desirable to correct for the excess activity that arises 

due to cross-talk. Further, based on the dependencies of the data presented in Figures 4a and 4b, it can 

be concluded that the cross-talk factor is a complicated function of the geometry, (that is the solid 

angles subtended by source-to-detector and by detector-to-detector), detector cut-off, coincidence gate 

width and incident neutron energy. 

When a cross-talk event takes place, it can influence the coincidence distribution in two ways: 

(i) the singlet bin loses one count (referred to as updraft) and (ii) the couplet and potentially the 
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higher-order bins gain one count (referred to as downdraft). The extent to which this occurs reflects 

the order of cross-talk; for example, whether the neutron scatters into one detector registering an event 

or two thus registering two further events. Additionally, a couplet may also appear as a triplet if one 

of the two neutrons comprising the true couplet is scattered and detected by other detectors within the 

gate. For simplicity, the case where both particles in a real couplet undergo cross-talk is ignored as 

this is generally considered highly improbable, as subsequent analysis will show1. 

Based on the assumptions described above, a correction model based on a truncated balance 

equation for each of the multiplets (i.e. Fx) of an event type x (i.e. neutron or photon) follows, as 

expressed in Equation 1,  

             (1) 

where  is the nth multiplet distribution corrected for cross-talk and XT is the empirical, 

arrangement-specific cross-talk factor: this is defined as the ratio between the number of cross-talk 

events to the total number of events detected as a function of order of cross-talk k; n is the order of 

multiplet (i.e., singlets, couplets, triplets, etc.) and m = n - k where m > 0.  

Since the radiation quanta emitted by AmLi and 137Cs are not correlated in time, any pair of 

events recorded within the specified gatewidth for these sources constitutes cross-talk; hence the 

cross-talk factor can be estimated from such measurements. The distributions in Table 1 illustrate the 

cross-talk factor from both experiments using these uncorrelated sources and dedicated simulations 

for both the 8- and 15-detector arrangements. The simulations were conducted with 1 million particles 

in each case, representing mono-energetic neutron source of 0.75, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5, 3.5 

and 5 MeV neutron and photon beams, AmLi (neutron), 137Cs (photon) and 252Cf (neutron) sources. 

The cut-off energy and gatewidth were set at 200 keVee and 25 ns, respectively, in accordance with 

the experiments. The results of the simulations agree with the experimental results for the 8-detector 

arrangement, suggesting that the formalism introduced above reflects observations consistently. 

1 For example, the probability of cross-talk for a 2.5 MeV neutron in the 15-detector setup is 
estimated at only 0.55%, as shown in Table 1. 
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Figure 4c illustrates the trend in cross-talk factor as a function of neutron energy for different cut-off 

energies for the 15-detector arrangement. 

(b) Photon breakthrough 

The emission of neutrons always has an associated -ray photon emission, and often the rate of photon 

emission is significantly greater. Therefore, although only a small fraction of events might be 

misclassified by a pulse-shape discrimination algorithm, even a small degree of bleed-through 

(breakthrough) by -ray photons in the range of 3-5% can constitute a significant influence on the 

neutron count. This is most prominent when considering a low-energy photon field, as 

misidentification happens primarily in the low-energy region where the photon and neutron pulse-

shapes are most similar, corresponding to the zone in which the event pulse-shapes are least distinct 

from one another. This is depicted in the regions associated with low levels of short and long integrals 

in the contour and surface plots presented in Figure 5. The data for these plots were taken using the 

252Cf source. 

The effect of photon breakthrough on the coincidence distribution can manifest in different 

ways, as has been considered in an analogous way to that which follows on the basis of what is 

observed in experimental measurements [30]. For example, the singlet neutron bin might register 

more counts due to the misidentification of photons. Alternatively, in the event that the couplet and 

triplet bins gain one count more than the preceding multiplet, the bin corresponding to the preceding 

multiplet will have effectively lost a count relative to the hypothetical scenario that breakthrough is 

zero. The model presented in this work ignores the second category as, whilst not negligible, its 

probability is smaller than that of the first category. Hence, only the singlet bin, is corrected 

according to Equation 2,  

    (2) 

where,  is the total number of photons detected (given the assumption in this case that the event type 

x on which the assay is focused is a neutron) and Bx is defined as the particle bleed-through factor: 

this is expressed as the ratio of the number x of photon events misclassified as neutrons to the total 
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number of photons detected, . The bleed-through factors were then computed by tallying all the 

misidentified particles and expressing this quantity as a ratio of the total counts of that particle. This 

can be determined analytically from the 3D surface shown in Figure 5, by dividing the area where the 

neutron and -ray distributions overlap into 10 smaller zones and summing the misidentified photons 

in each zone. A double Gaussian fit has been used for each zone.  

 

5. Validation and results 

(a) Spontaneous fission with standardized 252Cf source 

To validate the methods described in the previous section, a 252Cf source (with the SF 

emission rate specified in Section 3) was measured with the 8- and 15-detector arrangements as per 

the corresponding set-ups simulated with Geant4. As the background or accidental counts are very 

low when using fast neutron assay [31], these events were disregarded in the calculation. Whilst the 8- 

and 15-detection experimental setups were found to have absolute efficiencies of (1.98 ± 0.03) % and 

(2.52 ± 0.04) %, respectively, Geant4 recorded (2.19 ± 0.03) % and (2.78 ± 0.03) %. This difference 

is perhaps due to the Geant4 simulations not taking account of the secondary photon source from 

decay products; hence the Geant4 depiction of the detectors had a lower dead-time, despite an 

approximate dead-time analysis2 of the experimental data having been made.  

The models have been validated using the gate fraction (fg) for doubles in the analytical 

formulation as proposed by Ensslin [32]. Since liquid scintillators detect fast neutrons with a detector 

prompt die-away coefficient of typically ~3.2 ns [27], the fg is very close to unity, i.e., 0.999, because 

the majority of the prompt neutrons are detected within the limit of the assigned gate (in this case 25 

ns). Table 2 shows the details of the correction terms and the final fg for the two experiments and the 

results of the corresponding simulations. It presents the uncorrected foreground distributions and 

count rates, and distributions corrected for photon breakthrough and for cross-talk. At each stage of 

the analysis, this coincidence distribution was converted to the reduced factorial moment distribution, 

2 Dead-time was estimated at 346 ns corresponding to the time necessary to process an event by the MFA during which it is insensitive to 
subsequent events. Therefore it is anticipated that for every detected neutron, 8- and 15-detector assays had two and three additional 
detectors that were busy processing -ray events, respectively. 
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which allows for the computation of the efficiency of the assay using the singles equation. Finally, 

using the doubles equation, the effective fg was computed accordingly. Prior to applying the 

correction factors, the effective fg of the 8- and 15-detector arrangements were 0.799 ± 0.004 and 0.88 

± 0.01, respectively.  By way of illustration, these estimates were reached by determining i) the 

detection efficiency via the ratio of the total number of neutron events detected to the source neutron 

emission rate (the latter given in section 3) and ii), the foreground distribution doublet and triplet rates 

in Table 2, corrected for the relative dead-time.  The latter conjected that, by definition, for doublets a 

detector is busy with a neutron count and for triplets two detectors are busy with a neutron count each; 

the influence of the -ray field was incorporated by apportioning two busy detectors to photon events 

for each case to reflect the higher photon field intensity but reduced interaction probability by which 

photons might be detected.  Finally, the doubles count rate was then computed by determining the 

second factorial moment of the distribution. Values for the first, , and second, , factorial 

moments of the 252Cf spontaneous fission distribution of 3.76 and 11.96 were used, respectively.  

First, photon breakthrough was accounted for by considering a bleed-through of 4% of photon 

events with a standard deviation of 1% based on 5 detectors selected at random from those 

constituting the arrays. Since photons are not present in the simulations, no data are included for 

these. The correction made to the singlet bin (Fn(1)) results in a percentage increase in uncertainty 

from ± 0.03 to ± 0.27 for the 8-detector arrangement and from ± 0.04 to ± 0.21 for the 15-detector 

arrangement. At this stage, following the removal of the misidentified photon contribution, fg for the 

two setups is 1.19 ± 0.01 and 1.20 ± 0.01, respectively. These results imply that the assay is 

registering more neutrons than it should from the 252Cf source, which is consistent with a contribution 

due to cross-talk, which in turn increases the multiplet order, as discussed earlier. These values are 

consistent with the results of the simulation, as both sets of data contain cross-talk neutrons. Also, the 

neutron singlet count is increased by 18-24% due to photon bleed-through which impacts the analysis, 

as illustrated by the corresponding values for fg.  

Finally, the cross-talk factor was applied to correct the distribution for this effect, which 

results in a fg of 1.06 ± 0.01 and 0.96 ± 0.01 for the 8- and 15-detector set-ups, respectively. This 

suggests that, subsequent to the correction for breakthrough and cross-talk, almost 99% of all detected 
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neutrons from spontaneous fission have been detected correctly in the assay. This is also confirmed by 

the simulation results and demonstrates that even a small contribution due to cross-talk (<1%) can 

increase the gate fraction fg significantly, i.e., by 20%, while the inflations seen in couplets and triplets 

are estimated at between 8-12% and 30-40%, respectively. 

(b) Induced fission with U3O8 

For a practical demonstration of the type of special nuclear material assay measurements that 

might be advanced by the methods described in this work, nine standardized 200 g samples of U3O8 

with the enrichments stated in Section 3 were irradiated with the same AmLi source using each of the 

three detector arrangements shown earlier in Figure 3. Figure 6 shows the relationships of count rates 

with 235U enrichment for singlets (left-hand axis) and couplets (right-hand axis) obtained from the 

experiment for all three assays: a) 8 detectors, b) 15 detectors and c) the castle. The measurements 

were taken for durations of approximately 2500, 1500 and 500 seconds for the 8-detector, 15-detector 

and castle setups, respectively. The plots were normalized to the distribution measured with an empty 

sample canister and the source to remove any contribution from background and AmLi. These data 

have not been corrected as per the models developed in this work because the photon contribution was 

not recorded with which to derive the photon bleed-through coefficients, and the coupling between 

neutron fields from AmLi and induced fission has not been included in the crosstalk model. 

In the low-enrichment region, i.e., < 5 wt. %, the trend between count rate and mass 

approaches linearity. However, for the three larger samples (for 235U enrichments of (20.31 ± 0.02), 

(52.80 ± 0.04) and (93.23 ± 0.01) wt. % corresponding to 235U masses > 30 g), a decreasing trend in 

fission rate is exhibited with increasing enrichment. This is consistent with the higher thermal neutron 

absorption cross-section for 235U compared to 238U, thus reducing the neutron flux available to 

stimulate fission. In practice, these trends could for example constitute calibration data to inform the 

characterization of U3O8 samples of unknown isotopic composition.  
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6. Conclusion 

The advantage of using the multiplicity algorithm described in this paper is that it gives the size of an 

event cluster and the number of clusters associated with a spontaneous fission event. When integrated 

over a significant number of events this information can be used to determine the multiplicity of the 

system. Given that this yields what is essentially a number distribution, rather than the reduced 

factorial moment derived in the more traditional, shift-register approach, it is potentially easier to add 

correction terms to the distribution to account for different physical phenomena such as self-

multiplication, self-shielding, cross-talk, neutron-

an assessment of individual clusters, each corresponding to a single fission event, the system will have 

an upper limit in terms of the intensity of the radiation field it can process successfully. However, 

since the time needed to process each cluster is ~200 ns (40 ns if we ignore the accidental gate given 

the level of accidentals is very small), the testing sample will have a maximum limit of 6.7 

Mfission/second.  

 This paper has proposed and validated a new approach to derive the correlated event 

composition for the assessment of fissile substances.  The effects of cross-talk and photon 

breakthrough on the gate fraction have been determined to be approximately 20% and 50%, 

respectively.  Similarly, the magnitude of the effect of cross-talk has been found to be approximately 

0.3%, 20% and 50% for the first-, second- and third-order coincidences (singlet, couplet and triplet 

counts), respectively, when using the 252Cf source; photon breakthrough can lead to an erroneous 

increase of 20% in neutron counts. 

 Whilst these effects can constitute deleterious influences on assessments (principally safeguard 

applications where high levels of measurement accuracy are required), methods by which the effects 

of cross-talk and photon breakthrough might be corrected have been discussed based on an algorithm 

that relates the cluster-sizes of coincidence event data.  In future, these proposed correction models, 

used with carefully-constructed sensitivity coefficients, may enable bias in results due to cross-talk 

and photon breakthrough to be minimized, as shown in this paper using the doubles gate-fraction.  
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Moreover, compared to the alternative analytical cross-talk models based on the factorial moment 

distribution [16, 17], the proposed method is straightforward and easy to compute. The distribution 

based on factorial moments obtained using the shift-register technique can be converted relatively 

easily to the cluster-size distribution enabling these correction models to be applied to it.  These 

developments have the potential to further the use of fast neutron detection instrumentation with 

scintillator-based systems, particularly in nuclear safeguards. 
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F igure and table captions 

 

F igure 1: Schematic diagrams illustrating the construction of shift-register and event-triggered 

multiplicity distributions in this research. a) In a shift-register based system the prompt and delayed 

counter is incremented at each trigger event based on the number of coincident events in the 

corresponding gate. This produces a reduced factorial distribution. b) The approach described in this 

research is based on the initiation of non-overlapping prompt and delayed gates with the number of 

coincident events occuring in each being recorded, producing a distribution which corresponds to the 

size of the incoming events cluster. Hence, compared to the shift-register based algorithm, in this 

illustration using the same hypothetical event train in both cases, the acquisition window is activated 

by the 1st, 5th and 6th triggers, with the subsequent events populating the corresponding bins. 

 

F igure 2: Geant4 calculations, a) optical photon yields from scintillation in response to an electron 

and proton as a function of energy, and b) the experimental and simulated liquid scintillator 

responses to -ray photons from a 137Cs source. 

 

F igure 3: The experimental set-ups used in this research, schematic diagrams of a) the 8-detector and 

b) 15-detector and c) the 12-detector, castle arrangements, and d) a photograph of the 15-detector 

arrangement in use. 

F igure 4: Detector-based cross-talk dependencies and distributions based on Geant4 simulations, a) 

detector cross-talk probability and corresponding exponential fit for 5 MeV neutrons for different cut-

off energies as a function of detector angle (rad.) relative to the position of the detector triggered by 

the first event, b) the distribution of response as a function of the time taken for a cross-talk event to 

occur (in counts per million incident particles) for the cross-talk of 1, 2, 3.5 and 5 MeV neutrons 

between any detectors with a cut-off of 200 keVee, and c) the relationship between the cross-talk 
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factor, as defined in Section 4a, and initial incident energy of the neutron, with piecewise polynomial 

(spline) fits to guide the eye. 

F igure 5: Pulse-shape discrimination plots of data taken with the 252Cf source in this research using 

the pulse gradient analysis technique [29] , showing the well-established degradation in 

discrimination between neutrons and photons in the low-energy region (low values of first- and 

second integral) and much-improved discrimination in the high-energy region (high values), a) 

contour plot of first-versus-second integrals (arbitrary units corresponding to ADC channel number) 

and, b), a surface plot derived with the detector response as the third parameter. 

F igure 6: Data arising from the active interrogation of U3O8 samples for singlet rate and couplet rate 

as a function of 235U enrichment, equivalent to mass range of 0 to 200g 235U in U3O8, a) 8-detector, b) 

15-detector and c) castle arrangements for measurements of duration 2500 s, 1500 s and 500 s, 

respectively. The uncertainties on the singlet and doublet data are smaller than the size of the 

symbols. 

 

Table 1: Cross-talk factors for neutrons and photons in the 8 and 15-detector arrangements, calculated except 

F irst-order cross-talk factors for 0.75, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5 3.5 and 5 MeV 

monoenergetic neutron and photon beams as well as AmLi (neutron), 137Cs (photon) and 252Cf (neutron) 

sources. The detector cut-off and gatewidth were set at 200 keVee and 25 ns, respectively, for both the 

 

 

Table 2: Detailed trends in coincidence distribution and gate fraction (fg). The first three orders of the 

foreground coincidence distributions (i.e., Fn) from the 8- and 15-detector arrangements with the 252Cf source 

were obtained from experiments and simulations. The photon breakthrough and the cross-talk corrections were 
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applied to obtain the `Photon-corrected' and the `Photon and XT-corrected' foreground distributions, 

respectively. For each of these distributions, the doubles gate-fraction (fg) was computed which demonstrates 

the effectiveness of the two correction models. 

interval.
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Incident Energy 
(keV) 

Neutron Photons 

8-Detector 15-Detector 8-Detector 15-Detector 

750 0.0000 ± 0.0000 0.0001 ± 0.0000 0.0011 ± 0.0001 0.0057 ± 0.0003 

1000 0.0004 ± 0.0001 0.0008 ± 0.0001 0.0015 ± 0.0001 0.0074 ± 0.0003 

1250 0.0009 ± 0.0001 0.0019 ± 0.0001 0.0022 ± 0.0001 0.0086 ± 0.0003 

1500 0.0009 ± 0.0001 0.0022 ± 0.0001 0.0024 ± 0.0001 0.0091 ± 0.0003 

1750 0.0011 ± 0.0001 0.0028 ± 0.0001 0.0026 ± 0.0001 0.0096 ± 0.0003 

2000 0.0013 ± 0.0001 0.0038 ± 0.0001 0.0027 ± 0.0001 0.0100 ± 0.0003 

2250 0.0015 ± 0.0001 0.0045 ± 0.0001 0.0029 ± 0.0001 0.0107 ± 0.0003 

2500 0.0019 ± 0.0001 0.0055 ± 0.0001 0.0030 ± 0.0001 0.0108 ± 0.0003 

3500 0.0034 ± 0.0001 0.0089 ± 0.0001 0.0038 ± 0.0001 0.0144 ± 0.0003 

5000 0.0041 ± 0.0001 0.0115 ± 0.0002 0.0047 ± 0.0001 0.0166 ± 0.0003 

AmLi1 0.0004 ± 0.0001 0.0010 ± 0.0001 

Not Examined 
AmLi (exp.) 0.0016 ± 0.0001 0.0030 ± 0.0001 
252Cf 0.0025 ± 0.0001 0.0072 ± 0.0001 
137Cs (662 keV) 

Not Applicable 
0.0010 ± 0.0002 0.0038 ± 0.0003 

137Cs (exp.)  Not Examined 0.00367 ± 0.00001 

1 In this case an AmLi source was simulated as a neutron source with a uniform energy distribution 
between 0.3 and 1.3 MeV. 

Table 1



 

   8-detector arrangement 15-detector arrangement 

 Experiment Simulation Experiment Simulation 

 Value fg Value fg Value fg Value fg 

 Time (s) 1202 N/A 11.31 N/A 603 N/A 11.31 N/A 

Foreground 
distribution 

 Fn(1) 8584970 ± 2930 

0.799 
± 

0.004 
N/A N/A 

5674396 ± 2382 

0.88 ± 
0.01 

N/A N/A 

 Fn(2) 156696 ± 395 181625 ± 426 

 Fn(3) 1391 ± 37 2907 ± 53 

Foreground 
distribution (/sec) 

 Fn(1) 7142.7 ± 2.4 9410.3 ± 4.0 

 Fn(2) 130.0 ± 0.3 301.2 ± 0.7 

 Fn(3) 1.16 ± 0.03 4.82 ± 0.09 

Photon-corrected 
foreground 

distribution (/sec) 

 Fn(1) 5770 ± 16 
1.19 ± 
0.01 

6741 ± 24 
1.02 ± 
0.03 

7977 ± 17 
1.20 ± 
0.01 

8367 ±27 
1.12 ± 
0.06 

 Fn(2) 130.4 ± 0.3 214 ± 4 301.2 ± 0.7 390 ± 6 

 Fn(3) 1.16 ± 0.03 2.72 ± 0.49 4.82 ± 0.09 11 ± 1 

Photon and XT 
corrected 

foreground 
distribution (/sec) 

 Fn(1) 5785 ± 16 
1.06 ± 
0.01 

6758 ± 24 
0.95 ± 
0.09 

8034 ± 17 
1.00 ± 
0.01 

8427 ± 27 
0.96 ± 
0.06 

 Fn(2) 116.2 ± 0.5 226 ± 4 246.2 ± 1.2 333 ± 6 

 Fn(3) 0.82 ± 0.07 2.18 ± 0.51 2.72± 0.22 10.5 ± 1 

Table 2
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