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Abstract

This work describes the efforts with two ultra low temperature experiments

with superfluid 3He as medium of interest. The experiments are mostly

performed at temperatures below 200 µK, in the regime where superfluid

quasiparticle excitations are ballistic.

Recently, a novel experimental tool has been built in Lancaster - a super-

conducting goalpost-shaped wire that can be moved trough the superfluid

in oscillatory as well as in uniform linear motion. An object moving with

high enough velocity that the excitation spectrum becomes gapless can cre-

ate excitations at no energy cost and initiate the breakdown of the conden-

sate - this limit is the well-known Landau velocity. In superfluid 3He, flow

around an oscillating body displays a very clear onset of such dissipation.

However, with this experiment it was found that for a uniform linear motion

there is no discontinuity whatsoever in the dissipation as the Landau critical

velocity is passed and exceeded, entering a supercritical flow regime. This

regime allows for studying the dynamics of the Andreev bound states on

the surface of the wire. This work presents a recent experimental estimation

of the relaxation time of the bound states and a description of the relaxation

mechanism.

Next, the work describes the design and initial testing of a new exper-

iment. Here a layer of solid 3He formed on the surface of a large aerogel

sample submersed in superfluid 3He will be cooled down to below 100 µK

in a double nuclear demagnetisation process. NMR on the solid 3He will be

used to search for a possible magnetic phase transition as well as to study

superfluid 3He virtually free of quasiparticle excitations. The work reports

progress to the present state of the experiment and discusses setbacks due

to a large unexpected heating which appeared during the demagnetisation

of the copper stage.
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Chapter 1

Introduction

This work describes two experiments with superfluid 3He at temperatures

below 200 µK, well in the ballistic limit of thermal excitations. The exper-

iments were performed within the Ultra Low Temperature Group of Lan-

caster University, using its extensive facilities of dilution refrigerators with

nuclear demagnetisation cooling.

Initially, the aim of this work was to design and run a new experiment

allowing for reaching ultra low temperatures by demagnetisation of solid
3He formed on the surfaces of aerogel. The new experiment was designed,

built and cooled down despite several setbacks such as a leaky dewar vessel,

leaky inner vacuum space of the dilution unit and even a refurbishment of

the laboratory. Unfortunately, the initial conditions for the demagnetisation

of solid 3He have not yet been reached. A massive source of heating dur-

ing the demagnetisation of copper was encountered, which prevented us

from sustaining superfluid inside the experimental volume. Despite large

efforts with diagnostics, the origin of the heating has not been found even

after the post-mortem of an irreversible cell disassembly. At this point, a

series of time consuming tests of the individual parts would be necessary to

identify the source of heating. Due to the limited time available, we shifted

our attention to another experiment that utilises a novel oscillatory device

named the Floppy Wire. In addition to oscillatory (AC) motion, this de-

vice allows one to study steady linear (DC) motion within superfluid 3He

1



Chapter 1. Introduction 2

for the fist time. Prior to our efforts, a study of the Floppy Wire under

DC motion led to the striking discovery of anomalously low dissipation at

velocities exceeding the Landau critical velocity. Here we describe further

measurements and validation of our model of the dissipation process.

1.1 Floppy Wire experiment

More than 60 years ago, L. D. Landau showed that below a certain velocity

of superfluid flow, now known as the Landau critical velocity vL, no excita-

tions are created and the flow has no viscosity [1]. Below vL, the excitations

can not escape to the bulk due to an energy barrier. This energy barrier

is reduced with velocity and reaches zero at vL. Landau velocity should

thus mark an onset of strong dissipation as the excitations can suddenly be

created at no energy cost.

The value vL = 50 mm s−1 predicted for 4He was confirmed experimen-

tally with an exceptional agreement within 1.5 % by Ellis and McClintock [2]

by measuring mobility of ions within the superfluid. Similarly in 3He, the

predicted value of 27 mm s−1 has also been confirmed by Ahonen et al. [3]

with ion mobility measurements. However, multiple experiments in 3He

using mechanical resonators such as vibrating wire resonators (VWR) [4]

and later quartz tuning forks (QTF) [5] found the onset of large dissipation

already at a lower velocity close to vL/3. An explanation was proposed by

C. Lambert [6] that takes into account the suppression of the condensate

energy gap on approaching the surface of the vibrating object.

The mechanical oscillators mentioned earlier do not usually allow for

significant motion at frequencies other than their resonant frequency due to

them typically having very large quality factors giving them a sharp reso-

nance peak. Therefore a new measurement tool has been developed with a

very low resonant frequency and a deliberately low quality factor. This de-

vice, the Floppy Wire, is a goalpost-shaped superconducting wire of a much

larger size than devices typically used in studying motion in superfluid 3He.
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It allows for controlled arbitrary motion within superfluid, including steady

DC motion.

Prior to the work described in this thesis, the group reported the absence

of an onset of large dissipation at constant velocity as vL/3 was exceeded [7].

Even more strikingly, no large heating was observed up to the highest ve-

locity reached, more than four times the Landau critical velocity! A model

was proposed that explains the surprising finding by considering the effec-

tive shielding of bulk superfluid from the wire by the surface excitations,

so-called surface Andreev bound states [8]. The experiments described in

this work aim to provide more evidence for the validity of this model and

to test its predictions for the dissipation under acceleration.

1.2 Aerogel demagnetisation experiment

Using demagnetised copper as a coolant for superfluid 3He only allows one

to reach superfluid temperatures down to about 100 µK but not significantly

lower. This is mainly due to the very large thermal boundary resistance

between Cu and 3He [9]. The effect of this resistance can be lessened by

increasing the surface area available for thermal exchange by using fine Cu

powder instead of Cu blocks [10], or by putting sintered silver powder on

the copper surface [11]. Nevertheless, this improvement does not extend the

accessible temperature range much further down in temperature.

Here, the proposed way to cool the superfluid further is by using a sec-

ond stage of demagnetisation pre-cooled by the copper powder demagneti-

sation procedure. For the second demagnetisation we utilise the nuclear

magnetic moment of solid 3He that forms on the surfaces of most materi-

als as a coating a few monolayers thick. Naturally, more solid 3He means

more cooling power so a material with a large surface area is very desirable.

Aerogel is a highly porous stranded material made of inert silica glass with

an immense ratio of surface area to volume, making it an ideal candidate

for submersing in the superfluid.
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The proof of concept of demagnetising solid 3He on the surface of aero-

gel has already been successfully performed at Lancaster [12]. In those

experiments, the lowest superfluid temperature measured was 113 µK and

temperatures below 120 µK were maintained for several hours. It is very

likely that the superfluid temperature in the near vicinity of the aerogel

strands was even lower than that, with the elevated measured temperature

being caused by a non-negligible heat leak from the copper demagnetisation

stage near the thermometer.

The magnetisation signal, coming mainly from the solid 3He, has been

measured by nuclear magnetic resonance (NMR) methods in the 120 µK−

200 mK temperature range. The signal shows an unexpected decrease of

magnetisation at the very lowest temperatures. It is speculated that this

feature might be a signature of ferromagnetic ordering within the solid 3He.

The design and results of this experiment are described in Section 2.6.4.

One of the goals for the new experiment was to investigate the possibility

of this magnetic ordering within the solid by studying signatures of NMR

and heat capacity. Different from the previous experiment, the new cell

contains a volume of superfluid completely shielded from the copper de-

magnetisation stage by colder aerogel, with extensive thermometry options

allowing for better estimation of the superfluid temperature. The sample of

aerogel is significantly larger in volume, resulting in a greater solid 3He heat

capacity which should cause a longer hold time at the lowest temperatures.

Lastly, the aerogel sample contains a cavity in which ultra-cold superfluid

can be studied using conventional NMR methods. Moreover, it was antici-

pated that it should be possible to create a Bose-Einstein condensate (BEC)

of magnons within the cavity and investigate its decay and perhaps other

properties not previously studied at such low temperatures [13].
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1.3 Layout

Chapter 2 covers the fundamentals of 3He physics relevant to the two ex-

periments, mainly the basics of superfluid 3He and the magnetic properties

of solid 3He. The principles of NMR are introduced and previous work on

solid 3He demagnetisation is described.

Chapter 3 briefly addresses the cooling techniques required in order to

achieve superfluid 3He in the ballistic regime of thermal excitations where

all the described experiments were intended to take place.

Chapter 4 introduces the primary tools used in our study of superfluid
3He physics - the mechanical oscillators. The fundamentals of mechanical

resonance applied to the vibrating wires and quartz tuning forks are ex-

plained. The damping of superfluid 3He and its relation to thermometry is

also covered. Finally, the modes of operation of the oscillators commonly

used in the experimental measurements are described.

Chapter 5 addresses the experiments with the Floppy Wire. First, the de-

vice and the techniques of achieving linear motion are described. The chap-

ter then introduces previous findings with the Floppy Wire and attempts

to explain them in the context of the posited dissipation model. The new

experiments to verify the predictions for dissipation under acceleration fol-

low, together with the temperature dependence of the observed dissipation.

The chapter ends with measurements where the Floppy Wire was driven at

a higher resonant mode.

Chapter 6 describes our efforts with the double demagnetisation experi-

ment. The chapter first introduces the new experimental cell and the NMR

setup. Initial calculations of the cooldown time and magnetic field profiles

of the superconducting solenoids are also mentioned. The results of the cell

testing and detailed diagnostics of the heating problem follows. The chapter

ends with proposals for the future work necessary to identify the heating

problem.

Chapter 7 gives a summary of the efforts described within this work and

suggests possibilities for new findings in the near future.



Chapter 2

Background

This chapter aims to describe the fundamentals of 3He physics relevant to

the experiments in this work. First, some basics of superfluid 3He are intro-

duced together with the magnetic properties of solid 3He. This is followed

by an explanation of the basic principles of NMR used for detection of the

superfluid and solid signals. Some relevant properties of aerogel are also

reviewed. An overview of the previous findings with aerogel demagnetisa-

tion and motivation for the new demagnetisation experiment finalises the

chapter.

2.1 Fermi liquid theory

In general, particles can be split into two categories depending on their total

spin. Particles with zero or integer spin number are bosons while particles

with non-integer spin are fermions. Protons, electrons and neutrons are all

fermions with spin 1/2 and if these are bound together, as in the case of

an atom, it is the total spin that determines its characteristics. Therefore,
4He is a boson and 3He is a fermion. Fermi liquid theory [14] is a simple

theory that can be used to describe liquid 3He to a good approximation at

low temperatures before the transition to a superfluid state.

6
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Fermions, unlike bosons, obey the Pauli exclusion principle which states

that two fermions with equal spin projections can not occupy the same en-

ergy level. At T = 0, fermions gradually occupy the energy states starting

from the lowest up to the Fermi energy EF following a dispersion curve

shown with a red line in Figure 2.1. The particle at the Fermi level can be

described by a wavenumber kF and momentum pF related by

pF = h̄kF , (2.1)

while the Fermi momentum is related to the energy by

EF =
|pF|2
2m

. (2.2)

p

E

kBT
EF

pF-pF

Excitation

Hole

0

Figure 2.1: Dispersion relation for fermions is shown with a red line. At
T > 0, some of the states in the region kBT from EF get excited leaving a

hole at their original energy state.

At temperatures T > 0, some of the fermions with energy close to EF,

move to a state above EF. The empty state left behind is referred to as a hole.

Reduction of the number of states below EF is described by the Fermi-Dirac

distribution function

f (E, T) =
1

e(E−EF)/kBT + 1
. (2.3)

The distribution function of an ideal Fermi gas when kBT � EF is shown in

Figure 2.2. It is clear that only the states close to EF can be excited, while

the states with lower energy form a non-interacting background.
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T=0K

T>0K

EF E0

1

0.5

kBT

Figure 2.2: Fermi-Dirac distribution function for T = 0 and T > 0.

However, in liquid 3He there are interactions that cause deviations from

the ideal Fermi model. Due to interactions between 3He nuclei, the move-

ment of one 3He atom causes the displacement of other atoms as well. One

can treat this group movement as a new virtual object with effective mass m∗

greater than that of the 3He atom. This moving disturbance in the 3He struc-

ture is called a quasiparticle and carries a spin projection of ±1/2. Because

virtual quasiparticles are weakly interacting and follow Fermi statistics, they

can be treated as a Fermi liquid using Landau Fermi liquid theory. More-

over, the new weak interaction also includes the magnetic coupling between

quasiparticles allowing one to describe the spin interactions. The model is

phenomenological with one quasiparticle corresponding to one 3He atom

with a parameter m∗. The weak interaction is described by an infinite set of

Landau parameters, the most important of which can be obtained experi-

mentally from measurements of heat capacity, sound velocity and magnetic

susceptibility [15].

2.2 Superfluid 3He

Even though the 3He atoms obey the Pauli exclusion principle, a superfluid

phase transition is still observed. To explain this phenomena, one can use

the analogy with superconductivity explained by the BCS theory [16]. In

superconductors, an electron interacts with the lattice, disturbing the lattice

and in effect creating a phonon. A second electron can then interact with

this phonon, effectively coupling the two electrons together. If this coupling



Chapter 2. Background 9

results in an attractive interaction, this reduces the overall energy and con-

densation is possible [17]. The coupling is strongest between electrons with

opposite momentum, resulting in a Cooper pair with total spin number S = 0

and angular momentum L = 0 existing near the Fermi energy, commonly

called s-wave pairing. These Cooper pairs are free to form a superconduct-

ing state.

The analogy of 3He atoms with electron Cooper pairs is not perfect. 3He

atoms are neutral and nor is there a lattice to interact with. However, the

Cooper mechanism is independent of the exact nature of the interaction. As

long as the interaction is attractive, Cooper pairs can form. For 3He, moving

a magnetically polarized quasiparticle locally induces the opposite polari-

sation in the fluid. The locally modified field attracts another quasiparticle

and causes a coupling between the two quasiparticles with parallel spin,

creating a Cooper pair with S = 1, a p-wave pairing. Unlike electrons, 3He

quasiparticles are objects with significant size and thus can not collapse into

the same point of space which is necessary to satisfy L = 0. Only the state

with at least L = 1 is thus possible. This results in 9 different combina-

tions of spin states Sz = (−1, 0,+1) and angular momenta Lz = (−1, 0,+1)

(corresponding to spin combinations: ↑↑, 1√
2
[↑↓ + ↓↑], ↓↓ ). The variety of

states leads to the possibility of many superfluid phases, in which different

states are dominant. At zero magnetic field and low pressures only the B-

phase state is present in which all the states have equal population. All the

measurements in this work were performed in this phase, so the following

discussion refers to it only. Other phases can be achieved by increasing the

magnetic field or by suppressing geometry to favour surface bound states.

Cooper pairs have a binding energy, which reduces their energy below

EF. This results in a rise in the density of states below and above EF, forming

an energy gap ∆ - the energy required to break a Cooper pair and form two

quasiparticles.

The excitation curve must thus change shape due the gap and is shown

in Figure 2.3. It is convenient to move the origin of the energy axis to EF
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and mirror the part below EF. Note that the mirrored part must be reflected

again around the E axis in order to preserve the velocity directions. The

original dispersion curve of the Fermi gas from Figure 2.1 is also shown by

the red dashed line.

p

E

EF pF-pF
0

Δ

Figure 2.3: Dispersion curve for superfluid 3He. Note the change of the
origin of the energy axis to EF. The transformed Fermi Distribution func-

tion from Figure 2.1 is shown with a dashed red line.

Each Cooper pair is described by a vector k (formed by two quasiparti-

cles with k and -k) with its excitation energy

E (k)αβ =
√

ξ2 + |∆(k)|2αβ , (2.4)

where ξ is the excess kinetic energy ξ =
p2−p2

F
2m∗ and ∆(k) is the energy gap.

α and β are the spin states of two quasiparticles, each with two possible

values ±1/2.

In order not to deal with all combinations of spin states α and β, we can

introduce a vector d(k) pointing in the direction of zero spin [18]. ∆(k) is

then expanded by three symmetric 2× 2 matrices iσµσ2, µ = 1, 2, 3, where

σµ are Pauli matrices

∆(k)αβ = ∑
µ

dµ(k)(σµiσ2)αβ =

−d1 + id2 d3

d3 d1 + id2

 . (2.5)
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2.2.1 Superfluid B-phase

In the B-phase superfluid the gap energy is isotropic and temperature de-

pendent. The energy gap is greatest at 0 K limit and vanishes at the super-

fluid transition. The size of the energy gap at 0 K is [18]

∆(T → 0) = ∆0 = 1.76kBTc , (2.6)

where Tc is the superfluid transition temperature and Tc = 0.929 mK at

0 bar. Throughout this work, the low temperature limit is sufficient for

every use and is referred to as ∆0.

2.2.2 Mean free path and ballistic limit

Upon lowering the temperature, the quasiparticle mean free path ` greatly

increases and we can demonstrate this change on the effect of fluid viscosity.

At low temperatures, 3He is ideally pure and quasiparticle-quasiparticle

and quasiparticle-wall scattering are the only mechanisms contributing to

viscosity [19]. Above Tc, the viscosity of 3He is that of a normal Fermi liq-

uid - increasing with decreasing temperature as 1/T2, while ` ∝ T2. The

potentially confusing fact that the viscosity increases with decreasing mean

free path becomes clarified when one realizes that ` is the momentum trans-

fer length in the fluid. For example at 1 mK, ` = 0.08 mm and the dynamic

viscosity is indeed very high: η = 0.18 kg s−1 m−1 [20].

Below the superfluid transition, the scattering becomes limited even

more as the number of quasiparticles rapidly falls with temperature. At

T = 100 µK the mean free path is on the order of a kilometre [21]. Consid-

ering that the usual experimental dimension is on the order of centimetres,

it is clear that the previous scattering picture must be abandoned and one

enters a ballistic quasiparticle regime. Here, quasiparticles rarely interact with

each other and must equilibrate at the cell walls meaning that simple, intu-

itive kinetic theory can be used. In the narrow region where ` is comparable

but still larger than the object dimensions one can fairly successfully use slip
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corrections [22]. Our current understanding is limited in the intermediate

temperature region, before quasiparticles can be considered to be fully in

the ballistic regime. All the measurements presented in this work are well

within the ballistic limit.

2.2.3 Quasiparticle conductance

For the calculations described later in this thesis it is important to estimate

the maximum thermal energy transported by superfluid 3He in the ballistic

approximation.

Figure 2.4: A model situation to estimate the conductance of ballistically
scattered excitations. We consider a tube of 3He of cross-sectional area A

with temperature T at one end and T = 0 at the other.

Consider a situation as shown in Figure 2.4 where the 3He is enclosed

in a tube with a cross-sectional area A with temperature T at one end and

T = 0 at the other. Since quasiparticles scatter ballistically, the flux of quasi-

particles can be defined as

Qqp =
1
2

A
〈
nvg
〉
〈ε〉 , (2.7)

where n is the number density, vg is the group velocity,
〈
nvg
〉

is the quasi-

particle flux and 〈ε〉 is the average energy of quasiparticles. The factor 1
2

comes simply from the fact that we count only the quasiparticles travelling

from left to right. The average energy of a quasiparticle is ∆0 + kBT [23], so

we can write

Qqp =
1
2

A
〈
nvg
〉
(∆0 + kBT) (2.8)

and the problem reduces to estimating the quasiparticle flux
〈
nvg
〉
. It can

be expressed as 〈
nvg
〉
=
∫ ∞

∆0

g(ε) f (ε)vg(ε)dε , (2.9)
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where g(ε) is the density of states and f (ε) is the Fermi distribution of quasi-

particles. One can transform the integral from energy space to momentum

space via

g(ε)dε = g(p)dp . (2.10)

This transformation is useful because dε = dε
dp dp = vg dp which gives

g(ε)vg(ε) = g(p) = g(pF) , (2.11)

because in the low temperature limit all the excitations have a momentum

close to the Fermi momentum pF.

For low temperatures, the Fermi distribution from (2.3) can be simplified

as

f (ε, T) =
1

e(ε−EF)/kBT + 1
' e−ε/kBT, for ε� kBT . (2.12)

Substituting into (2.9) we derive

〈
nvg
〉
= g(pF)

∫ ∞

∆0

e−ε/kBT dε = g(pF)kBTe−∆0/kBT . (2.13)

The last unknown is the density of states. In 3He-B, the Fermi surface as

well as the energy gap is isotropic. The Fermi surface thus forms a sphere in

momentum space. The calculation of density of states can then be achieved

by calculating the number of k states within the spherical shell of radius |k|.

The derivation can be found in any solid state physics textbook (e.g. [24]),

with the result given by

g(pF) = g(EF)vF =
vF

π2

(
2m
h̄2

)3/2√
EF . (2.14)

Finally, we insert the quasiparticle flux into (2.8) and obtain the relation

for the heat flow

Qqp =
1
2

Ag(EF)vFkBTe−∆0/kBT (∆0 + kBT) . (2.15)
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2.3 Two energy level system

As 3He has spin 1
2 , solid 3He is a good approximation to a two energy level

system and its properties such as magnetisation, entropy or heat capacity

can be derived using this simple model.

An atom of 3He consists of an odd number of nuclei and thus each atom

has a non-zero magnetic moment µ along the nuclear angular momentum

h̄I. The magnitudes of the two are related through the gyromagnetic ratio

γ as

µ = γh̄I . (2.16)

In an external magnetic field B each atom has a corresponding magnetic

energy

E = −µ · B . (2.17)

Aligning the magnetic field along the z axis and combining (2.16) and (2.17)

the magnetic energy is then

E = −γh̄IzB , (2.18)

where h̄Iz is the projection of angular momentum onto the direction of the

magnetic field. In the case of 3He, the situation is quite simple since Iz can

only be either +1
2 or −1

2 . The two states are labelled up (↑) and down (↓) as

the nuclear magnetic moment is either parallel with the magnetic field (↑)

or anti-parallel (↓).

This brings us to the two energy level system. When no external mag-

netic field is present, the energy of all states is E0. However, once an exter-

nal field is applied, the energy of the nuclei E0 splits into two energy levels

E0 ± µB depending on the mutual orientation of the magnetic field and the

nuclear magnetic moment. The splitting is known as the Zeeman effect [24]

and is shown in Figure 2.5.
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ε↓ = E0 + μB 

 

B=B(z)>0B=0 

ε↑ = E0 - μB 

ε = 2μB 
ε↑ = ε↓ = E0 

Figure 2.5: In the absence of an external magnetic field all atoms are in
the energy state E0. When a magnetic field in the direction of the z axis is

applied, the energy level E0 splits into two energy levels E0 ± µB.

The occupation of the states follows the Boltzmann distribution and the

partition function for the two level system is given by

Z = ∑
j

e−ε j/kBT = e−ε↓/kBT + e−ε↑/kBT . (2.19)

Using ε = ε↑ − ε↓ we then obtain

Z = e−ε↓/kBT
(

1 + e−ε/kBT
)

. (2.20)

The populations of the states are given by:

n↓ =
N
Z

e−ε↓/kBT =
N

1 + e−ε/kBT , (2.21a)

n↑ =
N
Z

e−ε↑/kBT =
Ne−ε↑/kBT

e−ε↓/kBT [1 + e−ε/kBT
] = Ne−ε/kBT

1 + e−ε/kBT , (2.21b)

N = n↓ + n↑ . (2.21c)

Now the population of the two states is expressed only in terms of the

energy gap ε between them, instead of their individual energies, and the

temperature. The fractional populations are plotted in Figure 2.6.
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Figure 2.6: Fractional populations of the spin states. At low temperatures,
most of the atoms are in the state with lower energy (↑), while with raising

temperature the ↑ and ↓ states become equally populated.

The number of excess spin states is defined as the difference between the

populations of ↑ and ↓ states

n↓ − n↑ = N
1− e−ε/kBT

1 + e−ε/kBT = N tanh (ε/2kBT) , (2.22)

which relates to the magnetisation as

M =
(
n↓ − n↑

)
µ = N tanh (ε/2kBT) µ = Nµ tanh (µB/kBT) , (2.23)

substituting for ε = 2µB. In the case where kBT � µB, we obtain Curie’s

Law with magnetisation inversely proportional to temperature

M = Nµ2B/kBT . (2.24)

The magnetic field contribution to the heat capacity can be found from

the differentiation of magnetisation energy with respect to temperature as-

suming constant energy levels (i.e. constant magnetic field)

C =

(
dE
dT

)
B
=

(
dM
dT

)
B

B =
NµεB
2kBT2 sech

(
ε

2kBT

)
. (2.25)

Moreover, the entropy of the system can be derived using

S = kB
∂ (T ln Z)

∂T
. (2.26)
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Inserting the partition function and simplifying we get [25]

S = NkB

{
ln
[
1 + e−ε/kBT

]
+

ε

kBT
e−ε/kBT[

1 + e−ε/kBT
]} . (2.27)

When kBT � µB, the first term is negligible and the entropy relation

reduces to

S ≈ Nε

T
e−ε/kBT , (2.28)

such that S→ 0 as T → 0, satisfying the third law of thermodynamics.

At high temperatures when kBT � µB, both terms are equal and we find

S = NkB ln 2 which corresponds to an equal number of spins ↑ and ↓ as in

Figure 2.6.

When kBT > µB, the system deviates from S∞, the true value at infinite

temperature, as

S = S∞ − constant · B2

T2 . (2.29)

This is a very helpful equation used to describe the adiabatic demagnetisa-

tion process mentioned in section 3.2.

2.3.1 Curie-Weiss mean field model

All the equations in the previous section 2.3 were derived assuming non-

interacting spins. This is not always the case with 3He and the spins need

to be considered at least weakly interacting. The Curie-Weiss mean field

model assumes that each spin is not only influenced by the external field

B, but also by the field from neighbouring spins, which depends on the

magnetisation. The resulting effective field has the form

Beff = B + λWM , (2.30)

where λW is the Weiss molecular field constant [24]

λW =
kBΘC

Nµ2 (2.31)
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with ΘC being the Curie-Weiss temperature. This is the temperature at

which a significant portion of spins begin to enter the state with the same

magnetic moment and the ensemble becomes ordered. NMR measurements

on aerogel by Sprague et. al. estimated this to be ∼ 0.4 mK [26] and subse-

quently 0.48 mK was inferred by Fisher et. al. [12] at low pressures.

The magnetisation can be derived in the same way as that of the ideal

non-interacting two level system [see (2.23)], giving

M = µN tanh
[

µ (B + λWM)

kBT

]
. (2.32)

This is a transcendental equation for M and can not be solved analytically.

The equation can be however solved by standard numerical methods.

The effective field of solid 3He at 200 µK in an external field of 130 mT is

∼ 700 mT, which shows that the effect of spin interaction is significant and

can not be neglected.

2.4 NMR principles and measurement

2.4.1 Basic principles of NMR

Nuclear magnetic resonance (NMR) is one of the key tools to study the

magnetic properties of both solid and superfluid 3He in the aerogel demag-

netisation experiment. Therefore, the basic principles of this widely used

technique are briefly explained in this section.

In section 2.3 we introduced the concept that an atomic nucleus with

nuclear angular momentum produces a magnetic moment of magnitude

described by the quantum mechanical equation (2.16).

The rate of change of angular momentum of a system of spins is equal

to the torque that acts on it. For a single atomic nucleus we can write the

gyroscopic equation

h̄
dI
dt

= µ× B0 , (2.33)
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or, using (2.16)
dµ

dt
= γµ× B0 . (2.34)

For the system with only a single value of γ, we can sum up the individual

magnetic moments of the spin ensemble in (2.34) and obtain the magnetisa-

tion
dM
dt

= γM × B0 . (2.35)

If the magnetic field is aligned with the ẑ-axis B0 = B0ẑ, the solution

to (2.34) is that the spins precess about this axis at the Larmor frequency fL,

fL =
γB0

2π
. (2.36)

In external magnetic field B0, the angular momentum will adopt one of the

allowed (2I + 1)/2 orientations with respect to that field. In the case of 3He

with Iz = ±1/2, we arrive at the two level system, earlier described with

the precession of spins as shown in Figure 2.7

Precession orbit

Precession orbit

Spinning
nucleus

Rotational
axis

B0

Figure 2.7: Schematic representation of a precessing spinning nucleus. The
atomic nucleus with angular momentum µ spins around its axis of rotation.
In external magnetic field B0, the angular momentum will adopt one of
the allowed orientations and the rotational axis will precess around the

precession orbit.

In equilibrium at a given temperature, there will be a non-zero net en-

semble average of spin magnetisation only along the ẑ-axis of the form as

in (2.23). If the net magnetisation component Mz is not in equilibrium, it
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returns to equilibrium at a rate proportional to the difference from M0

dMz

dt
=

M0 −Mz

τ1
, (2.37a)

where τ1 is the so-called longitudinal relaxation time which describes the time

it takes for the spin system to come to thermal equilibrium with the atom

and the surrounding atoms.

Similarly, assuming a static magnetic field B0 = B0ẑ, the magnetisation

components Mx and My are not zero, and they will decay exponentially to

zero since in equilibrium Mx = My = 0, so that

dMx

dt
=
−Mx

τ2
, (2.37b)

dMy

dt
=
−Mz

τ2
, (2.37c)

where τ2 is called transverse relaxation time which describes the decoherence

of the transverse nuclear spin magnetisation.

We can take into account the spin-lattice and spin-spin interactions de-

scribed by (2.37) and adjust the equation of motion (2.35) to arrive at a set

of Bloch equations describing the decay of magnetisation

dMz

dt
= γ (M × B0)z +

M0 −Mz

τ1
, (2.38a)

dMx

dt
= γ (M × B0)x −Mx/τ2 , (2.38b)

dMy

dt
= γ (M × B0)y −My/τ2 . (2.38c)

The underlying mechanism of NMR is the measurement of the change

of population of energy levels. This is done by the application of a second

oscillating field B1 perpendicular to B0. As mentioned in the previous Sec-

tion 2.3, the difference between two energy levels relates to the magnetic

moment µ and external magnetic field B0 . This energy can be assigned a
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frequency of the electromagnetic field

∆0E = 2µB0 = h̄ f . (2.39)

The energy levels are fixed in every spin, corresponding to a fixed and

unique Larmor frequency fL from (2.36). Only when the frequency of the

field B1 is equal to fL, the atoms can absorb energy and shift to the higher

energy state. Equation (2.36) is thus the fundamental condition for magnetic

resonance absorption.

2.4.2 Pulsed NMR measurement

We create the static field B0 along the ẑ-axis with the NMR solenoid. An-

other smaller pair of coils is placed around the sample to create a transverse

magnetic field B1 perpendicular to B0, see Figure 2.8.

To deflect the magnetic moment from the equilibrium position, a short

pulse of alternating field B1 is applied. The frequency of the field is the Lar-

mor frequency fL shown in (2.36). The pulse brings energy h fL and changes

the population of the spin states towards higher energies. Moreover, for the

duration of the pulse when both B0 and B1 are present the magnetisation

rotates about the axis of the resulting effective field B = B0 + B1. This cre-

ates non-zero components of magnetisation Mx and My, see Figure 2.9. Two

decay processes are present. The spin-spin interaction cancels out the coher-

ent precession of spins along ẑ-axis, reducing Mx and My to 0 (Figure 2.9

b). The spin-orbital interaction flips the spins back to the equilibrium distri-

bution and thus increases Mz (Figure 2.9 c).

The same coil that produces B1 is used to detect the decaying signal after

the pulse. Precessing magnetisation in the x-y plane induces currents in the

coil and τ2 and M0 can be estimated from the decaying signal. This coil

needs to resonate at fL, so there must be a capacitive element in addition

to the inductance of the coil to achieve the right resonance frequency of the

RLC circuit. In our experiment two pairs of coils were used to measure
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B1
B0

Figure 2.8: Orientation of B0 and B1 fields.

Figure 2.9: Schematic representation of precessing spins. (a) The situation
shortly after applying B1 pulse. (b) After τ2 the precession of spins along
the z-axis is no longer coherent, Mx = My → 0. (c) After τ1 the equilibrium

distribution of spin up-down orientations is reached again, M→ M0.

NMR in two different sections of the sample. The pairs of coils are in an

orthogonal arrangement to reduce inductive coupling between them. Our

NMR setup is described in Section 6.5.

2.5 Bose Einstein condensation of magnons

The study of Bose Einstein Condensation (BEC) of magnons at ultra-low

temperatures was one of the main goals of the aerogel demagnetisation
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experiment. The topic is only briefly mentioned here, because the unex-

pected heating problems (examined in Chapter 6) prohibited reaching tem-

peratures low enough for the formation of the magnon condensate. Com-

prehensive information about magnon BEC can be found in the recent re-

view chapter by M. Bunkov and G. E. Volovik [13], or in the PhD thesis of

P. Heikkinen [27].

At temperatures below about 0.2 Tc in superfluid 3He, a pulse of NMR

excitation can generate a coherently precessing spin state with a lifetime as

long as 1000 s. This precession can be explained in terms of Bose Einstein

condensation of spin waves - magnons. Magnons are the quanta of mag-

netic excitations in a magnetically ordered group of magnetic moments. At

a potential minimum and low enough temperature, magnetic moments of

individual 3He atoms can spontaneously synchronize their phase of preces-

sion. The formation of the condensate is truly spontaneous as the system

the can be excited by a frequency very different from the resulting coherent

signal, even by white noise [28].

The potential minimum along the ẑ axis is achieved by a shallow mag-

netic field minimum created by a small coil (mentioned in Section 6.4.3).

The potential minimum is formed naturally along the radial direction of the

cavity. In the middle of the cavity the vector of orbital momentum is ori-

ented along the external magnetic field in the vertical direction. However,

near the edge of the container the orbital momentum must be perpendicu-

lar to the surface. The potential trap is demonstrated in Figure 2.10. It is

unclear however, whether the trap will fully form inside the aerogel cavity

of our experimental cell as the direction of the orbital momentum along the

aerogel cavity boundary is still an open question, that we hoped to investi-

gate.

Amongst the many other opportunities that the study of magnon BEC

might offer, the condensate allows for the determination of the temperature

of the superfluid inside the aerogel cavity. Since there is no mechanical
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Figure 2.10: A schematic representation of a magneto-textural potential
minimum forming a magnon BEC. In the vertical direction, the condensate
is trapped by a magnetic field minimum created by a small pinch coil. The
trap is formed radially by the direction of the orbital momentum vector.
Far from the container walls it is aligned vertically, along the external mag-
netic field. However, the vector is perpendicular to the cell wall in its near

vicinity. Figure taken from [13].

Figure 2.11: Decay time of a magnon BEC shows linear dependence on the
resonant width of the tunning fork inside the cell up to T ' 0.165 Tc, mak-
ing it a suitable thermometer at very low temperatures. Figure modified

from [29].

oscillator thermometer inside the cavity, it is actually the only way to de-

termine the local temperature. Heikkinen et al. [29] have shown that below

∼ 0.175 Tc the decay time of magnon precession depends linearly on the

resonant width of the tuning fork inside the cell, see Figure 2.11. As will be

shown in Section 4.4.2.1, the fork width depends on the quasiparticle den-

sity ρq, allowing for the calculation of the temperature using ρq ∝ e−∆0/kBT.
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2.6 Aerogel

2.6.1 Properties of aerogel

Aerogel is an extremely porous material consisting of randomly intercon-

nected Si02 strands only a few nanometres thick. This fragile structure is

achieved by supercritical drying of silicon dioxide in solvent when the sol-

vent is vented above the critical point. The goal is to remove the solvent from

the aerogel without creating a two-phase system with capillary forces that

would otherwise crush the aerogel structure. The process follows a path

similar to that shown in Figure 2.12. The solution is heated up and pressur-

ized above the critical pressure and temperature of methanol (pc = 81 bar

and Tc = 512 K). Then the chamber is slowly depressurized to atmospheric

pressure and allowed to cool down while maintaining the solvent in the

gas phase. The sample used in our experiment was manufactured by the

Low Temperature Group at Northwestern University, and their fabrication

process is described in more detail in [30].

p

Gas

Solid

Liquid

Supercritical
region

Tc T

pc

Figure 2.12: Supercritical drying procedure

The percentage porosity of aerogel is defined as

P = 100(1− ρa/ρSi02) , (2.40)

where ρa is the aerogel density and ρSi02 = 2.20 g cm−3 is the density of

silicon dioxide [13].
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(a) (b)

Figure 2.13: (a) Projection of 30 nm thick 98 % aerogel simulated using
DCLA model. (b) Projection of the same aerogel slice simulated with a
random arrangement of strands. The DCLA model in (a) is in good agree-
ment with small angle X-ray scattering experimental data and thus gives a
better insight on the internal structure of aerogel. Figure taken from [36].

In this work, P = 98 % aerogel was used, the same porosity that has been

used in many previous experiments [31–33]. Porto and Parpia [34] stated

the typical diameter of aerogel strands to be 50 Å with a broad spectrum

of strand separation ranging from 25 up to 1000 Å. This is due to the fact

that the strands tend to produce smaller clusters. Diffusion-limited cluster

aggregation (DLCA) numerical models show this clustering and the results

are in good agreement with small angle X-ray scattering experiments [35].

One such DLCA study of Porto and Parpia [36] is shown in Figure 2.13. This

study also addresses the estimation of the average pore size and geometrical

mean free path of quasiparticles inside aerogel `a as a function of porosity

`a = 1.76
(

1− P
100

)−1.1

, (2.41)

which relates directly to the mean free path of the ballistic quasiparticles

inside aerogel.

Numerous studies on 98 % aerogel suggest that the three most important

length scales have the values listed in Table 2.1.
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Table 2.1: Generally accepted values of the three different length scales of
98 % aerogel [13].

Average cluster diameter 3–5 nm
Correlation length 40–80 nm
Geometrical mean free path 120–170 nm

2.6.2 Transition of 3He to superfluid in aerogel

The superfluid transition of 3He is greatly suppressed in aerogel, as has

been shown experimentally with torsional oscillators [34, 37], acoustic spec-

troscopy [38, 39], NMR [26] and transport measurements [40]. The sup-

pression is present because the geometrical mean free path is of the same

order of magnitude as the coherence length of thermal excitations, which is

thus limited. The transition temperature differs between experiments and

even between aerogel samples of the same porosity. This is probably due

to the diversity of aerogel samples and different methods of manufactur-

ing them. Porto and Parpia [34] didn’t observe any superfluid transition

below 2.4 bar down to the lowest temperature 0.35 mK, and at higher pres-

sures they reported a similar pressure dependence as that in bulk, though

shifted by ∼ 0.5 mK towards lower temperatures. They also reported a dif-

ferent superfluid fraction than in the bulk. Sprague et al. [26] didn’t observe

any superfluid transition below 12.9 bar down to 0.9 mK. Fisher et al. [40]

observed the first sign of superfluidity around 7 bar and 0.5 mK in 150 mT.

2.6.3 Magnetisation of solid 3He on aerogel strands

As for many materials, several atomic layers of solid 3He are formed on the

surfaces when immersed in liquid 3He and exhibit the Curie-Weiss magneti-

sation described in Section 2.3.1. Since solid 3He is only a few nm thick and

lacks a regular crystalline lattice, the term “solid-like” 3He is more adequate.

Nevertheless, in this thesis the layer is often referred to as solid 3He for sim-

plicity. The total magnetisation M is then the sum of both solid magneti-

sation Ms and that of the liquid Ml between aerogel pores. Ml is constant

with temperature, while Ms ∼ 1/T. The specific surface area of aerogel is
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extremely high (∼ 1000 m2 g−1) and thus the solid component dominates

the magnetisation at the lowest temperatures. At the highest temperatures

the magnetisation of solid 3He is insignificant, so the liquid contribution is

dominant. In order to study only the superfluid NMR signal, aerogel is of-

ten coated with several non-magnetic layers of solid 4He [41, 42]. Recently,

an extensive NMR study was conducted by Colin et. al. [42] in order to

study the solid 3He layer across a wide range of pressures. They observed

a monotonic increase in the solid fraction and a decrease in the Curie-Weiss

temperature with pressure - a sign of the growth of disordered solid, see

Figure 2.14.

Figure 2.14: Linear rise of the amount of solid growing on aerogel and the
linear decrease of the Curie-Weiss temperature ΘC with pressure suggests

the growth of disordered solid 3He. Figure taken from [42].

2.6.4 Previous work in Lancaster

Previous work in Lancaster studied the magnetisation and heat capacity of

solid 3He on aerogel at the lowest temperatures well below 1 mK [12] with

an experimental cell shown in Figure 2.15. The experiment aimed to verify

the method of demagnetisation of solid 3He in order to reach ultra-cold

superfluid 3He. Our new experiment described in Chapter 6 shows much

similarity to this early work, results of which serve as motivation for further

study of the phenomena revealed.
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Figure 2.15: Schematic representation of the first aerogel demagnetisation
experiment. Note the large distance between the thermometer and the

aerogel. Modified from [12].

The aerogel sample immersed in superfluid 3He was precooled to 200 µK

in a magnetic field of 100 mT and subsequently demagnetised. The time de-

pendence of the superfluid 3He temperature during and after demagnetisa-

tion is shown in Figure 2.16. First, note that the final temperature of super-

fluid 3He is independent of the final magnetic field. In this experiment, the

vibrating wire thermometer was placed near the copper powder demagneti-

sation stage that remains at ∼ 200 µK which thus introduces a constant heat

leak, see Figure 2.15. The solid 3He, and perhaps the superfluid surround-

ing it, is probably much colder than the limiting measurement of ∼ 113 µK.

When demagnetising to lower magnetic fields below 9 mT, a kink in the

warmup curves was observed. Here, the warmup rate decreases signifi-

cantly, suggesting either an increase in the heat capacity of the system or

the existence of a latent heat, both signatures of a possible phase transition.

Utilising standard pulsed NMR methods, the group measured the to-

tal magnetisation of the system during a 6-day long warmup after demag-

netising to 33.3 mT, see Figure 2.17. At the highest temperatures, down

to ∼ 70 mK, the magnetisation of the Fermi liquid is the only contribution

(shown with a blue line). Below this temperature, the solid 3He dominates



Chapter 2. Background 30

0 2 4 6 8 10
Time after starting demag, hours

180

160

140

120

200

100

26.2 mT
9.11 mT
3.33 mT
1.60 mT
0.41 mT

B
u
lk

 3
H

e-
B

 t
em

p
er

at
u
re

, µ
K

120

110

130

0 1Time, h

Figure 2.16: Evoltion of superfluid 3He temperature after aerogel demag-
netisation. The lowest temperature 131 µK is independent of final field,
suggesting the solid 3He temperature is much colder, see the text. Note
the kink on warmup curves when demagnetising to magnetic fields below

9 mT. Figure taken from [12].

the total magnetisation with excellent agreement to the Curie-Weiss model

described in Section 2.3.1 with Curie-Weiss temperature ΘC = 0.48 mK

(shown with a red line). Below 1 mK, the solid 3He spin system is nearing

saturation and the Curie-Weiss model is no longer applicable. The measured

magnetisation at lowest temperatures below 130 µK, shown in the insert of

Figure 2.17, reveals two interesting features. First, the observed increase in

magnetisation below ∼ 130 µK is probably an artefact of thermometry. The

quasiparticle thermal conductance (derived in Section 2.2.3) rapidly drops

with temperature, causing a decoupling of solid the 3He temperature and

the temperature measured by the vibrating wire thermometer in the vicinity

of the copper demagnetisation stage. Without this decoupling, the magneti-

sation would probably follow the linear extrapolation of the higher temper-

ature data shown by the green line. A more striking feature is the drop of

magnetisation at the lowest measured temperatures. Since solid 3He works

as a refrigerant and can only warm up monotonically after the demagnetisa-

tion, the feature can not be of thermal origin. Bradley et. al. speculate that

this can be an indication of anti-ferromagnetic ordering within the solid.
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Similar ordering has been observed within bulk solid 3He at much higher

magnetic field and temperature (0.4 T and 1 mK [43]) and is of theoretical

interest (bulk solid 3He [44] and 2D solid 3He films [45]). The same dataset

is also shown in Figure 2.18 in order to highlight the well-followed ∼ 1/T

dependence of Curie Weiss solid as well as to show the Curie Weiss temper-

ature ΘC by extrapolation to zero magnetisation.

The main advantage of using solid 3He over copper for cooling the su-

perfluid is the ‘fast exchange mechanism’. Thanks to this mechanism, 3He

atoms move freely between the solid and liquid phases, contributing to bet-

ter thermalisation. This mechanism manifests itself as a merging of liquid

and solid NMR signature at low temperatures [46]. It not clear however, to

what extent this mechanism is present at ultra-low temperatures. J. Pollanen

et al. report an onset of decoupling of solid 3He spins from the superfluid at

around 1.2 mK [47]. Nevertheless, the Lancaster experiment has shown that

solid 3He can be successfully demagnetised to efficiently cool superfluid

down to at least 113 µK.

Our experimental setup described in Chapter 6 builds on previous find-

ings and introduces a few improvements. Further cooling is perhaps pos-

sible with better shielding from the heat load from the warmer nuclear de-

magnetisation stage and by studying the superfluid in the vicinity of the

aerogel sample. Moreover, the possible anti-ferromagnetic transition in solid
3He requires further investigation. A larger amount of aerogel will increase

the solid 3He NMR signal and better shielded thermometry might resolve

the heat capacity signature during this magnetic ordering. The introduction

of a cavity inside the aerogel should allow for the study of superfluid free

from any heat load and directly cooled by solid 3He.
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Figure 2.17: Temperature dependence of solid and superfluid 3He mag-
netisation measured on a warmup after demagnetisation to 33.3 mT. Figure

modified from [12].

Figure 2.18: The identical dataset as in Figure 2.17 plotted with inverse
temperature. The Curie Weiss law ∼ 1/T dependence of magnetisation
is clearly valid for the intermediate temperature range. The Curie Weiss
constant ΘC can be estimated by extrapolation to 0. At high temperatures
the curve deviates from the straight line as the Fermi liquid contribution
to total magnetisation becomes larger than diminishing Curie Weiss solid
contribution. At low temperatures, the rise of magnetisation is probably
an artefact of measurement as explained in the text. However, the sudden
decrease in magnetisation at the lowest of temperatures can not be assigned
to measurement artefacts and hints towards possible anti-ferromagnetic

ordering within the solid.
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Refrigeration

This chapter addresses the refrigeration techniques that are used for the

work presented in this thesis. Only a brief overview will be given as de-

scriptions of these techniques as well as their technical realisation are readily

available in the literature [11, 48].

3.1 Dilution refrigeration

Dilution refrigeration has been very successfully and extensively used in

low temperature physics as it is the only continuous cooling technique to

cool down below 0.3 K. The principle of operation is based on the sponta-

neous phase separation of a 3He-4He mixture to form a 3He-rich phase (the

concentrated phase - almost pure 3He) and a 3He-poor phase (the dilute

phase - only 6 % of 3He). This separation occurs at around 870 mK and is

present to the lowest temperatures. 3He gas can be preferentially extracted

by continuous pumping on a dilute liquid-gas phase boundary at a temper-

ature of about 0.5 K by a pump. This is most commonly done by a pump

external to the cryostat at room temperature [49], though internal cryop-

umping can also be implemented [50]. The 3He can thus be re-liquefied and

reintroduced to the concentrated phase, creating a non-equilibrium concen-

tration across the phase boundary. As the entropy of the dilute phase is

33
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larger than that of the pure phase, any 3He moving across the phase bound-

ary into the dilute phase, driven by the non-equilibrium concentration gra-

dient, creates entropy. As described by the second law of thermodynamics,

this requires heat ∆Q = T∆S. The heat ∆Q needed for this dilution, is the

useful power of the refrigerator.

The dilution refrigerator is used to precool the nuclear demagnetisation

stage, Section 3.2, down to about 7 mK (further precooling, though possi-

ble, would require unreasonably long waiting times). After reaching the

base temperature, the demagnetisation unit is thermally disconnected from

the dilution unit to allow further single-shot cooling down to the µK tem-

perature region. The description of the dilution refrigerator used for this

experiment can be found in [51].

3.2 Adiabatic nuclear demagnetization

To cool down further than about 2 mK made possible by the state of the

art dilution refrigerators, adiabatic nuclear demagnetisation is often used.

In our case, as well as in many others, copper is used as the refrigerant

to be demagnetised. Many other materials with nuclear magnetic moment

could be used, for example PrNi5 [52, 53]. Nevertheless, copper is readily

available, pure, easy to work with and relatively inexpensive. Moreover,

in the solid form copper has low internal magnetic field. In case of a fine

copper powder this field increases significantly, though this can be beneficial

in certain applications as discussed in Section 6.1.

Similarly to Section 2.3 we start with the partition function Z. For a

nucleus with magnetic moment I there are 2I + 1 sub-states labelled m,

where m = I, I − 1, . . .− I. The partition function is then

Z =
I

∑
m=−I

exp (−εm/kBT) . (3.1)
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The entropy S of such system can be again derived using (2.26) and we

obtain a similar result as for the two level system in (2.29)

S = n
[

kB ln (2I + 1)− λnB2

2µ0T2

]
, (3.2)

where n is number of moles and λn is molar nuclear Curie constant

λn =
NA I(I + 1)µ0µ2

Ng2

3kB
. (3.3)

For copper the situation is slightly more complicated since there are two

stable isotopes 63Cu and 65Cu with relative abundances of 69 % and 31 %

respectively. Both have I = 3/2 and thus 4 non-equally populated energy

levels. However, the principle outlined here stays the same. We can plot

the dependence of entropy on temperature in high and low magnetic field

using (3.2) as in Figure 3.1. The total entropy needs to be adequately aver-

aged with respect to the population of both isotopes and all energy levels.

The line from point A to B represents precooling in high magnetic field, in

S

Ti T

A

BC

Tf

Bi

Bf

dilution 
refrigerationdemagnetisationC'

Tf'

Figure 3.1: A schematic representation of a path followed during precool-
ing and demagnetisation. Copper refrigerant is precooled with the dilution
refrigerator in high magnetic field Bi (path A→B) until the base tempera-
ture Ti is reached. Subsequently, the thermal connection with the dilution
unit is broken and the field is reduced from Bi to B f , following the path
B→C and reaching Tf . However, the process of demagnetisation is not
ideal so realistically the sample reaches the point C’ at a slightly elevated

temperature T′f .

our case by dilution refrigeration. At point B the demagnetisation stage is
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thermally disconnected from the dilution refrigerator via a superconducting

heat switch and the magnetic field is slowly reduced. In a system with no

external heat leak and very slow magnetic field change, the increase of en-

tropy would be very small and temperature Tf would be reached. However,

in real life, the external heat leak causes system to follow the path B →C’

with final temperature T′f > Tf .

From (3.2) it is evident that if the system is isolated and entropy is kept

constant, the temperature must decrease proportionally with decreasing

magnetic field and we come to a simple equation

Tf = Ti
B f

Bi
. (3.4)

This suggests that if we demagnetise to zero final field, the final temper-

ature would also be zero, thus violating the second law of thermodynamics.

The field is actually a superposition of the external magnetic field B and

internal interaction magnetic field from the neighbouring nuclei B′ (around

0.3 mT for copper).

Tf = Ti ·

√
B2

f + B′2√
B2

i + B′2
. (3.5)

The situation is similar to the effective field in the Curie-Weiss model de-

scribed in Section 2.3.1.

The initial field in our case is 8 T and we demagnetise down to about

30 mT, which is the magnetic field required for NMR measurements at our

designed frequency of 1 MHz. This should result in the reduction of temper-

ature by a factor of 260, but in reality this is lower. Equation (3.5) assumes

the refrigerant is always in thermal equilibrium with 3He and that there is

no external heat leak into the system, which is naturally not the case. To

get at least close to the internal thermal equilibrium the rate of change of

magnetic field should be kept low and thus the demagnetisation is usually

carried out on a timescale of several hours overnight. Moreover, one can

not neglect the entropy of the 3He itself, with SHe ∝ T. The proportionality
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in (3.2) becomes

S ∝
B2

T2 + T , (3.6)

agreeing with the line B→C’ in Figure 3.1. The low rate of change also

reduces losses by eddy currents induced in copper which manifest as a heat

leak with Q̇ ∝ Ḃ2.

In our experiment the copper demagnetisation is used to precool the

aerogel sample with a layer of solid 3He with local initial magnetic field

of 150 mT. This field will be reduced to 30 mT cooling the sample further.

There is no need for a heat switch at this stage, because quasiparticle con-

ductance rapidly drops below 140 µK and thus the heat contact with copper

quickly becomes negligible. The aerogel demagnetisation stage is discussed

in more detail in Chapter 6.



Chapter 4

Mechanical Oscillators

Mechanical oscillators serve as our primary tool in 3He experiments, not

only to measure the temperature of the superfluid. Conventional resistance

thermometers are inaccurate at microkelvin temperatures due to the large

thermal boundary resistance between the fluid and the thermometer in ad-

dition to significant self-heating. The method of probing the superfluid

directly by measuring the damping of a mechanical oscillator has proven

to be a superb tool at ultralow temperatures thanks to the elimination of

thermalisation problems as well as having a relatively low heat load.

The standard vibrating devices present in the experiments described in

this thesis are Vibrating Wire Resonators (VWR) and Quartz Tuning Forks

(QTF). This chapter describes the basic principles of their operation and the

underlying mechanism of the fluid damping.

4.1 Oscillator fundamentals

An oscillating device can be modelled as a simple mass m0 on a spring

with spring constant k driven at angular velocity ω by a periodic force F =

F0eiωt. The mass also experiences a restoring force −ω2
0x coming from the

spring and a damping force −λẋ from the fluid. Note that we assume a

damping force that is linearly dependent on the velocity, which is true for

38
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low velocities. For such a system we can write an equation of motion

m0ẍ + λẋ + m0ω2
0x = F0eiωt , (4.1)

where ω0 is the natural frequency of the oscillator

ω0 =

√
k

m0
. (4.2)

In the case of an oscillator submersed in a fluid, the damping term λ is

not sufficient to describe all fluid effects. Extra mass m′0 is added to the mass

of the oscillator m0 to take into account the fluid dragged by the oscillator

as well as the effect of the backflow around it

m = m0 + m′0 . (4.3)

Naturally, we expect harmonic motion for the velocity

ẋ = ẋ0eiωt . (4.4)

We can substitute this particular solution into the equation of motion (4.1),

solve for ẋ0 and obtain a complex Lorentzian function for the velocity am-

plitude

ẋ0 =
F0iω

−ω2m + iωλ + k
, (4.5)

which can be split into real and imaginary components with Re(ẋ0) being

the in-phase velocity of the object

Re(ẋ0) =
F0ω2λ

ω2λ2 + (ω2m− k)2 , (4.6a)

Im(ẋ0) =
F0ω

(
k−ω2m

)
ω2λ2 + (ω2m− k)2 . (4.6b)

The frequency dependence of both components is plotted in Figure 4.1.

At resonance, the velocity of the oscillator is maximum and Re(ẋ0) will
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Figure 4.1: Frequency dependence of real (red) and imaginary (blue) com-
ponents of velocity around resonance.

reach its maximum value. The condition

ω2m− k = 0 , (4.7)

must apply, leading to a resonance frequency

ω′ =

√
k
m

=

√
k

m0 + m′0
. (4.8)

Moreover, at maximum when ω2m− k = 0 we get

Re(ẋ0) =
F0

λ
. (4.9)

The shift in frequency from an oscillator in vacuum to the one damped by

liquid is then

∆ f1 =
ω−ω′

2π
=

1
2π

(√
k

m0
−
√

k
m0 + m′0

)
. (4.10)

The imaginary component of velocity reaches a maximum when Re(ẋ0)

is at half of its maximum value. This occurs at a frequency ω1/2, which can

be found by solving

ω2
1/2λ2 +

(
ω2

1/2m− k
)2

= 0 , (4.11)
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The width of resonance at half height is then the difference between the two

roots of the quadratic equation (4.11),

∆ f2 =
ω+

1/2 −ω−1/2

2π
=

λ

2πm
. (4.12)

Substituting into (4.9) and realizing that max [Re(ẋ0)] is the velocity at max-

imum resonance v0, we get

∆ f2 =
F0

2πv0m
=

F0

2πv0
(
m0 + m′0

) . (4.13)

For the steadily driven oscillator such as our case, the rate of energy loss

relative to the stored energy in the oscillator is described by the Q factor,

often called the ‘quality’ of the resonance

Q =
f0

∆ f2
. (4.14)

Lower the energy dissipation, higher the Q factor and longer longer the ring

down time of the oscillator.

Lastly, we introduce a useful fundamental property of the resonance

called ‘Height times Width over Drive’ (HWD). The value is independent

of temperature and represents the area under the resonance curve. It is

often used to describe the ‘strength’ of the resonance

HWD =
v0∆ f2

F0
=

1
2πm

. (4.15)

4.2 Vibrating wire resonators

One of the most simple resonators to make is a vibrating wire. The device is

sensitive down to ∼ 100 µK in 3He [54] and has been used extensively by the

Lancaster Group [40, 55, 56]. The resonator consists of a superconducting

wire bent to form a semicircular loop with both ends firmly glued to a base

plate. A constant magnetic field B is applied perpendicular to the plane

of the wire. The wire resonates when alternating current is applied at a
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frequency corresponding to the natural frequency of the loop due to the

electromagnetic force

F = B× I · D , (4.16)

where D is the spacing between the legs of the wire and I is the driving

current

I = I0eiωt . (4.17)

The motion of the wire is detected through the induced Faraday voltage

V =
d (B · A)

dt
, (4.18)

where the area of the semi-circular loops is A = πD2/8 and the angular

frequency of the wire is ω = 2ẋ2/D. The rate of change of the area is

naturally Aω. The magnetic field is static along the ẑ-axis, so the induced

voltage is given as

V =
π

4
BDẋ . (4.19)

Combining (4.13), (4.16) and (4.19), the HWD parameter of the VWR can be

obtained

HWDVWR =
V0∆ f2

I0
=

B2D2

8m
. (4.20)

4.3 Quartz tuning forks

Another widely used [57–59] resonator is the quartz tuning fork (QTF). Un-

like the VWR, forks do not require an external magnetic field to operate.

The QTF is like a regular tuning fork but much smaller and made from a

single quartz crystal wafer. Quartz is a piezoelectric material, so when the

fork is driven by an alternating potential, the potential difference causes

a stress. This stress leads to charge separation and an alternating current

proportional to the time derivative of the displacement is induced

I = aẋ , (4.21)
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with a proportionality constant a, named the fork constant. At resonance,

the response of the force to the driving voltage as

F0 =
aV0

2
, (4.22)

where the coefficient 1/2 is a convention taking into account that the dissi-

pation comes from both legs of the fork. In contrast to a VWR, the driving

force of the QTF is expressed in terms of voltage V and the displacement in

terms of induced current I. We can express the tuning fork HWD parameter

using the values of current and voltage at resonance as

HWDTF =
I0∆ f2

V0
. (4.23)

Inserting (4.13), (4.21) and (4.22) we can express the HWDTF in terms of fork

constant a and the effective mass

HWDTF =
a2

4π
(
m0 + m′0

) . (4.24)

Blaauwgeers et. al. [59] derived the effective mass of one leg in vacuum as

m0 = 0.24267ρqLWT , (4.25)

where L, W and T are fork dimensions shown in Figure 4.2 and ρq is the

density of quartz (ρq = 2.659 g/cm3).

4.4 Damping of the oscillators

Now, after descriptions of the mechanical objects, the fluid contribution can

be introduced. The fluid damping of 3He can be described in two different

limiting regimes. First, the hydrodynamic regime, apparent at higher tem-

peratures, is a mixture of normal 3He viscous and hydrodynamic damping.

This description is successful both in the normal phase of 3He and, using
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Figure 4.2: Tuning fork dimensions. Figure taken from [59].

the two fluid approach, in the high temperature superfluid B-phase of 3He,

although corrections for finite mean free path effects are necessary [60].

Below 0.3 Tc, damping can no longer be described in terms of local pa-

rameters such as viscosity and one enters the ballistic regime. Here the

system is modelled as dilute gas of quasiparticles interacting with the oscil-

lator. The following sections briefly describe both regimes.

4.4.1 Hydrodynamic regime

When the oscillator is immersed in a fluid, the resonant frequency decreases

from the vacuum value f0vac, while the width of the resonance increases

from the vacuum value ∆ f2vac. The effect can be described in terms of the

oscillator mass enhancement with two contributions: fluid backflow around

the moving object and viscous drag. We recall the effective mass from (4.3)

m = m0 + m′0 = m0 + βρHeV + BρnfSδ , (4.26)

where ρHe is the density of helium, ρnf is normal fluid density, S is the

surface area of the oscillator, β and B are the geometrical factors of order of

unity [61], and δ is the viscous penetration depth, describing the thickness

of the fluid layer which is affected by the oscillator motion [62]. The fluid

velocity exponentially decreases with distance x away from a moving object
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with velocity v0 as

v(x) = v0e−x/δ. (4.27)

The momentum clamped to the oscillator can be expressed as

p =
∫ ∞

0
ρv(x)dx = ρv0δ . (4.28)

The penetration depth is given by

δ =

√
η

π f ρnf
. (4.29)

4.4.2 Ballistic regime

At temperatures below 0.3 Tc, the mean free path of quasiparticles exceeds

the cell dimensions. This ballistic limit means we have to model the system

as a dilute gas of quasiparticles interacting with the oscillator.

Imagine a paddle with surface area A being dragged through this gas of

n quasiparticles, each moving at group velocity vg with Fermi momentum

pF. The paddle will experience a drag force F in the opposite direction to

its velocity. On a reflection, each quasiparticle exchanges momentum 2pF

with the paddle. The drag force can then be calculated from the difference

in the total rate of momentum exchange between the front and back side of

the paddle

F = ṗfront − ṗback =
1
2

A
〈
n
(
vg + v

)〉
2pF −

1
2

A
〈
n
(
vg − v

)〉
2pF = 2AnvpF ,

(4.30)

where v is the velocity of the paddle. However, the calculations deviate

from experiment significantly. In reality the paddle experiences a force 3

orders of magnitude larger than that of the equation (4.30). It is apparent

that a more complex mechanism takes place.

Our simple kinetic argument neglects the superfluid velocity field around

the moving paddle. As the paddle moves, there will be some liquid moving

together with it at the close proximity of the paddle. The liquid far away
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from the paddle will be at rest with the container walls. We can perform

a Galilean transformation from this reference frame, where a quasiparticle

with group velocity vg becomes vg + v in the proximity of the paddle. The

stationary dispersion diagram shown in Figure 2.3 will modify, since all the

states gain energy pFv as shown in Figure 4.3 [63].

p

E

EF pF-pF
0

Δ Δ+pFvΔ-pFv

v

Figure 4.3: Dispersion curve for the fluid moving with velocity v in the
reference frame of the bulk superfluid.

The simple scattering process described previously is still valid between

the moving fluid and the paddle since in their frame of reference they are

both stationary. The collision of quasiparticles with the paddle is elastic,

exchanging momentum 2pF with the paddle. Both holes and excitations

can keep their character after scattering, since there are states available with

opposite momentum.

p

E

EF pF-pF
0

Δ

1 2 3 4

p

E

EF pF-pF
0

Δ

(a) (b)

Near paddleFar away from paddle

Figure 4.4: Dispersion curves of the superfluid (a) away from and (b) near
the paddle. The bulk states away from the paddle from the −p side of the
dispersion curve are free to enter the moving superfluid near the paddle
surface. The distant states from the +p side must be retro-reflected back

into the bulk.
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The situation is different in between the stationary and the moving fluid

as shown in Figure 4.4. The quasiparticle 1 and the quasihole 2 coming

from bulk superfluid are free to enter the moving superfluid as there are

states available. These quasiparticles can then scatter from the paddle as

described previously. Quasiparticle 3 and quasihole 4 however can not enter

the moving superfluid as there are no states available with their energy

and momentum. Quasiparticle 4 can only be retro-reflected back, but since

its energy must be converted, it will be reflected as a quasihole with the

almost exact opposite momentum. The same principle in reverse applies for

a quasihole 3. Note that there is a momentum difference between 3 and 4 as

shown in Figure 4.4, but this effect is negligible compared to the momentum

exchange with the paddle 2pF. The retro-reflection of an opposite type of

excitation is called Andreev reflection with analogy to a similar process on the

boundary between normal state material and a superconductor.

The imbalance caused by only some particles being able to scatter on the

paddle is the cause of the increased damping. Excitations travelling towards

the front of the paddle are free to scatter with it and exchange momentum.

On the other hand, holes in front of the wire must be Andreev-reflected

becoming quasiparticles with very little momentum exchange. Similarly,

quasiparticles behind the wire get Andreev-reflected while holes are free to

scatter. The normal small imbalance between the momentum transfers from

quasiparticles (or quasiholes) in front and behind the moving object is no

longer possible, leading to the enhanced damping.

We can quantify this damping the force by calculating the force per unit

area of each branch of the dispersion curve. For branches 1 and 2 all the

quasiparticles are free to scatter from the paddle, thus we can write the force

per unit area as

F1,2 = 2pF
〈
nvg
〉

, (4.31)

where
〈
nvg
〉

is the average quasiparticle flux derived in (2.13)

F1,2 = 2pFg(pF)kBTe−∆/kBT . (4.32)
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In the case of branches 3 and 4, only the excitations with energies above

∆ + pFv are able to reach the paddle. We can no longer simply use
〈
nvg
〉

but instead

F3,4 = −2pFg(pF)
∫ ∞

∆+pFv
e−E/kBT dE = −2pF

〈
nvg
〉

e−pFv/kBT . (4.33)

The force responsible for the damping is naturally the sum of the force

contributions

F = F1,2 + F3,4

= 2pF
〈
nvg
〉
− 2pF

〈
nvg
〉

e−pFv/kBT

= 2pF
〈
nvg
〉 [

1− e−pFv/kBT
]

.

(4.34)

For low velocities, we can use the Taylor series for ex and obtain

F = 2pF
〈
nvg
〉 pFv

kBT
(4.35)

while at large velocities the damping force is constant

F = 2pF
〈
nvg
〉

. (4.36)

4.4.2.1 Thermometry in ballistic regime

In practice, measurements fulfil the low velocity criterion. Our derivation of

the drag force on the paddle was limited to one dimension. Now, to include

the geometry of the object and the behaviour of the flow around it, an extra

proportionality constant γ on the order of unity is introduced

F = 2Aγ
〈
nvg
〉 p2

Fv
kBT

. (4.37)

Recalling the equation of motion of a driven damped harmonic oscillator

(4.1), the term −λv was used to describe the damping force. From the

solution of this equation of motion the width at half height ∆ f2 was shown
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in (4.12) to be

∆ f2 =
λ

2πm
=

Fdamping

2πmv
. (4.38)

Substituting (4.37) we get

∆ f2 = γ′
p2

F
〈
nvg
〉

kBT
(
m0 + m′0

) , (4.39)

where γ′ is a combination of multiple previous geometrical constants

γ′ = Aγλπ . (4.40)

The pre factor γ′ is very difficult to measure directly, because the damping

force is changing dramatically with temperature and any small uncertainty

in the temperature scale gives rise to great uncertainty in γ′. Based on

bolometer measurements [64] it was estimated as γ′ = 0.28 for a 4.5 µm

thick vibrating wire. Calibrating against such a wire, γ′ was found to be

0.62 for a 32 kHz quartz tuning fork [5].

Expressing the quasiparticle flux as in (2.13) we obtain

∆ f2 = γ′
p2

Fg(pF)(
m0 + m′0

) e−∆/kBT . (4.41)

It is convenient now to gather all the parameters that do not depend on

temperature into a new constant

γ′′ =
γ′p2

Fg(pF)

m0 + m′0
=

γ′p2
Fg(pF)

m
. (4.42)

The model is almost complete, but we must not forget the intrinsic

damping arising from internal mechanical losses in the wire or quartz. This

damping is always present and in principle it can be measured in vacuum

when no other damping is present. In practice however, we often use the

value when immersed in superfluid when T → 0 as at the lowest achiev-

able temperatures the other damping contributions are small. The internal
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mechanical losses add an extra intrinsic width component into (4.41) as

∆ f2 = ∆ f2vac + γ′′e−∆/kBT . (4.43)

Rearranging for T we get to the final expression to estimate temperature

from the measured width at half height

T =
∆

kB ln
(

γ′′

∆ f2− f0vac

) . (4.44)

In this derivation we did not include damping caused by the acoustic

emission. The acoustic damping is present, however in our frequency rang

the effect is very small and can easily be neglected.

4.4.2.2 Width parameter

Because the change in resonant width of the oscillator δ∆ f2 depends on

temperature, when comparing power at different temperatures it is of more

appropriate to use the quantity called the width parameter W [65]

W = δ∆ f2 · T · (∆0 + kBT) . (4.45)

For a steady state, the width parameter is proportional to the dissipated

power in the volume of a bolometer.

4.5 Velocity enhancement factor

The flow of any object through a fluid creates a flow pattern with a certain

velocity profile which strongly influences the drag force. Flow patterns are

governed by the object’s geometry, and in case of our oscillators assum-

ing a simple infinitely long smooth cylinder is sufficient for most applica-

tions. The full potential flow derivation from Navier Stokes equations for

incompressible, non-viscous fluid can be found in any fluid dynamics hand-

book [66], and the resulting flow pattern is shown in Figure 4.5. The moving
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Figure 4.5: Potential flow of non-viscous fluid around a cylinder in a mov-
ing frame of reference. Note the points of maximum flow velocity in the

surface layer.

frame of reference is used in which the cylinder is stationary and the fluid

far from the cylinder moves at velocity v. The figure shows that the veloc-

ity profile along the surface layer of the cylinder is not homogeneous. The

maximum velocity is reached in the plane perpendicular to the flow and

crosses the middle of the cylinder with vmax = 2v. This point of maximum

velocity is important because it dominates the dissipation processes as we

will see in Section 5.

4.6 Circuit diagrams

The electrical circuit diagram necessary to measure a vibrating wire is shown

in Figure 4.6. The input AC signal comes from an Agilent Technologies

33220 signal generator. In the case of VWRs, the generator is connected

to a home made ‘drive box’. The box consists of series of resistors (1 MΩ,

100 kΩ, 10 kΩ, 1 kΩ and 100 Ω) to vary the drive current. Moreover, there is

a fixed 6:1 step-down transformer to break earth loops and reduce the drive

voltage. The signal then travels to the device after which, with the exception

of tantalum wires, the induced electromagnetic field is amplified by a 30:1

step-up transformer on the 4 K plate. The signal is detected by a Stanford
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Instruments SR830 phase sensitive lock-in amplifier synchronised with the

generator.

Signal
generator

Drive
box

Vibrating
wire

Step-up
transformer

Lock-in
amplifier

phase sync

Figure 4.6: Simplified electrical circuit schematic of a typical vibrating wire
resonator.

The QTF setup is quite similar to that of the VWR, see Figure 4.7. The

signal from the generator is attenuated at room temperature by a 60 dB or

80 dB attenuator, depending on the desired drive amplitude. The result-

ing current is amplified and converted to voltage at room temperature by

a Stanford Instruments SR570 high bandwidth current pre-amplifier. Simi-

larly to VWRs, the amplified signal goes to a lock-in amplifier phase-locked

with the generator.

Signal
generator

Attenuator
60 or 80db

Tunning 
fork

Current 
preamplifier

Lock-in
amplifier

phase sync

Figure 4.7: Simplified electrical circuit diagram of quartz tuning fork.

The wiring down the cryostat differs depending on the device. Gener-

ally, tuning forks are more sensitive to noise and stray capacitances, thus

coaxial cables with the outer shield grounded are used down to mixing

chamber plate. From there, the coaxial cable is changed for a pair of super-

conducting wires twisted together. One is grounded while the other carries

the signal. For the top tuning fork (see Section 6.2), superconducting leads

twisted together were used to reduce the number of required coaxial lines,

since the sensitivity of this probe was already reduced due to an unexpect-

edly large resonance width. VWR’s generally do not require the use of
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coaxial cables for wiring inside the cryostat, so twisted pairs of supercon-

ducting wires are used instead.

4.7 Modes of operation

The oscillating objects can be measured in various ways depending on the

level of accuracy required and the acquisition time. The following section

describes the three most common modes of operation and shows their pros

and cons.

4.7.1 Frequency sweeps

The frequency sweep is the most often used mode of operation of the me-

chanical oscillator. The frequency of the alternating current is changed while

its amplitude is held constant. Plotting the induced signal one obtains the

Lorentzian shape of the resonance similar to that shown in Figure 4.1. Res-

onance parameters such as resonant frequency, width at half height and

the height of the resonance are obtained by fitting the in-phase and out-of-

phase curves. The HWD of the drive is then calculated and stored. The

non-resonant background signals (from capacitive/inductive coupling and

crosstalk) are also determined from the fits. The background signals are

usually remeasured in zero magnetic field at the end of the demagnetisation

cycle for more accurate post-run analysis and thermometry. A LabVIEWTM

data acquisition program controls the sweep, the acquisition and real-time

analysis of the sweep. This program processes the curves, stores the pa-

rameters and uses them in feedback to adjust the next sweep. In order to

get an accurate fit, the range of the sweep should not be smaller than about

three times the width of resonance. Around 200 points per sweep is usually

sufficient for a good fit. The time between each point of the sweep is set to

be no shorter than the intrinsic response time of the oscillator τ in order to

avoid ringing

τ =
1

π∆ f2
. (4.46)
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Ideally, waiting times per point as long as 3τ to 5τ are preferable. As men-

tioned earlier in Section 4.1, the τ is proportional to the the Q factor of

resonance

τ =
Q

π f0
. (4.47)

4.7.2 Amplitude sweeps

Once the resonant frequency is known, an amplitude sweep can be per-

formed. During such a sweep, the amplitude of the driving signal is changed

and the response of the device is recorded. The driving signal is kept at the

resonant frequency of the device during the sweep. This is done by mini-

mizing the ratio of the out-of-phase to in-phase components of the signal.

This procedure requires good knowledge of the non-resonant background,

which must be obtained beforehand with the previously mentioned off-

resonance frequency sweeps in zero magnetic field.

Figure 4.9 shows the typical curve obtained from an amplitude sweep

of the tuning fork. Three distinct regimes are apparent. Firstly, at the low-

est drives i.e. at lowest velocities, the damping of the oscillator increases

linearly with velocity. Increasing the drive, the response of the wire be-

comes non-linear as it enters Andreev regime mentioned in Section 4.4.2.

Lastly, above a certain drive amplitude corresponding to a critical velocity

vc ≈ 9 mm s−1 [67], the oscillator begins to break Cooper pairs surrounding

the wire and the damping dramatically increases. The new damping arises

because at vc the dispersion curve in proximity of the oscillator is tilted

enough (recall Figure 4.3) so that the Cooper pairs can break without any

extra energy, see Figure 4.8.

- creating quasiparticles that scatter into the bulk superfluid. This is the

so called Landau critical velocity vL, predicted by Landau [1] already in the

early days of forming superfluid helium theory. The mechanism of dissi-

pation resulting in a critical velocity is the main focus of the experiments

described in Section 5.
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Figure 4.8: The dispersion curve for the fluid moving at Landau critical
velocity vL.
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Figure 4.9: An example of velocity dependence of a damping force for a
quartz tuning fork.

4.7.3 Resonance tracking

Sweeping the full frequency range of the oscillator gives the most accurate

measurement, but sometimes the properties of the fluid are changing too

rapidly to be observed accurately with the slow full sweep. The resonance

tracking technique is appropriate for these situations where the oscillator is

driven at its resonant frequency with fixed amplitude and the parameters

of the resonance are determined from the height of the signal. We can

track the changing frequency with a similar feedback loop to the one used

for amplitude sweeps. Readings can be taken at much faster rates with

about one second per measurement compared to at least ∼ 60 s required

for the full sweep [68]. However, similarly to the amplitude sweep, a well
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characterised background signal is crucial for these measurements and post-

run analysis is required.



Chapter 5

Floppy Wire Experiment

The Floppy Wire is a unique instrument allowing for uniform linear (DC)

movement of a macroscopic object through superfluid 3He for the very first

time. The device is based on a method for moving a wire through solid
4He pioneered by Berent and Polturak [69]. The Floppy Wire has been built

in Lancaster [70] and has already produced unexpected discoveries when

studying superfluid dissipation under DC motion [7]. A model explaining

the observed anomalously small dissipation was proposed and the aim of

the following experiments was to verify it.

This chapter first introduces the device and the means to achieve uni-

form linear motion. An overview of previous results with the device and

an explanation of the proposed dissipation mechanism follows. The new

experimental data on the frequency dependence of the dissipation as well

as on the dissipation during various accelerations of the wire is shown and

discussed in detail. The experiment with the driving the Floppy Wire at a

higher frequency overtone is also mentioned, though the results are incon-

clusive.

5.1 Device

The Floppy Wire is essentially a VWR with much heavier mass and lower

quality factor. Thanks to the larger size of this object, it allows for a large

57
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range of motion and a variety of measurement modes described below.

The Floppy Wire is placed at the top of the inner cell of the ’Lancaster

style’ nuclear demagnetisation stage mentioned in Section 6.1 and is fully

immersed in superfluid 3He.

Unlike a traditional VWR, the Floppy Wire is goalpost-shaped and of

much larger size, with a leg spacing of 9 mm and leg length of 25 mm. The

wire itself is much thicker too: single-core NbTi wire with an outer diameter

of 137 µm was used. Copper cladding and Formvar electric insulation sur-

rounding the superconducting core was not removed in order to strengthen

the wire as well as to increase its mass, decrease the resonant frequency and

Q factor. Q ' 5500 was previously measured in vacuum at a temperature

of a few mK [71], about two orders of magnitude lower than that of the

standard quartz tuning fork [72].

As shown in Figure 5.1, a set of copper detection coils are wrapped

around the outer cell on the same level as the wire’s crossbar. The two coils

are wound in the opposite direction. A small high frequency (96.4 kHz)

probe signal added to the Floppy Wire drive current is then picked up by the

coils. This signal has a frequency very far away from the resonance so it does

not interfere with the motion measurements. The strength of the detection

signal depends on the distance between the coils and the wire, and is used

to determine the position of the wire inside the cell to an accuracy better

than 0.5 mm. The detection coils also allow for determining the velocity

of the wire by differentiation of the position, however poor signal to noise

ratio of this method does not allow for accurate measurements. A less noisy

signal can usually be obtained from measuring the induced voltage on the

wire itself in the traditional manner discussed in Chapter 4. For this reason,

in the experiments described in this chapter the detection coils were not

used for anything else other than position calibration.

A schematic representation of the Floppy Wire electrical setup is shown

in Figure 5.2. The setup shares similarities with the VWR setup shown in

Figure 4.6, but is a little more complicated. The wiring can be split into
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Figure 5.1: The Floppy Wire device and part of the experimental volume.
The Floppy Wire is immersed in superfluid 3He and placed in a magnetic
field oriented along the vertical axis. A set of detection coils wrapped
around the cell can detect the position of the wire with a generated emf.
A quartz tuning fork and vibrating wire thermometers are placed in the
vicinity of the wire and are used to measure the thermal response of the

condensate.

two distinct parts. The first AC part used for frequency sweeps is almost

identical with a VWR, with a signal generator feeding AC pulses through a

drive box to the Floppy Wire. The wire response signal is measured with a

phase synchronised lock-in amplifier directly, without a step-up transformer

as in the case of a VWR. The step-down transformer present in the VWR

drive box is also missing, as it is not necessary to reduce the signal strength.

(Moreover, the very low resonant frequency of the Floppy Wire of about

∼ 66 Hz limits the use of transformers anyway.)

DC measurements are performed with a separate set of leads due to the

higher currents required. The leads are copper down to the 4 K flange and

superconductors below. This setup also allows for driving the Floppy Wire

in AC mode around an equilibrium position other than 0 A corresponding

to the middle of the cell. The AC signal from the low frequency signal

generator can be simply added on top of the DC offset signal from the DC

power supply.
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Figure 5.2: Simplified electrical circuit diagram of the Floppy Wire device.

Two thermometers in the vicinity of the Floppy Wire were used to deter-

mine the drag force exerted on it (the method is introduced in Section 5.3).

Both thermometers are connected in a standard setup described in Sec-

tion 4.6 with their output signals pre-amplified by the low noise current and

voltage amplifiers (Stanford Instruments SR570 and SR560 respectively).

The output of the lock-in amplifiers from the thermometers is measured by

a fast data acquisition setup (DAQ) using a sample rate of 20 000 samples/s.

5.2 Uniform motion

Achieving uniform motion is crucial for the Floppy Wire experiments. Since

the fluid damping is low, avoiding transient oscillations is not straightfor-

ward. The method used to drive the oscillator was originally developed

by Dmitry Zmeev (also independently by Roch Schanen) to ensure uniform
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Figure 5.3: Floppy Wire frequency sweep around the fundamental mode
of resonance at 173 µK in a magnetic field of 132 mT. The plot shows the
in-phase and out-of-phase components of measured voltage. The full line
shows fits of the Lorentzian curves to determine the characteristics of the

resonance.

motion of a grid to generate turbulence in 4He [73]. The same method can

be applied to a Floppy Wire and is described in the following section.

5.2.1 Equation of motion

The Floppy Wire motion can be described by the equation of motion

F(t) = mẍ(t) + λẋ(t) + mω2
vacx(t) , (5.1)

where F is the time-dependent driving force, λ is the damping term and

ωvac is the resonant frequency in vacuum. The force relates to a drive cur-

rent I simply as

F = BIl , (5.2)

where B is the intensity of the external magnetic field and l is the length of

the Floppy Wire crossbar (9 mm).

A successful ramp is achieved when the Floppy Wire is moved from

the initial equilibrium position to another equilibrium position at distance

d at a uniform velocity v without any overshoot or transient oscillations.

Previous efforts have shown that simply increasing the driving current I
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linearly leads to strong oscillations [74]. The origin of such oscillations is

in the discontinuity of the first and second derivatives of the driving force

in the beginning and the end of the ramp pulse. Such oscillation can be

strongly reduced by controlling the driving force so that ẍ(t) is smooth at

all times.

We can illustrate the method on a simple ramp moving the Floppy Wire

over distance d at constant velocity v. We choose the time dependence of

position as follows

x(t) =


vtacc(1− t

2tacc
)( t

tacc
)3, 0 < t ≤ tacc

vt, tacc < t ≤ t3 − tacc

d− vtacc(1− t
2tacc

)( t
tacc

)3, t3 − tacc < t ≤ t3 ,

(5.3)

where tacc is the acceleration time to velocity v as well as the deceleration

time to stop the Floppy Wire . The chosen x(t) results in a parabolic and

continuous acceleration profile ẍ(t) ∼ t2. This profile shows no transient

oscillations when driving a vibrating grid [73] and is just as effective for

our case. The absence of oscillations is apparent on the emf signature of the

Floppy Wire during a short burst pulse as shown in Figure 5.4b.

5.2.2 Fork constant calibration

In order to derive the force from measurements of the displacement x(t),

knowing the spring constant k of the Floppy Wire is necessary. First, we

can calibrate the displacement by slowly increasing the DC drive current

through the Floppy Wire and measuring the response of the pick-up coils

as shown in Figure 5.4a. An emf is induced in the pickup coils due to the

small high frequency signal added on top of the DC drive current. When

the coil signal stops increasing the Floppy Wire has hit the cell wall and can

move no further.

Alternatively, when an AC signal close to the resonant frequency is

added to a DC offset, the Floppy Wire oscillates around its new equilibrium
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position and its velocity can be estimated from the emf across the wire. On

increasing the DC offset, once the cell wall is reached the emf vanishes as

the Floppy Wire is no longer able to move, see Figure 5.4b. Both methods

are consistent in determination of the touching voltage.

Figure 5.4: Calibration of the Floppy Wire wire position within the cell. a)
The emf of the pickup coils as the wire is moved across the cell. When the
emf stops increasing the cell wall was reached. b) Alternatively, the emf of
the Floppy Wire wire directly related to its velocity can be measured. The
plot shows the induced voltage at two positions near the wall and touching

the the wall.

The process is repeated on both sides of the cell. Since the displacement

of the top of the wire is small compared to the Floppy Wire’s leg length, we

assume it to be linear with applied current. Knowing the cell dimensions,

the total distance between the both wall positions is d = 12.1 mm. The

spring constant is then

k(B) =
Vt1 + Vt2

d
, (5.4)

where Vt1 and Vt2 are touching voltages shown in Figure 5.4a.

The calibration was performed at 80 mT (1 A in the main magnet, cor-

responding to HWD0 = 5.025× 104 nV Hz/mV for the Floppy Wire reso-

nance) leading to k0 = 0.29 mm/V. The spring constant linearly depends

on the magnetic field strength, thus for a different external field we write
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k(B) = 0.29 mm/V ·

√
HWD(B)

5.025× 104 nV Hz/mV
. (5.5)

This calibration was used for all the experiments in this work with the ex-

ception of Figure 5.7 which dates prior to this calibration.

5.2.3 Resulting driving force

We have introduced the desired profile of displacement as well as the esti-

mation of the spring constant k. We can now rewrite the driving force from

(5.1) in the form

F = k
ẍ + 2π∆ f2ẋ + (2π f0)

2 x

(2π f0)
2 . (5.6)

Before every set of ramps it is necessary to perform a Floppy Wire frequency

sweep to determine the three temperature and magnetic field dependent

parameters that influence the driving force: width of resonance ∆ f2 and

resonant frequency f0 for the force equation (5.6) and the HWD parameter

to determine spring constant in (5.5). An example of a calculated drive

voltage together with the expected Floppy Wire position and velocity is

shown in Figure 5.5.
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Figure 5.5: Calculated driving voltage to move the Floppy Wire by 1 mm at
constant velocity of 50 mm s−1. The expected time dependence of position

and velocity are also shown.
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5.3 Thermal response to Floppy Wire motion

Unfortunately, past efforts to measure the damping force exerted on the

Floppy Wire directly with the pick-up coils from the lag of its position be-

hind the driving force proved to be unsuccessful [75]. Since this lag is very

small, the signal to noise ratio did not allow the position to be resolved with

enough resolution to be of any use.

Therefore, a different method of determining the damping force indi-

rectly has been developed. We can infer the dissipation from the increase

in quasiparticle density measured by two nearby thermometers. As shown

in Figure 5.1, there is a quartz tuning fork (called TF2) placed just under

the Floppy Wire as well as a NbTi vibrating wire (called µµµ1 and with

wire diameter 4.5 µm). The µµµ1 wire is used as the main thermometer due

to the better quality of the signal. The analysis of the response of the TF2

signal produces a similar result, albeit with a lower signal-to-noise ratio.

Dissipation due to movement of the Floppy Wire generates quasiparticles

which results in an increase of the resonant width of both thermometers.

Figure 5.6 shows a typical width change due to Floppy Wire movement for

the µµµ1 probe. In fact, in all the following figures where the change of

resonant width is shown, µµµ1 signal was used.

We measure the resonant width at high sample rate as described in Sec-

tion 4.7.3, and use the width change as a measure of total dissipation. The

signal before the pulse is averaged to determine the width before the pulse

and subtracted from the maximum width during or after the pulse. A

parabolic fit around the maximum is performed in order to reduce the noise

of the signal.

Unfortunately, we can not consider this to be a direct bolometer mea-

surement as only a fraction of the total dissipated power is captured by

the thermometers. We believe that most of the quasiparticles created by

the Floppy Wire motion get absorbed by the silver sinter above the wire

or travel into the bottom of the experimental tailpiece. Nevertheless, even

though this makes it impossible to determine the quantity of dissipated
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heat precisely, it is reasonable to assume that the dissipation seen by the

thermometers depends linearly on the unknown total dissipation. An at-

tempt to calibrate the setup in order to estimate the dissipated energy is

mentioned in Section 5.5.1.

Figure 5.6: Resonant width response of the µµµ1 vibrating wire to a brief
motion of the Floppy Wire. The motion of the wire generates quasiparticles
which result in a resonant width change of the vibrating wire thermometer.

5.4 Previous results

The experiments described in this chapter are built upon the work previ-

ously undertaken on the same setup which led to a surprising result - a

stable superfluid flow above the Landau critical velocity. This section serves

as a brief introduction to the phenomena, more details can be found in a

recently published report by Bradley et. al. [7].

When an amplitude sweep is performed with the Floppy Wire, it shows

a characteristic dependence of damping force on velocity similar to other os-

cillators as described in Section 4.7.2. The initial low-velocity linear regime

changes to non-linear due to thermal Andreev scattering (the transition ve-

locity to non-linear regime strongly depends on temperature). A sudden
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onset of large dissipation follows when velocity reaches the critical veloc-

ity vc ' 9 mm s−1. We call this a pair-breaking process because above this

velocity the wire is able to create excitations - broken Cooper pairs.

However, to great surprise, the situation is noticeably different for the

case of steady DC motion as shown in Figure 5.7. There is no onset of

strong dissipation observed at 9 mm s−1. Even more interestingly, no strong

damping is observed even as the Landau critical velocity vL = 27 mm s−1

is reached and exceeded. This is a truly fascinating discovery and to our

knowledge nothing similar has been observed in any other condensate.

Figure 5.7: A striking difference in dissipation between oscillatory motion
and motion at constant velocity. Figure modified from [75].

5.4.1 Model of pair-breaking dissipation

Bradley et al. [7] suggest a model that explains the dissipation without rul-

ing out the Landau critical velocity - only making it inapplicable for linear

motion. As mentioned in Section 4.7.2, when the superfluid flow reaches vL,

quasiparticles can be created at no energy cost which leads to breakdown of

the superfluid. Therefore, there must be a mechanism preventing the new

quasiparticles created at the surface of the Floppy Wire from escaping to the

bulk when the wire exhibits constant linear motion.
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In Figures 5.8 to 5.12 we draw the dispersion curves for the bulk super-

fluid far from the Floppy Wire as well as for the superfluid at the wire’s

surface. We use the moving frame of reference in which the Floppy Wire

is stationary and the fluid far from the wire is moving at velocity v. As

shown in Section 4.5, the maximum velocity in the surface layer is 2v and

we choose to focus our discussion on this point as it will dominate the dis-

sipation process. We also choose T = 0 for simplicity of discussion. The

described mechanism of dissipation at elevated temperatures remains un-

changed, but the process becomes more complicated as other means of dis-

sipation become available. Figure 5.8 shows the dispersion curves when the

Floppy Wire is stationary, a familiar bulk dispersion curve (identical to the

one in Figure 2.3) and a surface state dispersion curve. The surface states

are known as Andreev bound states [8] (or surface bound states) and are

gapless. The suppressed energy gap of these states can be seen on the sig-

nature of specific heat [76] as well as thermal conductivity [40]. The effective

shielding of bulk superfluid from the wire by these surface states is the key

to the explanation of the dissipation during linear motion.

Figure 5.8: Dispersion curves of the superfluid excitations in the bulk as
well as on the Floppy Wire’s surface (quasiparticles shown in red, quasi-
holes in blue). The wire is at rest. At T = 0, the energy gap of the surface

states reduces to 0.

As mentioned earlier, with increasing velocity the dispersion curve tilts

as all the states gain momentum, see Figure 5.9. Note that the dispersion

curve of the surface states tilts more as the relative velocity is greater there

than in the bulk. Since the surface excitations are believed to be mobile
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and can scatter along the wire’s surface, they can exchange momentum

with the wire. Some states from the −p branch can exchange momentum

and move to the positive branch of the dispersion curve - we call this a

cross branch process. The moving excitation populates the +p side of the

dispersion curve, leaving an empty state at the −p side.

Figure 5.9: The dispersion curves start to tilt as the wire moves. The
surface states can exchange momentum with the wire and jump from the
−p branch to +p branch of the dispersion curve. We call this the cross-

branch process.

At constant velocity the states eventually come to equilibrium as shown

in Figure 5.10. The excited states that got to the +p side with the cross-

branch process can thermalise with the Floppy Wire and lose some of their

energy. However, if v > vL/3 the state that has just undergone a cross-

branch process has enough energy to escape into the bulk as demonstrated

in Figure 5.11. This possibility arises first when the minimum of the +p side

of the bulk dispersion curve becomes level in the energy with the maximum

energy of the surface states excitations: v = vL/3. This escape process into

the bulk requires no extra energy and is responsible for the dissipation since

the quasiparticle escapes from the wire and carries energy and momentum

away.

The model predicts that the dissipation only happens when the velocity

of an object is changing and the amount of created heat depends on the

relation of the acceleration/deceleration time scale to the time scale of the

cross-branch and escape processes. At constant velocity, the number of ex-

citations allowed to undergo the escape process will become depleted. This
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Figure 5.10: If the wire moves at constant velocity or changes its velocity
too slowly, the surface excitations come to equilibrium through the cross

branch processes.

Figure 5.11: When v > vL/3, the excited surface states from the +p branch
can escape to the bulk at no energy cost. This escape process represents the

dissipation.

has never been observed in AC motion, because the wire is being accelerated

at all times.

The time constant of the cross-branch process must be of the right mag-

nitude to allow these processes to take place. If the cross-branch process was

happening too fast, the −p and +p branches would quickly come to equilib-

rium, forbidding the escape process as shown in Figure 5.10. On the other

hand, cross-branch jumps that were too slow would result in only a very

few excitations available for escaping to the bulk from the +p branch and

thus contributing to dissipation. The following experiments in this chap-

ter were developed to estimate the time scale of this momentum exchange

process.

Before moving on, let us finally examine the movement of the wire from

a stationary state to a velocity greater than the Landau critical velocity. As
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the wire starts accelerating, some excitations can escape to the bulk when

v > vL/3 (Figure 5.12 a). As the velocity exceeds vL/3, more and more states

are allowed to undergo the escape process, increasing the escape probabil-

ity and thus the dissipation during the acceleration (Figure 5.12 b). As the

wire is accelerated past the full Landau velocity vL, a new escape process

becomes available. Some surface excitations in the −p side of the disper-

sion curve can now escape to the −p bulk branch directly (Figure 5.12 c).

Nevertheless, this only causes a steady slow rise of dissipation as the es-

cape probability grows. Once a steady velocity is reached, no matter how

high, the excitations capable of escaping into the bulk will eventually de-

plete themselves and the dissipation process will stop. During deceleration

this process inverts, giving rise to a burst of heat as the wire is brought to

rest.

5.5 Frequency dependence of dissipation

The first obvious phenomenon to investigate after looking at Figure 5.7 is the

frequency dependence of the AC amplitude sweeps. At some low frequency,

one would expect that the dissipation signature of the oscillatory motion

must begin to resemble the DC case.

Using the standard method of amplitude sweep for off-resonance fre-

quencies with the Floppy Wire is not feasible due to significant overheating

of the cell. The amount of heat dissipated by the Floppy Wire is larger than

what the cold silver sinter can absorb and it is thus impossible to reach a

steady state. Without fulfilling the equilibrium condition it is not feasible to

compare the amount of heating at various frequencies. Coming back to the

amplitude sweep shown in Figure 5.7, at the highest velocities the conditions

for the AC mode are also non-equilibrium and the plot only demonstrates

that the heating is much greater in the AC mode. However, one should not

draw conclusions from the exact slope of the AC curve at highest velocities

as it is not an equilibrium measurement.
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a)

b)

c)

Figure 5.12: Mechanism of dissipation for linear motion when the velocity
exceeds vL. (a) When v > vL/3, the first surface excitations can undergo
the escape process. (b) As the wire accelerates further, more and more
states can undergo the escape process and contribute to dissipation. (c)
As wire accelerates past vL, a new escape process into the −p side of the
bulk dispersion curve becomes available. Nevertheless, there is no sudden
onset of large dissipation, only a slow steady rise due to increased escape

probability.

For this reason we used another approach of driving the wire only for

a short period of time. We created a series of bursts by driving the Floppy

Wire at a specific frequency for a limited time duration and measured the

thermal response with the thermometry in the vicinity of the wire. An

example of such burst is shown in Figure 5.13. A typical burst duration that

we used was 10 s, in order to give a large enough thermal signal without

overheating the experimental volume. We were unable to run bursts at the
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resonant frequency without significant ringing due to the high quality factor

of the resonance. However, it is possible to perform bursts a few Hz away

from the resonance without any sign of ringing on the emf signal.
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Figure 5.13: An example of a burst driving signal. The Floppy Wire under-
goes periodic motion for a duration of 10 s, here with 10 mm s−1 maximum

velocity and frequency of 5 Hz.

The measured frequency dependence of the dissipation below and above

the resonant frequency in the range 20–90 Hz is shown in Figure 5.14. We

observed no significant change in the dissipation for frequencies less than

30 Hz from the resonant frequency f0 ' 67 Hz. Unfortunately, we came to

believe that this heating was not caused by the motion of the wire per se, but

by the movement of trapped magnetic flux lines inside the superconducting

core of the Floppy Wire. Heat dissipation during unpinning of the trapped

magnetic flux inside the type II superconductor such as our NbTi wire is

a well known phenomena [77]. During magnetisation, magnetic flux lines

penetrate the superconductor and are held there by a binding energy. The

energy is released with the change of external magnetic field, dissipating

into the superfluid. Similarly, as in our case, when the superconductor is

moved in magnetic field the dissipation occurs [78].

The effect of flux jumps must depend on the current through the Floppy

Wire. Further away from the resonance, more drive current is necessary

to obtain the oscillatory motion of the burst, which results in more extra

dissipation. Figure 5.15 shows linear dependence of measured heating on

the drive current supplied to the Floppy Wire. More drive current results in

more frequent flux jumps and extra dissipation. Moreover, the fact that the

dissipation is magnetic field dependent is difficult to explain by any other

mechanism than movement of magnetic flux lines.
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Figure 5.14: Frequency dependence of dissipation during bursts with the
Floppy Wire. We observe no significant change of dissipation in frequency
range 20–90 Hz - well above and below the resonance at ∼ 67 Hz. The first
slight increase occurs for frequencies about 30 Hz away from the resonance.
We believe this because of unpinning of the magnetic flux lines as the drive
current increases with distance from the resonance frequency. The width
change is measured with the µµµ1 vibrating wire. The same thermometer

wire is used in all the measurement in this chapter.

Figure 5.15: The linear dependence of drive current on the amount of
dissipation suggests an effect of heating due to magnetic flux jumps inside
the superconducting Floppy Wire. Higher drive current supplied to the
wire results in stronger flux jumps and extra dissipation. The magnetic
field dependence of the dissipation is another argument in favour of this

effect.
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5.5.1 Estimation of dissipated energy

In order to get a quantitative insight on the dissipation during bursts, we

attempted to estimate the amount of dissipated energy through the process.

Unfortunately, we cannot treat the experimental volume as a bolometer.

This is mainly due to the near proximity of the cold silver sinter to the

Floppy Wire - not all quasiparticles leaving the Floppy Wire during bursts

contribute to the change of the resonant width of the VWR thermometer.

However, we can relate the heat ’seen’ by the thermometers to the heat

known to be dissipated during an amplitude sweep of the Floppy Wire. At

resonance, the amount of dissipated energy is a product of the force exerted

on the wire F, the velocity of the wire v and the duration of the movement

δt

E = Fvδt . (5.7)

Inserting the time of the burst duration as δt, we can match the dissipated

energy during the amplitude sweep with that of the burst at a frequency

close to resonance. As mentioned earlier, performing bursts at resonance is

not feasible so we performed a series of 60 Hz bursts with varying velocity.

We assume the dissipation during a burst at 60 Hz will be comparable to

that of the burst at resonance.

Knowing the velocity during bursts from the emf, we matched the change

in width of the 60 Hz bursts with the energy dissipated by the Floppy Wire

during amplitude sweep for the same velocity. We are aware that this cali-

bration is far from exact due to the frequency difference between the bursts

and the amplitude sweep. Nevertheless, it should give us a ballpark estima-

tion. As will be shown in Figure 5.16, we estimate the dissipated energy to

be about 5 nJ for a 10 s burst at 10 mm s−1.

5.5.2 Wall signal subtraction

To check that the heating was truly caused by the motion of the wire, we ran

two series of pulses: a set of regular bursts in the superfluid near the middle
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of the cell and another identical set when the Floppy Wire was touching the

cell wall. As can be seen in Figure 5.4, the emf shows that the wire does

not move when touching the cell wall. The second series therefore serves

as a background measurement of any heating not caused by movement of

the Floppy Wire and can be subtracted from the heating measured near the

middle of the cell.

5.5.3 Results for low frequencies

Finally, we present the velocity dependence of dissipated energy for low

frequencies. We used the energy calibration mentioned earlier and also

subtracted the background signal of the burst when the Floppy Wire was

touching the cell wall. Figure 5.16 shows the resulting dissipated energy for

low frequency pulses. We focused on frequencies below 20 Hz as we have

seen no significant change in dissipation in the higher frequency range, as

shown in Figure 5.14. As expected, we observe slow deviation from 60 Hz

pulses as the frequency lowers due to increasing drive current. Moreover, as

the frequency lowers the distance the Floppy Wire travels at given velocity

increases. This also contributes to the heating caused by flux jumps. We

conclude that there is no decrease in the dissipated energy down to about

20 Hz, below which our measurements are inconclusive due to magnetic

flux jumps.

5.6 Study of dissipation during acceleration

5.6.1 Pulse types

More insight into the dissipation mechanism can be gained by modifying

the simple constant velocity ramp pulse. The dissipation model states that

all excitations are released during the acceleration/deceleration phases and

the amount of heating depends on the magnitude of acceleration. We thus

ran a series of pulses shown in Figure 5.17. The wire was quickly accelerated
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Figure 5.16: The dissipated energy as seen by the µµµ1 wire for low fre-
quency bursts below 20 Hz. The increase heating with lowering of fre-
quency is caused by movement of the magnetic flux lines inside the super-

conducting core of the Floppy Wire.

for a time tacc to a steady velocity v and decelerated again to rest when a

distance d/2 had been covered. After waiting a time twait the wire was

then driven further through the cell volume (up-up pulse), or returned to the

initial position (up-down pulse). The second stages used the same velocity

profile, resulting in the same total covered distance d in both cases.

Another type of pulse shown in Figure 5.17 is the so called half pulse.

The wire is not accelerated again after being stopped, undergoing only half

of the total distance d. The acceleration profile is identical to that of the

standard pulses with half as many accelerations. Therefore, if the bolometer

method and the energy calibration are valid in our setup, we should observe

half the width change on the probe wire µµµ1 and on the tuning fork TF2.

5.6.2 Discovery and explanation

Figure 5.18 shows the waiting time dependence of the heating for the up-up

and up-down pulses. We observe a notable difference in heating for the

short waiting times and no difference for waiting times longer than about

30 ms. The difference in heating at short waiting times is our latest discovery

and it allows us to gain new insights into the time constants involved in the

dissipation process.
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Figure 5.17: Three position profiles used in the experiment. The Floppy
Wire is accelerated to a steady velocity and brought to rest after a distance
d/2 is covered. After a certain waiting time twait the wire is either moved
to the original position (1+2: up-down pulse), or moved once further with
the same velocity profile (1+3: up-up pulse). During a half pulse the wire is

not accelerated again after twait (profile 1 only).
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Figure 5.18: Waiting time dependence of the relative dissipation for the
up-up (4) and up-down (5) pulses. See the text for the explanation of the
observed difference between the two types of pulses at short waiting times.
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Figure 5.19: Mechanism of dissipation for the Floppy Wire under accel-
eration. (a) The wire is moving at constant velocity, the distribution of
surface states is equalised and there is no more dissipation. (b) The wire is
suddenly brought to a standstill. After the initial dissipation due to decel-
eration, the surface states attempt to re-equalize population in −p and +p
branches. We call this a thermalisation process. (c) The wire is accelerated
again in the same direction as before. The states that did not have time
to thermalise during standstill do not contribute to dissipation. (d) The
wire is accelerated in the opposite direction. More dissipation is observed,
because more states are promoted to higher energy and can escape to the

bulk.
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In order to explain the measurements we return to the dissipation model

described earlier and demonstrate it with the diagram shown in Figure 5.19.

When the wire moving at a steady velocity (Figure 5.19a) is decelerated to

a standstill and immediately accelerated again, the total dissipation will be

less than if the wire was kept still for a longer period of time. When the wire

is kept still for a very short time period, the surface excitations do not have

enough time to undergo cross-branch processes and reach equal population

in both −p and +p branches characteristic of the zero velocity dispersion

curve, see Figure 5.19b. When the wire is quickly accelerated back to its

original velocity, the excitations that have not undergone this thermalisation

process can not contribute to dissipation as shown in Figure 5.19c.

A similar argument can be used for the dissipation when the movement

of the Floppy Wire is quickly reversed. When the direction of velocity is

changed suddenly, the surface excitations that did not thermalise to zero

velocity equal population are elevated to higher energy and gain the means

to escape to the bulk, see Figure 5.19d. Naturally, both cases should result

in the same amount of dissipation when the waiting time twait is sufficiently

long to allow all surface states to thermalise at zero velocity. Basically, at

long waiting times the dissipation consists of four equal and independent

contributions from two accelerations and two decelerations.

5.6.3 Experimental details

Due to the ever-present heat leak, the cell temperature is usually slowly

rising during the measurements. Thermal damping grows with increasing

temperature, creating an unwanted width change due to reasons other than

the acceleration profile. We can compensate for this effect by running a half

pulse prior to every type of pulse and subtract double the width change due

to the half pulse. The result is a change in the width that is insensitive to

the thermal damping.

The slight decrease of the height of the dissipation peak at very long twait

can be contributed to having a pulse duration too long compared to the time
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constant of the bolometer. The effect is clearly apparent in Figure 5.20 where

two up-up signals for twait = 30 ms and 100 ms are shown. At 100 ms part

of the heat gets absorbed by the sinter before the pulse is finished. The

height of the peak is thus lower than expected while the width of the pulse

slightly increases. One could argue that the integral of the signal would be

a more appropriate measure, however it is difficult to estimate the baseline

for integration - the cell does not fully recover after the signal and the width

increases slightly. The product of width at half height times the height of

the signal can be used, but it only introduces more scatter.

Figure 5.20: An example of long waiting time pulses of twait = 30 ms
and 100 ms pulses (average of 12 pulses each). The amount of dissipated
heat during the pulse should be virtually identical for such a long twait.
The reduction of observed heating for twait = 100 ms is attributed to the

absorption of heat by the cold silver sinters during the pulse period.

Qualitatively, the measured data match well with the dissipation model,

increasing our confidence in its validity. The result is robust and we do

not believe it can be explained by flux jumping or other issues encountered

earlier. We observed the same splitting for short twait in various magnetic

fields, temperatures and positions inside the cell. Since the resonant fre-

quency varies slightly with the position of the Floppy Wire (within 1 %),

observing consistent difference in heating for short twait rules out the possi-

bility of higher resonant modes influencing the result. We have also found

the difference in heating when stopping at positions other than half way,

though the interpretation of the results is slightly more complicated.
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5.6.4 Variation of pulse parameters

We can modify various parameters of the pulse and observe the effect on

the heating. When decreasing the maximum velocity, we observe a decreas-

ing difference between the pulses at short twait as well as a smaller total

amount of dissipation, see Figure 5.21. This can be explained simply by

fewer surface states participating in the dissipation process as less of them

are promoted to higher energy during acceleration.
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Waiting time t (ms)Figure 5.21: Increasing the velocity of the pulses changes the total amount
of dissipation as well as increases the difference between heatings for short
twait. However, the relaxation time remains the same as far as we can tell

from the data.

When increasing the time of acceleration and deceleration, not only the

total amount of dissipation decreases but also the difference between the

two pulses vanishes earlier, see Figure 5.22. Slower acceleration gives the

surface states more time to equilibrate before reaching energy sufficiently

high to escape into the bulk.

Even though we can vary the pulse parameters, the available range is

rather small. The first major limitation is the maximum travel distance of

∼ 1 mm, due to significant magnetic flux jumping at longer distances. Even

though the total travelled distance is the same for up-up and up-down pulse,

the maximum displacement of the Floppy Wire is twice as large for the up-

up pulse, resulting in higher flux jump dissipation. The effect tends to

be more pronounced at lower velocities where the total dissipation due to
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Figure 5.22: Shorter acceleration times tacc result in increased amount of
dissipation. Moreover, the time constant of dissipation increases with faster

acceleration.

acceleration is lower. We are also limited by the maximum acceleration. At

very small tacc, the unwanted higher resonant modes of the Floppy Wire

start to get excited. The excitation of the 445 Hz overtone is clearly visible

on the Fourier transform of the Floppy Wire emf as shown in Figure 5.23.

tacc = 2 mm/s
tacc = 3 mm/s

Figure 5.23: Fourier Transform of the emf of the Floppy Wire. The Floppy
Wire has a higher mode of resonance with a frequency of about 445 Hz.
The figure shows the emf footprint around this frequency for two sets of
pulses differing only in the acceleration time tacc. The emf clearly shows
that the higher resonant mode is excited when the wire is accelerated too

hard. The peaks at 450 Hz are due to 50 Hz mains interference.
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5.6.5 Temperature dependence of dissipation

An obvious question to ask is what is the temperature dependence of dis-

sipation. The answer can give us more insight into the dissipation process

and into how the surface excitations that escape to the bulk refill again. We

performed a series of identical sets of ramp signals similar to the one shown

in Figure 5.18 at various temperatures in the range 140–240 µK. Each set is

an overnight measurement with every pulse type averaged about 20 times to

minimise the noise. The slow temperature increase during overnight mea-

surement is always less than 12 µK. We can plot the difference in heating

between the up-up and up-down pulses as shown in Figure 5.24. As before,

we see a difference between the pulse types for short waiting times which

eventually vanishes for longer twait. We fitted an exponential curve Ae−x/τ

to extract the time constant τ of this decay.

Figure 5.25 shows the temperature dependence of the extracted time con-

stant from each set of pulses. Even though the scatter of the data is very

large, we can conclude that the dependence on temperature, if there is any,

is very weak. This result suggests that the surface states on the wire are not

refilled from the superfluid after escaping to the bulk. In this temperature

range the density of available thermal excitations in the bulk increases more

than 20 times. If the bulk thermal excitations were responsible for refilling

the surface states, we would expect a much stronger temperature depen-

dence. We are thus led to speculate that the refilling happens perhaps via

the legs of the Floppy Wire from the surrounding cell walls as such process

should be temperature independent, see the conclusions of this chapter and

Figure 5.28.

5.7 Higher modes of resonance

We have seen that the time constant for replenishing of the surface states

on the Floppy Wire is about 4 ms. It is thus natural that we observe large

dissipation when driving the wire above vL, because the time of one cycle
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Figure 5.24: A difference in µµµ1 width change between the up-up and
up-down signals for various waiting times. Each pulse is repeated 20 times
for averaging and the error bar represents the standard deviation. The
cell temperature was slowly increasing throughout this overnight measure-
ment, ranging between 142–152 µK. An exponential curve Ae−x/τ is fitted

in order to extract the time constant τ of the decay.
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Figure 5.25: Temperature dependence of the surface states relaxation time
constant τ. Each data point represents an exponential fit to a set of signals
as show in Figure 5.24. The temperature of the data points is the average
temperature during the each set. Every set is an overnight measurement
with the temperature variation within 12 µK. The grey dashed line repre-

sents the mean value τ = 6.2 ms.
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(a) (b)

Figure 5.26: (a) Fundamental resonant mode and (b) the first overtone of
the Floppy Wire. The lines are traced from the photographs of the dummy
wire driven in air. The higher mode corresponds to the first overtone of
the clamped beam with the additional mass of the crossbar at the free end.

at the fundamental mode of resonance at about 66 Hz is ∼ 15 ms. If we

were able to drive the wire at higher frequency there should be a change in

heating. At a certain point, when the time of one cycle is much shorter than

4 ms, we should observe a decrease in pair-breaking dissipation as there is

not enough time to refill the surface states.

Fortunately, the normally undesirable higher modes of resonance can be

used to probe this effect. It turned out that the first overtone with frequency

at f1 ' 445 Hz is suitable as the HWD parameter is almost as high as that

for the fundamental mode. In order to determine the shape of this resonant

mode, we built a dummy Floppy Wire identical to the one inside the ex-

perimental volume. We found a natural frequency of 66 Hz as well as the

first overtone at 425 Hz. The excellent agreement in frequency ratio f1/ f0

of the two devices gives us great confidence that we are observing the same

overtone (6.75 and 6.44 respectively). The shape of both modes is shown

in Figure 5.26, where the lines are traced from photographs of the dummy

wire in motion. The mode corresponds to the first overtone of the clamped

beam with additional mass at the free end (the mass of the crossbar). The

theoretical ratio of f1/ f0 for these two modes is 6.88 [79].

Naturally, for a given maximum velocity of the overtone the necessary

force is not the same as that of the fundamental mode. In order to compare

the dissipation, it is thus necessary to scale the force. We expect the same
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velocity dependence of thermal Andreev dissipation before reaching vc for

both modes, so we can scale the higher velocity mode to match the low

velocity dissipation.

Figure 5.27 shows the scaled amplitude sweeps for the fundamental

mode as well the first overtone for two different temperatures. At 140 µK

we observe a reasonable consistency in the value of vL for both modes after

the force scaling. The heating at higher frequency is lower than at the fun-

damental mode, consistent with the dissipation model. The different shapes

of the curves for the two frequencies can be explained by parts of the wire

contributing to dissipation differently in each mode as the velocity profile

along the legs of the wire varies between the two modes, see Figure 5.26.

We were not however able to reproduce the promising results at higher

temperature. The scaling factor of velocity surprisingly changed signifi-

cantly from 13 to 2.5. We are not sure what causes such a large discrepancy,

perhaps the intrinsic damping of the wire is no longer negligible as the

thermal damping lowers greatly with temperature. We also observed an

anomalous lack of damping just below the critical velocity, where a small

increase in driving force results in a great increase in velocity. This effect

has been previously observed with the Floppy Wire [80] and is believed to

be due to the production of a turbulent tangle of vortices by the wire itself.

This vortex tangle then screens the wire from the bulk thermal quasiparti-

cles, lowering the dissipation.

Unfortunately, the self-screening effect and the possibility of non-negligible

intrinsic damping complicate the picture significantly and we must consider

the results rather inconclusive.

5.8 Conclusions

The experiments with the Floppy Wire resonator have brought new findings

about dissipation above the Landau critical velocity vL. The surprising lack
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Figure 5.27: Comparison of the amplitude sweeps at the fundamental
mode as well the first overtone with scaled force to match the thermal
damping for v < vL at two different temperatures. (a) At 140 µK we ob-
serve similar values of vL for both modes as well as decreased dissipation
at higher frequency, consistent with the dissipation model. The scaling fac-
tor of the force is 13. (b) At 230 µK the situation is strikingly different. As
expected, the thermal damping is much larger, but the force is scaled by
only a factor of 2.5 to match the initial slope of dissipation. The critical ve-
locity is hard to estimate as we observe a strong effect of possible turbulent

screening of quasiparticles, see the text for detail.

of large heating above vL during uniform linear motion can be explained by

the proposed model of dissipation.

We attempted to measure the frequency dependence of heating during

AC motion to find the frequency that marks the transition between the two

distinct signatures of dissipation (oscillatory and linear motion). We ob-

served significant heating at frequencies below about 20 Hz. We believe that

this effect is not caused by the movement of the wire per se, but is caused

by heating due to magnetic flux line jumps. The effect depends on both

drive current and the magnetic field strength. We observe no frequency de-

pendence in the 20–90 Hz, and below 20 Hz the results become inconclusive

due to extra heating.

We studied the heating under acceleration to test the predictions of the

dissipation model. We find the predictions of the model are valid for the

cases tested. By these measurements we were also able to estimate the time

constant of the thermalisation process - the time necessary for the states to

come to new equilibrium after acceleration. We estimate the time constant
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Figure 5.28: A representation of the surface states on the cell walls creeping
up the legs of the Floppy Wire to refill the missing states after the wire

acceleration.

to be approximately 6 ms.

Even though there is much scatter in the data, we observe that the time

constant is only weakly, if at all, temperature dependent in the 160–230 µK

range. Such a weak dependence suggests that the thermalisation process

does not involve the bulk states whose density changes greatly in this tem-

perature range (more than 20 times). We propose that the surface states

might be refilled by the other surface states along the cell walls that ’creep’

up along the legs of the wire as shown in Figure 5.28. One could test this

theory by making a series of Floppy Wires with varying leg lengths and

measuring the dissipation. However, a very similar resonant frequency of

all such Floppy Wires would be required. From our experience with build-

ing the dummy Floppy Wire, we have seen that the resonant parameters

do not change much as the wire is cooled down. Therefore, one could

experiment with simple room temperature models to modify the resonant

frequency (e. g. by adding weight to the crossbar).

There is a possibility to use the existing setup and attempt to modify the

surface conditions by adding a small amount of 4He into the sample 3He.

When 4He is added into superfluid 3He, it preferentially plates onto the

available surfaces. It has been shown that such coatings can significantly al-

ter the surface conditions, changing the scattering nature of the surface from

diffuse to specular [81, 82]. The coverage of this layer can be well controlled
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by adjusting the concentration of 4He in the mixture. 4He thus provides a

unique chance to modify the surface conditions in situ and measure effect

on the surface bound states.



Chapter 6

Aerogel Demagnetisation

Experiment

This chapter describes the design of a new experimental cell exploiting de-

magnetisation of solid 3He on aerogel. The cell design follows the standard

‘Lancaster style’ principles utilizing double nested cell and copper powder

refrigerant, which are introduced in the beginning of this chapter. The de-

scription of the new experimental cell follows together with its cool down

time calculations. The new superconducting solenoids are described as well

as the NMR circuitry used. The following section addresses practical pro-

cedures for standard operation of the new cell. The last part of the chapter

describes the unexpected heating problems encountered during the demag-

netisation of copper and our attempts to resolve this issue. The chapter is

finalized by proposing future steps necessary in order to continue with the

experiment.

6.1 ‘Lancaster style’ nuclear demagnetisation stage

In the traditional approach [50, 83], thin slabs or wires of usually Cu or

PrNi5 are demagnetised in a separate volume with high magnetic field away

from the experimental cell. Thermal contact to the 3He sample a distance

away from the high field area is usually provided by high purity silver

91
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wires with silver sintered heat exchangers. The main disadvantage of this

approach is a larger heat leak into the experimental volume and the lim-

ited heat exchange area with the 3He due to Kapitza resistance [9]. Even

though the exact nature of this thermal resistance is rather complex, the re-

sistance arises from the difference between the acoustic velocities in helium

and practically all solids [84]. A way to address both of these problems is

to use the ‘Lancaster style’ nested cell design with a copper powder refrig-

erant [10]. In this configuration, the experimental volume lies in the near

vicinity or even inside the copper demagnetisation stage. As a disadvantage,

such a setup does not permit using magnetic materials in the experimental

volume due to the high magnetic field (typically ∼ 8 T) necessary for copper

demagnetisation.

The experimental tailpiece with the demagnetisation stage connects to

the mixing chamber via a seal made of soap and glycerine solution [85].

The copper refrigerant is thermally connected to the mixing chamber via

a set of annealed high purity silver wires with silver sinter to increase the

surface area available for heat exchange. The thermal connection can be

broken with a superconducting aluminium heat switch welded to the silver

wires. Unlike the more common designs with a separate magnet to operate

switching magnetic field [86], here the heat switch is operated with the

fringing field of the main 8 T magnet.

The experimental cell consists of two nested volumes, each with its own

copper refrigerant. The inner volume uses thin copper slabs to cool down
3He, while the outer cell uses densely packed fine copper powder as a re-

frigerant (packing ratio of about 70 % of Cu to 30 % of 3He). The main

benefit of using the powder instead of using solid Cu slabs is much greater

surface area, resulting in significantly better thermalisation of copper with
3He. Moreover, copper in the form of powder has much stronger internal

magnetic field of about 350 mT [87] compared to only 0.4 mT in the case of

pure copper block [88]. This field prevents demagnetising to very low effec-

tive magnetic fields, so the outer cell 3He temperature does not get below
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about 1 mK. However, more importantly, the internal field also gives signif-

icant heat capacity to Cu - protecting the inner cell from parasitic heat flows

for periods exceeding up to a week in some cases [10]. There is no powder

refrigerant in the inner cell, so the demagnetisation is carried out down to

an effective field given by the final external applied magnetic field, typically

around 30 mT. The sample 3He inside the inner cell thus undergoes its su-

perfluid transition and reaches temperatures typically down to ∼ 130 µK,

depending on the design of the individual experimental cell. The main ad-

vantage of the nested cell design is typically longer hold times at ultra-low

temperatures due to minimisation of the heat leak. On the other hand, this

design does not allow for quick modifications of the experimental volume,

which usually requires the destruction of the outer cell at the very least.

Both inner and outer cell volumes are filled with 3He and connected

together with a long, high impedance capillary. The long path minimises

the heat leak to the inner cell, but one must be careful to avoid large pressure

gradients that could break the thin walls of the inner cell. Even though the

outer cell is filled with sample 3He, there is no direct thermal contact to

inner cell due to very large boundary resistance between the cell walls and

the fluid.

6.2 Aerogel demagnetisation cell

The design of the new experiment follows the ideas outlined in the previous

section. The inner cell consists of copper plate refrigerant at the top and a

long tube with aerogel at the bottom. The outer cell surrounds it, with

copper powder densely packed at the top and held in place by a piece of

filter paper.

A stycast-impregnated paper tube, 39 mm long and 8 mm in diameter,

connects the experimental area with the inner cell copper refrigerant. A

glass tube, 4.2 mm in diameter and 47 mm in length, is connected to the end

of this stycast paper tube. The glass tube is made of Pyrex suitable for NMR



Chapter 6. Aerogel Demagnetisation Experiment 94

Figure 6.1: Isometric cut of the experimental setup with the detail of the
inner cell. Given dimensions are in millimetres.

experiments and it contains the aerogel sample, see Figure 6.1. The sample

is rather large: 33 mm in length and 4.2 mm in diameter and it contains a

cylindrical cavity (8 mm long and 3 mm in diameter). Due to the cavity, the

aerogel consists of two pieces fitting into each other, deliberately allowing

no direct line of sight into the cavity. The aerogel sits on a small stycast

paper ring that is glued to the inner walls of the glass tube. This glass tube

is connected to the wider 8 mm stycast paper tube that leads to the copper

demagnetisation stage.

Inside this wider tube just above the connection to the glass tube there

is the top thermometry stage. This consists of a single 50 µm thick quartz

tuning fork, named TFtop, with a resonant frequency of ∼ 17 kHz and two

vibrating wire resonators named µµµ1 and µµµ2. Both VWRs are loops of

4.5 µm diameter NbTi wire and with leg spacing of 2.45 mm and 2.29 mm
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respectively. Near to the other end of the stycast paper tube, close to the

sinters of the copper demagnetisation stage there is a tantalum VWR with

4 mm leg spacing and 125 µm wire diameter. This vibrating wire resonator,

called ICTA (Inner Cell TAntalum), is used at higher temperatures during

precool, when the regular vibrating wires are too heavily damped to be

sensitive. A similar VWR to ICTA named OCTA (Outer Cell TAntalum) is

situated in a free volume within the outer cell copper powder refrigerant to

monitor the temperature of the 3He in the outer cell.

The bottom of the glass tube is terminated with another thermometry

stage. Here, there is also a 50 µm thick quartz tuning fork with resonant fre-

quency of ∼ 33 kHz (named TFbot) as well as two VWRs: one named µµµ3

with wire diameter of 4.5 µm and 3.32 mm leg spacing and a second, finer

wire named Mµ that has a very fine 1.5 µm wire diameter and 1.20 mm leg

spacing. The information about the probes inside the inner cell is summa-

rized in Table 6.1.

The variety of the temperature sensors inside the cell is justified as fol-

lows. Mµ is the best vibrating wire thermometer in the low temperature

ballistic regime due to its lowest mass and therefore highest temperature

sensitivity in the less dense quasiparticle gas. However, the wire is very

fragile and has a very delicate manufacturing process. ICTA and OCTA

perform best at higher temperatures, especially during the precooling phase

when very viscous 3He creates very large damping. The wires µµµ and

tuning forks are also very good temperature sensors as well as heaters in

superfluid. The µµµ is slightly more sensitive at the lowest temperatures,

but tuning forks can perform in the absence of an external magnetic field

and are more sensitive at higher temperatures where the damping of super-

fluid 3He is higher. The last method to determine the temperature is from

the NMR signal. In bulk superfluid inside the aerogel cavity this can be

done by studying the decay of the Bose-Einstein condensation of magnons

as described in Section 2.5.
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Table 6.1: Cell thermometry summary. The resonant parameters for the
vibrating wires are not available as their operating temperature range has

never been reached.

Dimensions Resonance parameters
Leg spacing Wire diameter f0vac(4 K) ∆ f2vac(4 K)

Above
aerogel

µµµ1 2.45 mm 4.5 µm - -
µµµ2 2.29 mm 4.5 µm - -
TFtop - - 16 967 Hz 0.07 Hz

Below
aerogel

µµµ3 3.32 m 4.5 µmm - -
Mµ 1.2 mm 1.5 µm - -

TFbot - - 33 601 Hz 0.11 Hz

Copper
region

ICTA 4.0 mm 125 µm 3077.6 Hz 0.59 Hz
OCTA 4.1 mm 125 µm 2927.7 Hz 0.38 Hz

6.3 Initial calculations

After the initial design was outlined, a feasibility study was carried out

to check whether the cooldown time of the 3He on the aerogel after the

initial copper demagnetisation was within sensible limits and what final
3He temperature might be expected. Since the aerogel sample is a long

cylinder, one can not assume its temperature to be uniform. A numerical

model of the cooldown was produced and the outline of the thermal model

is shown in Figure 6.2.

The model was required in order to indicate if there were any limits in

pre-cooling of the 3He on aerogel, modelled as a series of interconnected

heat capacities at various temperatures connected by thermal links. The ini-

tial conditions are that the aerogel is at a uniform temperature 800 µK with

the copper at 100 µK. The question being addressed was how quickly would

the solid 3He on aerogel cool down. To simplify the following discussion,

we will use the term ‘aerogel’ as shorthand for the more correct ‘solid 3He

on aerogel’.

The aerogel sample is cooled by a copper block at temperature TCu with

heat capacity CCu. The nuclear heat capacity of the copper block is related

to the entropy of the system and depends on the magnetic field as C ∼
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TCu

CCu(TCu)
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T2
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Q1 Q2 Qn-1

QL

Figure 6.2: The block scheme of the aerogel cooldown time calculation.

B2/T2, as shown in (2.29). The initial temperature TCui is indeed the final

temperature after demagnetisation of copper.

Since the purpose of this model is only to simply quantify the cooldown

time of the whole aerogel sample, we assume that temperature of 3He in

copper powder is that of the copper. The real situation is indeed more

complicated than that, with Kapitza resistance usually being a significant

limiting factor, but for the purpose of this calculation we can neglect it.

The thermal link with the aerogel is governed by the bulk superfluid 3He.

In the hydrodynamic limit, the thermal conductance of superfluid 3He is

very difficult to estimate as it is essentially two fluid flow with effects such as

thermal convection being non-negligible [89]. However, for moderate heat

flows the conductance is sufficiently high to be considered near-infinite com-

pared to superfluid 3He in ballistic limit Qqp, derived in Section 2.2.3. For

initial temperatures around 800 µK, the exponential term in (2.15) diverges.

Therefore the maximum heat flow is set to QHe = 105 (T1 − TCu)W K−1.

This value ensures the convergence of the calculation while still being large

enough to emulate thermal conduction in the hydrodynamic regime.

The aerogel sample is represented by n blocks each at temperature Tn

with heat capacity Caero/n connected in series through a thermal link nKaero.

The heat capacity Caero is the magnetic field dependent heat capacity of the

solid 3He formed on aerogel, modelled and approximated as a two-level sys-

tem, as derived in Section 2.3. In the presence of an external magnetic field

(in our case around 180 mT), the solid 3He heat capacity is much greater

than that of the liquid 3He within the aerogel pores or the aerogel itself.

The heat conductivity Kaero is the thermal conductance of the liquid 3He

inside aerogel, previously measured by Fisher et al [40]. For simplicity, we
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assume a constant value of Kaero = 1.64× 10−7 W K−1, and we neglect the

conductivity of the aerogel material itself.

Moreover, in the model there is a heat leak QL that heats up the copper

block at temperature TCu. This represents a small heat leak from the outer

cell to the inner cell, gradually warming up 3He and the copper refriger-

ant. In reality, the heat leak normally heats up the sample 3He which then

heats up the copper, but for our purpose the model simulating direct copper

heating is sufficient.

Initially, the temperature of the copper block is set to 100 µK as expected

at the end of the first demagnetisation procedure. The initial temperature of

aerogel is set to 800 µK. First, all the individual heat flows are calculated us-

ing the initial set of block temperatures. Then the temperatures are adjusted

according to the heat flow balance on each block. Lastly, the heat capacity

of each block is calculated for the new set of temperatures. The process is

repeated until the difference between the first and last block is smaller than

the tolerance, usually 0.3 µK. The calculated temperature profiles at various

times are plotted in Figure 6.3. The time dependence of the temperatures

of the first and last block as well as that of the copper block is shown in

Figure 6.4. It is clear that in the beginning when heat flow through the 3He

is significant, the aerogel cools down quickly and already after 5 hours there

is only a slight temperature gradient across the sample. At that point, the

conductance of the 3He rapidly drops and the cooldown is much slower.

Because the temperature of the first block changes very slowly, the sample

has enough time to thermalise and the temperature across it can be consid-

ered uniform. Note that at an external magnetic field of 30 mT, the rise of

the copper block temperature is minimal during the cooldown even with a

heat leak of 10 pW. However, 100 pW would already start to warm up the

experiment after 2 days. If such heat leak was present, demagnetisation to

higher fields would be necessary to increase the heat capacity of copper and

limit the warming.
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Figure 6.3: Temperature profiles of aerogel sample at various times of the
cooldown.
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Figure 6.4: Temperature development in time for the first calculation block
and the last block. The temperature of the copper demagnetisation stage
in an external magnetic field of 30 mT for heat leak 10 pW and 100 pW is
shown as well. With a heat leak of 100 pW, the experiment starts to warm

up after an unacceptable 2 days.

6.4 Superconducting magnetic solenoids

Fine control of the total magnetic field over the copper refrigerant and the

experimental region containing the aerogel is required for the proposed ex-

periment. Four superconducting solenoids were designed and constructed.
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All magnets were designed to create the desired magnetic field with a cur-

rent on the order of 1 A, even though they are expected to withstand a few

times as much. This gives us the confidence to operate them safely at 1 A

and opens the possibility of using higher fields in the future.

6.4.1 Final field NMR magnet

The NMR magnet is required to produce a field of ∼ 30 mT uniformly across

the aerogel sample. The same field however must extend to cover the copper

area as well. Without this external magnetic field, the copper wouldn’t have

sufficient heat capacity (see (2.25)) and the cell would quickly warm up due

to the parasitic heat leaks. The homogeneity of this magnet is very impor-

tant to obtain a clear NMR signal, and the deviation across the measured

volume should not exceed 0.1 %. The homogeneity was improved beyond

that of a simple long solenoid by compensation coils at each end of the coil,

which increase the field at the ends. The NMR magnet was inserted over

the outer radiation shield (diameter 76 mm) at the temperature of the still

of the dilution refrigerator.

6.4.2 Aerogel demagnetisation magnet

Next, a field of ∼ 150 mT is needed in the area of aerogel sample in order

to carry out the second demagnetisation of solid 3He. Naturally, the field

should not extend to the region of the copper refrigerant. The demagnetisa-

tion magnet was thus wound and it slides inside the inner radiation shield

attached to the nominal 50 mK shield of the refrigerator.

6.4.3 Field minimum magnet

To vertically trap a magnetic BEC inside the cavity, a sharp dip in the mag-

netic field intensity is required. This is created by a field minimum magnet

that slides into the demagnetisation coil former. It is a very small coil with
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only 4 layers of 16 turns of superconducting wire. At 1 A, the coil produces

a field minimum 1.5 mT deep with curvature of 9 mT cm−2.

6.4.4 Field gradient magnet

Lastly, there is a gradient magnet wound on top of the demagnetisation coil

to fine tune the NMR field homogeneity and also to make sure that the

field minimum is created in the centre of the cavity. It is approximately a

Helmholtz coil with two parts of the coil wound in a direction to produce

a linear field gradient along the axis. At 1 A the magnetic field difference

across the aerogel sample is 1.9 mT.

All field profiles were calculated using a Matlab script written by Roch

Schanen. All magnets were optimised to produce maximum field homo-

geneity and the resulting on axis field profiles are shown in Figure 6.5.

Multi-filamentary superconducting wire with copper cladding was used for

all the solenoids (Supercon 54S43, outer diameter 178 µm with Formvar in-

sulation). The parameters of the solenoids are summarized in Table 6.2.
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Figure 6.5: Calculated on axis field profiles per 1 A of the new supercon-
ducting solenoids. The region with the copper demagnetisation stag is
shown with orange fill. The aerogel area is shown with blue fill, with the

cavity represented by a lighter colour.
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Table 6.2: Summary of the parameters of the four new superconducting
solenoids. The compensation coils are wound at each end of the solenoid
on top of the main coil to increase the on-axis field intensity at distances

away from the centre of the coil.

NMR Demag. Gradient Field min.

Main
coil

Diameter 78.5 mm 23 mm 30.6 mm 18 mm
Length 185 mm 48.3 mm 48.3 mm 2.5 mm

Turns 1299 376 - 13
Layers 5 23 - 4

Compen-
sation coils

Length 23.2 mm 11.1 mm 5 mm -
Turns 130 59 26 -

Layers 4 14 1 -

Wire length 1796 m 887 m 5 m 3 m

6.5 NMR setup

The configuration of the NMR measurement is shown with the circuit di-

agram in Figure 6.6. The circuit operates at the Larmor frequency of 3He

atoms: about 1 MHz in an external applied magnetic field of 30 mT. The

excitation signal of at this frequency the from primary signal generator is

fed through the 1 pF capacitor. The impedance of the capacitor at 1 MHz is

much greater than that of the RLC circuit, ensuring constant current in the

circuit. The signal then travels down the cryostat through a 1200 pF cold

capacitor placed on the mixing chamber plate to the NMR coil around the

cell. The other side of the coil is grounded at the mixing chamber. The 3He

resonance causes energy to be absorbed by the 3He atoms, resulting in a

very slight reduction of the circuit Q factor and the voltage across the tank

circuit. As this NMR signal is very small compared to the induced voltage

of the tank circuit in the absence of the NMR absorption, it is necessary to

remove a large background to improve detection capability. The tank circuit

voltage is amplified by a SR560 preamplifier. The amplified signal is then

subtracted from the reference coming from the secondary signal generator

in the differential amplifier (SR560), ideally leaving only the tiny voltage

change caused by the 3He energy absorption. The generators (both Agilent

32500B) are phase-locked together and the phase difference and amplitude
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of the secondary signal is adjusted to minimize the sum of both signals.

The resulting small signal is then detected by a SR844 high frequency lock-

in amplifier.

Figure 6.6: Electrical circuit diagram of the NMR setup. The AC signal
generated by the primary signal generator is fed down the cryostat to the
NMR coils. The signal is then amplified by the pre-amplifier and sub-
tracted from the identical reference from another signal generator. The
phase shift between the two signal generators is adjusted so that the re-
sulting signal is minimised. Ideally, this subtraction leaves out only the
difference between the two signals mostly caused by the 3He absorption.

6.5.1 Quality factor

The RLC circuit behaves like a band-pass filter due to resonance - it only

passes the frequencies from certain range while rejecting the rest. The band-

width ∆ f of such a filter is defined as the difference between the frequencies

with transmitted power half of the peak value, similarly to the width at half

height ∆ f2 shown in Figure 4.1. The Q factor is defined as the ratio of

resonant frequency to the bandwidth

Q =
f0

∆ f
. (6.1)
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In a parallel RLC circuit with the inductance L and capacitance C where the

main loss is the resistance R of the inductor, Q has the form

Q =
1
R

√
L
C

, (6.2)

with natural frequency f0

f0 =
1

2π

√
1

LC
, (6.3)

valid for high Q values.

A high Q factor is desired to increase sensitivity of the circuit thanks to

greater resonance amplitude. Moreover, higher Q means more selectivity

of the circuit only to the studied frequencies around Larmor frequency of

solid 3He.

6.5.2 Pickup coils

The design of the pickup saddle coils influences the resonance of the NMR

circuit. Over time, the coils were remade to obtain a higher quality factor

for the resonance. The two designs, shown in Figure 6.7, are described and

compared.

(a) (b)

Figure 6.7: Two designs of the NMR saddle coils. (a) initial design using
folded square coils, (b) modified design with flat circular coils. The stycast

paper tube with copper wires for thermalisation is also visible.
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The pickup coils are glued on a cylindrical tube former made of stycast

paper that slides onto the outer cell. The tube is thermalised to the mixing

chamber via a set of copper wires glued to it. The wires then attach to a

single annealed silver wire by crimping with high purity copper plate. The

silver wire is thermally anchored to the mixing chamber.

First, the square coils were used due to their simple manufacturing pro-

cess. Each saddle coil consists of 20 turns of 44 SWG copper wire wound

on a teflon former with square cross-section (9 mm× 9 mm). After applying

stycast, the coils were extracted from the teflon former using liquid nitro-

gen. The coils were then flattened by folding two opposite sides of the

square inwards and the other two outwards.

Later, the coils were redesigned in the hope of achieving higher Q fac-

tor. To avoid the folds, the square coils were replaced with the circular

ones. The coils are created by careful winding of the copper wire on top of

double-sided scotch tape in a spiral pattern. Similar to the previous design,

the inner diameter of each coil is 8 mm, with 20 turns of 44 SWG copper

wire. After winding, a thin cigarette paper was glued onto the coil and

once cured, the coil with the paper was carefully peeled off the scotch tape.

Due to the lack of space around the cell, the copper leads of the coils

were brought up to the space just below the mixing chamber where they

connect to the cryogenic coaxial cables. In the first design, the pairs of leads

were twisted together in order to minimise the pickup area. In the second

design the leads were glued onto cigarette paper parallel to each other with

about 1 mm gap in between. This naturally increases the undesired pickup

area of the coil, however it decreases stray capacitance between the wires.

The comparison of the resonances of both coil designs is shown in Fig-

ure 6.8. With the new coil design we were able to achieve a Q factor more

than 3 times higher.
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Figure 6.8: Frequency sweeps of the NMR coils with (a) old and (b) new
design. The mixing of multiple resonances was eliminated with the new
design. Moreover, the Q factor more than tripled. The improvements were

similar for both of the NMR coils.

6.6 Filling of the cell

The experience of the low temperature group at Northwestern University

has shown that the very fine structure of aerogel can crush under the sur-

face tension of 3He during cell filling procedure. Their suggested approach

is to fill the cell supercritically, i. e. with 3He safely above the critical point

(Tc = 3.32 K and pc = 1.146 bar [90]). Once the temperature is lower than Tc,

the pressure can be lowered and liquid 3He fills the cell without the creation

of a vapour-liquid interface. To ensure that the cell does not explode during

the procedure, pressurizing above about 5 bar should be avoided. Unfortu-

nately, estimating the exact cell pressure is difficult. There is a gauge that

monitors the cell pressure at the mixing chamber level, but the pressure

drop on the thin capillary that connects it with the cell is very hard to pre-

dict, especially during cooldown. To roughly estimate the cell pressure, the

dependence of resonant frequency and width on pressure was calibrated for

both tuning forks inside the cell (TFtop and TFbot respectively).
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6.6.1 Tuning fork pressure calibration

Using the two-fluid model of superfluid and neglecting the acoustic damp-

ing, Blaauwgeers et. al. [59] suggest the frequency dependence on density

as follows (
f0vac

f0

)2

= 1 +
ρ

ρq

(
β + B

S
V

√
η

πρ f0

)
, (6.4)

while the dependence of the width ∆ f2 is described by

∆ f2 =
1
2

√
ρη f0

π
CS

( f0/ f0vac)
2

mvac
, (6.5)

where V = TWL and S = 2(T + W)L. T,W and L are fork dimensions

shown in Figure 4.2. There are three more dimensionless constants β, B and

C that depend on the geometry of the fork. f0vac is the intrinsic frequency

- the frequency of the resonator in vacuum without fluid damping. After

measuring f0vac, f0 and ∆ f2 for several different densities or temperatures,

we can minimize both equations for the parameters β, B and C. Once the

parameters are estimated, equations (6.4) and (6.5) can be solved for f0 and

∆ f2 for any pressure and temperature as long as the parameters of the gas

are known.

At room temperature, density as a function of pressure and temperature

can be conveniently approximated with very good precision by the ideal gas

equation

ρ =
pM

TRspec
, (6.6)

where Rspec is the ideal gas constant and M is the molar mass. However,

for the measurements at temperatures around Tc, fitting the data based on

literature values is necessary ([91] for 4He and [92, 93] for 3He). The tem-

perature dependence of viscosity can be found in [94, 95].

To find the parameters β, B and C for the tuning forks inside the exper-

imental cell, the cell was cooled down to 4 K and pressurized with 3He to

various pressures between 0 and 1.5 bar. The pressure was measured using

a capacitance gauge mounted on the mixing chamber plate. To minimise
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the pressure gradient in the filling capillary between the cell and the dis-

tant gauge, data points were taken after allowing the pressure to equalize

overnight.

Since at 4 K it is difficult pump out all 3He after filling the cell, f0vac

was estimated by linear interpolation to 0 bar. Coefficients β, B and C were

found and the predicted frequency and width of both tuning forks for a set

of pressures in the critical temperature range are shown in Figure 6.9. These

plots can then be used a rough guide when estimating the cell pressure

during cooldown.

Figure 6.9: Calculated f0 and ∆ f2 dependence on temperature for various
pressures. f0 and ∆ f2 along the saturated vapour pressure and at fixed

density passing the critical point are also shown.

6.6.2 Practical realisation

Standard procedure involves pressurising the cell to around 1.8 bar and

keeping the pressure constant as the 3He-4He mixture condenses. The crit-

ical point is just above 3 K, so it’s important to have the cell pressurized

prior to the start-up of the dilution refrigerator. Unfortunately, it turned out

that the pressure as measured by the pressure gauge at the mixing chamber
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became highly unstable. During multiple cooldowns we encountered nu-

merous situations when the seemingly stable pressure suddenly dropped

at astonishing speed, see Figure 6.10. We suspect that the 3He condenses

somewhere in the vicinity of the pressure gauge volume which is one of

the coldest parts of the refrigerator at the time. The cell with the aerogel

sample is indeed warmer than the mixing chamber at this time, but since

the exact pressure in the cell is unknown, sudden pressure changes should

be avoided nevertheless.

It was thus very important to stay alert during the condensation of the

mixture and take immediate action when the cell pressure starts dropping.

During condensing one should always keep the high pressure volume full

of 3He and immersed in liquid 4He - ready to increase the cell inlet pressure

when needed. Often a simple increase in inlet pressure was not sufficient

and one had to heat the mixing chamber with the built-in resistor. Using

the mixing chamber heater has proven to be the most efficient and sensitive

method of raising the 3He pressure, but it slows down the mixture conden-

sation process.

We tried other more desperate ways to increase the 3He pressure as well.

For instance one can stop the condensation and fill the 1 K pot with warm
4He gas. Even this quite violent action was sometimes not enough and one

had to introduce warm mixture into the still of the dilution fridge. It proved

useful to keep the still pressure below about 15 mbar during the condensing

process and raise it up to 100 mbar or more only when really needed. The

introduction of warm mixture into the still results in immediate warm up

and increase in cell pressure, but it slows down the condensation process.

It can take more than an hour to pump the still back to 15 mbar in order to

start condensing again.

The volume of the cell requires about 50 l of 1 bar room temperature
3He to be condensed. Once the cell was full, no sudden pressure drops

would occur and the refrigerator was safe to leave without supervision -

condensing the remains of the 3He-4He mixture overnight.
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The warmup procedure was similar to the cooldown. One dangerous

moment in particular is just after the last remains of the fluid in the mixing

chamber boil off. Once all fluid is boiled off, it was necessary to quickly turn

off the heater to avoid sudden heating of the evaporated gas. Otherwise

the mixing chamber would heat up too quickly and the cell would follow,

resulting in a sudden increase in the cell pressure.

Since cooldowns and warmups must be performed with overpressure, it

proved to be particularly useful to flush the cell multiple times before every

run, decreasing the risk of blocking the filling lines. Partially closed filled

lines significantly prolong the warmup procedure which once started must

be finished in one session.
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Figure 6.10: Cell pressure during the start of the dilution refrigerator as
measured by the pressure gauge thermalised at the mixing chamber plate.
Sudden drops in the pressure are probably caused by condensation of 3He

in the vicinity of the pressure gauge.

6.7 Cooldown problems

6.7.1 Leaks

We encountered numerous leaks in our refrigerator, some more serious than

others. First, we discovered a leak to the inner vacuum space of the dewar.
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Figure 6.11: Temperatures of the inner and outer cell during a typical
demagnetisation. Note the sudden onset of temperature rise in the outer

cell as well the lack of heating during the pause of the demagnetisation.

The leak was localised on the joint between the plastic neck and the nitrogen

shield of the dewar. After a few unsuccessful attempts to repair the leak a

new dewar was purchased. Next, a leak into inner vacuum space of the

refrigerator was found. The leak was only present at temperatures below

around 100 K and was localized at one of the stycast feedthroughs for the

coaxial cable (white and black line). The leak was fixed by applying a thin

layer of extra Stycast 2850 FT on the feedthrough.

6.7.2 Heating during copper demagnetisation

Unfortunately, during the first attempt to cool down the experimental cell

we discovered a large amount of heating into the cell during the copper

demagnetisation. The heating is large enough to prevent any attempts for

even sustaining superfluid in the inner cell for more than a brief time period.

This section summarizes the efforts to diagnose this heating.

A typical demagnetisation procedure is shown in Figure 6.11. In this

case, the inner cell was precooled to ∼ 11 mK and B/Tin = 0.75 T mK−1

before demagnetising. In the beginning it might seem that it all goes well

as the temperatures decrease linearly with the magnetic field. The situation

changes in a field of about 500 mT when we observe a sudden onset of
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heating in the outer cell with the inner cell immediately following. If we

pause the demagnetisation, the heating stops and the temperatures relax

to a new equilibrium. However, the heating instantly reappears when the

demagnetisation is carried on further. Even though this might indicate that

the heating appears suddenly at this very specific moment, it seems very

unlikely. The heating does not seem to appear at the exactly same magnetic

field every time, though it is difficult to judge that. The heating appears

at around the superfluid transition where the viscosity of the fluid is very

large. The width of resonance of the tantalum vibrating wires is thus very

large, resulting in a great uncertainty in the temperature estimation.

Rather than plotting temperatures, it can be more informative to plot the

ratio of the magnetic field intensity to temperature as in Figure 6.12. As

was shown in Section 3.2, for an ideal adiabatic process with no heat leak

the ratio remains constant during demagnetisation and any heat leak into

the system causes B/T to decrease. The heat capacity of copper depends

on magnetic field as ∝ B2, so the heat leak is not very apparent in the

initial stages of demagnetisation. As the magnetic field decreases, so does

the copper heat capacity and the heat load begins to manifest itself on a

significant reduction of B/T ratio, especially in the outer cell.

6.7.3 Possibility of a touch

One of the obvious candidates for causing heating in the outer cell is a touch

to the still radiation shield. Due to the necessity of having a small field min-

imum magnet bore diameter, the radial clearance between the outer cell tail

piece and aerogel demagnetisation solenoid is only 2.5 mm. Considering

the anchoring points of the two parts are more than 450 mm apart and both

parts undergo thermal contractions during cooldown, careful radial align-

ment of the still shield is necessary. Even then the touch is still a possibility.

We intentionally overheated the still up to 240 mK and observed no

change of temperature in the cell. To ensure that the heating warms up

the entire magnet former placed at the bottom of the still shield, we glued
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Figure 6.12: B/T ratio during demagnetisation. A steady drop in B/T is
more pronounced for the outer cell, even though the inner cell eventually
follows. The sudden divergence of the ratio is due to reaching the super-
fluid transition where thermometry is not reliable due to the very large

width of the thermometer resonance.

a RuO2 thermometer on it and observed an increase in temperature during

heating.

Moreover, we painted a thin layer of conductive epoxy on the place on

the outer cell that would touch first and observed no electric short to the

ground of the refrigerator and thus the still shield.

6.7.4 Heat switch emf coil

Another cause of possible heating problems could be incorrect magnetic

field in the heat switch region, causing the heat switch to allow a thermal

link to the mixing chamber. We wrapped 100 turns of copper wire around

the still shield at the height of the heat switch to probe the emf voltage

generated by the main magnet field change. One can integrate the emf

voltage signal over the entire demagnetisation and obtain a rough estimate

of the magnetic field in the region of the coil. By this method we obtained

∼ 88 mT. The magnetic field in the heat switch region should be about 10 %

of the full field value, which roughly corresponds to our findings.
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6.7.5 Heat switch temperature probes

To learn more about the possible source of heating, three RuO2 thermome-

ters were glued onto the silver wires leaving the heat switch towards the

mixing chamber, the inner and the outer cell. The sensitivity of RuO2 ther-

mometers at our desired temperature range is very poor and the measure-

ments were thus very crude. In fact, the inner cell thermometer actually

turned out to be completely insensitive to any temperature change. Fig-

ure 6.13 shows the resistance of the outer cell and mixing chamber resis-

tors together with the resonant width of MCTA vibrating wire. It seems as

though the heat switch region experiences the heating immediately when

starting the demagnetisation, and the temperature of 3He in mixing cham-

ber eventually follows but this is most likely due to a different process.

Heating of the mixing chamber during demagnetisation was always present

in many previous experiments at Lancaster and its origin is not clear. One

explanation might be that the heat exchangers are slightly magnetic and

heat up the incoming 3He to the mixing chamber.

Unfortunately, since the heat switch operates with the fringing field of

the main magnet, so it does not allow for switching on and off in arbitrary

field. Moreover, there is no clear sign on the tantalum VWR’s temperature

dependence when the switch closes. For these reasons we tried to test if

there is any heat flow through an open heat switch by overheating the mix-

ing chamber at low magnetic field. From Figure 6.14 it is apparent that the

temperature of the outer cell follows the mixing chamber temperature im-

mediately - suggesting a leaky heat switch. However, in order to see the

temperature change on the RuO2 thermometers one needs to overheat the

mixing chamber significantly (in this case up to 70 mK was measured with

MCTA). It is very likely that this overheats the heat switch which causes the

heat leak. Under normal conditions, heating to the mixing chamber is much

smaller and overheating the heat switch would not be an issue.
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Figure 6.13: The response of the RuO2 thermometers during demagneti-
sation. The immediate heating of the outer cell thermometer is surprising.
Slow heating of the mixing chamber during demagnetisation was typically
present with all previous Lancaster demagnetisation experiments, proba-

bly due to the heat exchangers being slightly magnetic.
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Figure 6.14: The response of the RuO2 thermometers when heating the
mixing chamber. The outer cell temperature clearly follows the mixing
chamber temperature, suggesting a leaky heat switch. However, this is
most likely caused by overheating the heat switch in order to see a temper-
ature change in the mixing chamber with poorly sensitive RuO2 sensors.
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Figure 6.15: Temperatures of the inner and outer cell during a typical de-
magnetisation. Note the sudden change of slope of outer cell temperature
when entering a new magnetic field region as well the lack of heating dur-

ing the pause of demagnetisation.

6.7.6 Hysteretic behaviour

To our surprise, the nature of heating in the outer cell is hysteretic. The

heating only occurs when demagnetising to new fields that haven’t been

previously visited during the demagnetisation procedure. This is illustrated

in Figure 6.15. When the cell is demagnetised after slight remagnetisation,

no heating is present until entering a new field. Here the slope of the outer

cell temperature dependence changes immediately, suggesting heating. The

effect of hysteresis remains unexplained and is very likely the cause of our

inability to cool the inner cell below 500 µK. A possible explanation for

this effect is a magnetic ordering of some material inside the cell. However,

this remains a mystery since all materials inside it were used previously in

similar designs without any issues.

6.7.7 Leak between inner and outer cell

After many attempts of cooldown, the cell was finally disconnected from

the dilution refrigerator and cut open. As we were starting to suspect, we

have found a leak between the inner and outer cell at the connection of

glass tube to the paper tube, see Figure 6.16. The leak most likely was

caused by the large differential contraction between the glass tube and an

araldite piece connecting it to the stycast paper tube above it. A solution
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Figure 6.16: (a) A broken link between the glass tube and the inner cell is
apparent after applying small pressure on the glass tube. (b) Highlighted

critical region prone to breaking.

to avoid this in the future work would be to use a connecting piece made

of thin stycast paper - a flexible material that can withstand the difference

in thermal contraction. The design with an araldite connector was chosen

in order to ensure centring and verticality of the glass tube due to tight

tolerances and small spacing to the outer cell.

A leak in between the cells is a big problem that would prevent the inner

cell from reaching ultra-low temperatures and indeed must be dealt with.

However, this issue still does not explain all the symptoms. A leak explains

well the quick (within a few hours) equalisation of inner and outer cell

temperatures after the demagnetisation is stopped, see Figure 6.11, but the

heating during demagnetisation must be caused by another process that is

still not clear to us.

6.7.8 Future efforts

The first future step to resolve this issue would probably be to cut away

the inner cell, attempt the demagnetisation with just the copper powder

and see if the symptoms persist. In the most likely scenario the heating

will still be observed, hinting towards unsuitable copper powder or another

perhaps ferromagnetic material contaminating the inside of the outer cell. In
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such a case then construction of a whole new tailpiece would be inevitable.

Unfortunately, recycling the experimental volume of the inner cell would

not be feasible due to the tight constraints on the concentricity of the inner

and outer cells. In order to meet the required precision, jigging the cell at

various parts of the build is necessary. The same building approach would

not possible with an already fully finished inner cell.

It is also possible that the problem lies within the inner cell. If the copper

demagnetisation stage alone cools down without any issues, the rebuilding

of only the experimental volume would be sufficient. Again, we can only

speculate what might be the cause of the heating - perhaps an unfortunate

choice of the glass tube material?

This chapter has detailed the search effort for the reason for the failure of

the demagnetisation stage. As disappointing as the outcome of this search

appears to be, the process of building this cell is well documented, making

re-building of the apparatus a fairly straightforward procedure. The exper-

iment is still as intriguing as it was in the beginning of this project and the

research questions still remain unanswered. There is no doubt that another

attempt at solid 3He demagnetisation will follow in the near future.



Chapter 7

Summary

This thesis has presented the latest work on two experiments with super-

fluid 3He as a medium of interest, at temperatures well below 200 µK in a

regime where the thermal excitations are in the ballistic transport limit.

First, the latest developments and results from an experiment utilising

a macroscopic superconducting NbTi wire inside the superfluid were de-

scribed and discussed. This wire, called the Floppy Wire, can be moved

through the condensate in oscillatory (AC) as well as, for the very first time

within superfluid 3He, in uniform linear motion (DC). The range of veloci-

ties covered allows for measurements at speeds exceeding the Landau crit-

ical velocity vL - the velocity at which the the excitation spectrum becomes

gapless and quasiparticles can be created at no energy cost. The position of

the wire can be monitored and the dissipation caused by the Floppy Wire

movement inferred from nearby vibrating wire and quartz tuning fork ther-

mometers. In AC motion the dissipation footprint of the wire movement

is in agreement with all other mechanical oscillators studied to date, with

a sudden onset of large dissipation when vL/3 is exceeded. However, the

situation is very different in the case of DC motion. Here, no large onset

of dissipation has been observed up to the highest reachable velocity, more

than four times vL.

We attempted to measure the frequency dependence of dissipation away

119
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from the resonance at 66 Hz and found no difference in the 20–90 Hz fre-

quency range. Below 20 Hz the results are inconclusive, most likely due to

strong heating caused by the movement of magnetic flux lines through the

superconducting wire. We also studied the dissipation arising from drive

pulses with various protocols for the control of wire acceleration. We were

able to infer the time constant for the relaxation of surface states - the time

required to refill the states that were emptied during acceleration. This time

constant is approximately 6 ms and is very weakly temperature dependent

in the measured temperature range of 160–230 µK. This weak temperature

dependence suggests that the surface states are not refilled from bulk excita-

tions as the number density of these changes greatly across the temperature

range. Instead, we posit that the states are refilled via surface flow along

the legs of the Floppy Wire from the reservoir of the cell walls.

This finding opens the question of whether the time constant would

change for a Floppy Wire with identical resonant frequency but different leg

length, and we suggest this as an avenue for future study. Another way to

shed more light into the nature of the surface states may be by modifying the

surface conditions of the wire, perhaps by using 4He which preferentially

plates all the surfaces when introduced into 3He in small quantities. Pre-

plating the Floppy Wire with 4He would change the nature of scattering

processes from diffuse to specular and one can speculate how would that

influence the surface states relaxation process.

Next, the thesis described our efforts to design, construct and test a new

experiment where we attempted to demagnetise the solid 3He layers formed

on the surfaces of aerogel. The experiment should allow for reaching sub-

100 µK temperatures in superfluid 3He. The experimental setup was built,

but unfortunately a large currently unexplained heat leak was discovered

during the initial testing. The heating occurs during the demagnetisation

of the copper which serves as a precooling stage for the experiment. The

thesis described the design of the new experiment, the initial cooldown

calculations and the extensive testing undertaken in order to determine the
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source of heating. Despite all these efforts, the cause of the heating was not

discovered, even after an irreversible post-mortem of the setup. For future

work a re-build of the cell is required. The process of construction is well

documented, making it a fairly straightforward procedure. The motivation

for the experiment remains unchanged and it is anticipated that another

attempt will be made shortly.
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[58] M. Človečko, E. Gažo, M. Kupka, M. Skyba, and P. Skyba. High quality

tuning forks in superfluid 3He-B below 200µK. J. Low Temp Phys., 162:

669–677, 2010. doi:10.1007/s10909-010-0330-0.

[59] R. Blaauwgeers, M. Blazkova, M. Clovecko, V. B. Eltsov, R. de Graaf,

J. Hosio, M. Krusius, D. Schmoranzer, W. Schoepe, L. Skrbek, P. Skyba,

R. E. Solntsev, and D. E. Zmeev. Quartz tuning fork: Thermometer,

pressure- and viscometer for helium liquids. J. Low Temp. Phys., 146

(5/6):537–562, 2007. doi:10.1007/s10909-006-9279-4.

http://dx.doi.org/10.1016/0011-2275(90)90274-G
http://dx.doi.org/10.1016/0011-2275(90)90274-G
http://dx.doi.org/10.1007/BF00681746
http://dx.doi.org/10.1103/PhysRevB.57.14381
http://dx.doi.org/10.1007/s10909-012-0690-8
http://dx.doi.org/10.1038/nphys1963
http://dx.doi.org/10.1007/s10909-008-9815-5
http://dx.doi.org/10.1007/s10909-010-0330-0
http://dx.doi.org/10.1007/s10909-006-9279-4


Bibliography 129

[60] R. M. Bowley and J. R. Owers-Bradley. Slip corrections for vi-

brating wire resonators. J. Low Temp. Phys., 136(1):15–38, 2004.

doi:10.1023/B:JOLT.0000035369.99254.72.
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