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Abstract—This paper presents a local spatio-temporal descriptor for action recognition from depth video sequences which is capable of distinguishing similar actions as well as coping with different speeds of actions. This descriptor is based on three processing stages. In the first stage, the shape and motion cues are captured from a weighted depth sequence by temporally overlapped depth segments, leading to three improved depth motion maps (DMMs) compared to previously introduced DMMs. In the second stage, the improved DMMs are partitioned into dense patches, from which the local binary patterns histogram features are extracted to characterize local rotation invariant texture information. In the final stage, a Fisher kernel is used for generating a compact feature representation, which is then combined with a kernel-based extreme learning machine (ELM) classifier. The developed solution is applied to five public domain datasets and is extensively evaluated. The results obtained demonstrate the effectiveness of this solution as compared to the existing approaches.
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I. INTRODUCTION

A CTION recognition plays a significant role in a number of computer vision applications such as context-based video retrieval, human-computer interaction and intelligent surveillance systems [1], [2], [3], [4], [5]. Many previous works have focused on recognizing actions captured by conventional RGB video cameras, e.g., [6], [7]. However, these works have limitations such as coping with various lighting conditions and cluttered backgrounds due to the fact that RGB data suffer from these variations, thus impeding effectiveness in real-world applications, such as video surveillance.

More recent advances have involved performing action recognition by exploiting depth cameras. Compared with RGB cameras, depth cameras have several advantages: 1) depth data are much more tolerant to changes in lighting conditions and depth cameras even work in dark environments; 2) color and texture do not appear in depth images, which makes the tasks of human detection and foreground extraction from cluttered backgrounds easier [8]; 3) depth cameras provide depth images, which capture the 3D structural data of subjects/objects in the scene [9]; 4) human skeleton positions (e.g., 3D joints positions and rotation angles) can be efficiently obtained from depth images providing additional information for performing action recognition [10].

Since the release of cost-effective depth cameras, such as Microsoft Kinect, many works on action recognition have been conducted using depth images. Various representations of depth sequences have been explored, including bag of 3D points [11], spatio-temporal depth cuboid [12], depth motion maps (DMMs) [13], [14], [15], [16], surface normals [17], [8] and skeleton joints [18]. Among these representation schemes, DMMs-based representations transform the action recognition problem from 3D to 2D and have been successfully applied to depth-based action recognition. Specifically, DMMs are obtained by projecting the depth frames onto three orthogonal Cartesian planes and accumulating the difference between projected maps over an entire sequence. They are basically used to describe the shape and motion cues of a depth action sequence.

However, DMMs of an entire depth sequence may not be able to capture detailed temporal motion in a subset of depth images. As a result, previous motion history may get overwritten when a more recent action occurs at the same point. An example of this phenomena is shown in Fig. 2 where the limitation of DMMs in capturing detailed motion cues is illustrated. In this figure, (a) is an example depth action sequence high wave, (b) shows the DMM of the front view projection generated using all the depth frames (60 frames) in the action sequence, and (c) shows 6 DMMs of the front view projection generated using 6 different subsets of depth
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frames (e.g., frames 1-10, 11-20, 21-30, etc.) in the same action sequence. It can be observed that the detailed motion (e.g., raising hand over head and waving) of a hand waving action can be observed in DMMs generated using subsets of depth frames in a depth action sequence. In other words, the waving motion exhibited in the DMMs generated from subsets of depth frames is more obvious and clear than that in the DMMs generated using the entire depth sequence (all frames). In addition, action speed variations may result in large intra-class variations in DMMs. To overcome the above shortcomings of DMM representations, a new local spatio-temporal descriptor is developed by taking into consideration the shape discrimination and action speed variations. The contributions of this work are as follows:

- The original DMM representation is improved by nonlinearly accumulating weighted motion regions of a sequence onto three orthogonal Cartesian planes. By doing so, the temporal relationships among frames are retained. In addition, to cope with speed variations in actions, different temporal lengths of depth segments are employed, eventually leading to a multi-temporal DMM representation.
- A set of local patch descriptors are built by partitioning all the DMMs into dense patches and utilize the local binary patterns (LBP) [19] to characterize local rotation invariant texture information in those patches.
- To make the representation more compact, the Fisher kernel [20] is used to encode the patch descriptors, which is fed into a kernel-based extreme learning machine (ELM) classifier [21] for recognition.

A preliminary version of the above approach appeared in [22]. This paper extends that work in the following manner. First, a more comprehensive survey on related works is provided. Second, an improved set of DMMs is proposed based on a nonlinear weighting function to assign different weights to depth frames, thereby preserving the temporal information among different frames. Third, the method developed in this paper has been evaluated on four benchmark datasets and a comprehensive comparison is provided with the state-of-the-art approaches including deep learning methods, e.g., [23]. The experimental results show that our method outperforms these existing methods. Fourth, an MSRAAction3D-Speed dataset has been put together based on the original MSRAAction3D dataset [11], which is used to demonstrate the robustness of our method to speed variations. It is worth noting that our method is flexible in the sense that it can be combined with skeleton joints employing a similar multi-temporal structure.

The remainder of this paper is organized as follows. Section 2 briefly reviews related works. Section 3 provides the details of our proposed depth video representation method. The experimental results on several benchmark datasets are reported in Section 4. Finally, Section 5 concludes the paper.

II. RELATED WORK

As pointed out in [24], 3D action recognition methods can be categorized into three types: depth-based, skeleton-based, and depth-skeleton-based methods. This section reviews these three types of methods briefly.

Surface normal vectors [25] can reflect local structure of 3D objects, therefore they are widely used for 3D object retrieval. An extended version called Histogram of Oriented 4D Normal vectors (HON4D) [17] is developed to capture local structure of spatio-temporal depth data. The 4D space denotes time, depth and 2D spatial coordinates. Since HON4D captures local information of one point separately, Histogram of Oriented Principal Components (HOPC) [26] is proposed to capture relationships surrounding that point. Specifically, HON4D calculates principal directions within a volume around the point and then encodes three main principal directions. Compare with HON4D, HOPC is more robust to depth noise, due to the usage of principal directions. Moreover, HOPC is able to capture relationships among local points. However, HOPC ignores relationships among points in a large scale. To solve this problem, a depth sequence is treated as many pairwise 3D points, and the relative depth relationships are used to construct binary descriptors [27]. This representation captures both local and global relationships. An alternative solution appears in [28], where a depth sequence is split into spatio-temporal cells, and then a locality-constrained linear coding is applied to encode features extracted from these cells. Despite of above methods, many types of descriptors are developed. For example, 2D and 3D auto-correlation of gradients features are combined using a weighted fusion framework for action recognition [29]. In [30], a tensor subspace, whose dimension is learned automatically by low-rank learning, is developed for RGB-D action recognition. Recent works on depth-based 3D action recognition focus more on specific problems such as cross-view action recognition. In [31], a depth video based cross-view action recognition method is developed, which learns a general view-invariant human pose model from synthetic depth images using a convolutional neural network and a sparse Fourier Temporal Pyramid to encode action specific features for spatio-temporal representation.

Recognizing human actions by observing human body joints is an intuitive way. A real-time skeleton joints estimation method is proposed [10], which opens a new way for action representation. The first attempt treats 3D action as a cloud of skeleton joints, which are placed into 3D spatial bins. The spatial distribution of these joints are encoded by histograms of 3D joint locations (HOJ3D). Since the 3D spatial coordinates are attached to skeletons, HOJ3D feature shows robustness to view point changes to some extent. To encode both spatial and temporal information of joints, Yang et al. apply Principal Component Analysis (PCA) on joint differences, generating the EigenJoints to reflect differences of joints in temporal and spatial domains. Observing that the joint differences only reflect speed of joints, Zanfir et al. [32] propose to use position, speed and acceleration of joints as features, and develop a Moving Pose (MP) framework for action recognition. Kerola et al. [33] construct a spatial temporal graph by linking joints in consecutive skeletons, where edge weights are calculated by distances. A spectral graph wavelet transform (SGWT) is applied on the 3D skeleton graph to create an overcomplete representation. In [34], Cai et al. develop a novel action attribute mining method, where an attribute space is constructed by the geometry transformation.
between body parts. In [18], the 3D geometric relationships among human body parts are explicitly modeled as curves using a Lie group. With the progress of deep learning [35], recent works use a single image to encode spatio-temporal information of skeleton joints, and then fine-tune pre-defined models for transfer learning. In [23], the skeleton is divided into five parts, which are used as inputs for five bidirectional recurrent neural networks (BRNNs). Then, the representations from the subnets are fused in a hierarchical way to be the inputs to higher layers. Since recurrent neural network (RNN) can model the long-term contextual information of temporal sequences, the proposed end-to-end hierarchical RNN achieves high performances on the task of skeleton-based action recognition. In [36], a skeleton sequence is visualized as several color images, which explicitly encode both spatial distributions and temporal evolutions of skeleton joints. To enhance the discriminative power of color images, skeleton joints with salient motions are emphasized when generating these color images. Finally, enhanced color images are used as inputs for a multi-stream convolutional neural networks, which explores the complementary properties between color images. Although combining deep learning methods and some hand-crafted features can obtain high recognition performance, skeleton-based methods are not applicable for applications where skeleton information is not available.

When skeleton joints can be stably estimated, these joints reflect robust motion patterns of human actions, thereby avoiding the effect of noisy depth data. However, in human-object interaction scenarios, skeleton joints can barely capture any information about the object. Moreover, when the human body is not directly facing the depth sensor, the estimated skeleton joints are usually noisy. In these cases, original depth data provides essential cues for distinguishing similar actions. In the direction of depth and skeleton information fusion, an ensemble model [37] is proposed to associate local occupancy pattern features from depth images with skeleton joints. In this way, the object can be reflected by describing depth data surrounding skeleton joints. Moreover, traditional HOG feature is also used to describe depth data surrounding skeleton joints [38]. Although multi-modal fusion methods generally achieve higher recognition accuracy, having a depth descriptor on top of a complicated skeleton tracker makes such algorithms computationally expensive, limiting their use in real-time applications.

III. PROPOSED DEPTH VIDEO REPRESENTATION

A. Improved Depth Motion Maps

According to [14], the DMMs of a depth sequence with $N$ frames are computed as follows:

$$DMM_{(f,s,t)} = \sum_{i=2}^{N} |map_{i}^{f,s,t} - map_{i-1}^{f,s,t}|,$$

(1)

where $map_{i}^{f,s,t}$, $map_{s}^{f,t}$ and $map_{t}^{f,s}$ indicate three projected maps of the $i^{th}$ depth frame on three orthogonal Cartesian planes corresponding to the front view ($f$), side view ($s$) and top view ($t$). A graphical illustration of DMMs generation is presented in Fig. 2.

On each orthogonal Cartesian plane, the DMMs are formulated by accumulating projected maps through an entire sequence. In this case, the temporal relationships among frames are not taken into consideration. To accommodate for the temporal relationships, an improved version of DMMs is provided here.

In order to describe the motion in RGB video, in [39] Motion Energy Image (MEI) was considered, which contains the motion information through accumulating binary processed image frames. To preserve the temporal information between different frames, in [39] a linear weighting function was considered with the time as an independent variable. After assigning each frame a weight, a Motion History Image (MHI) was generated, where more recently moving pixels are brighter. An analogy to this approach is adopted here between DMMs and MEI, and an improved DMMs is thus developed that follows a similar design flow of MHI. Different from the linear weighting function in [39], a nonlinear weighting function is designed which facilitates the weighting scheme. By adjusting one parameter, one would be able to obtain a set of weighting functions, which incorporates the linear weighting function.

Specifically, our weight in the weighting function is defined as follows:

$$weight(i) = \frac{1 - e^{-wi}}{1 - e^{-wN}},$$

(2)

where $i$ indicates the $i^{th}$ frame in a sequence with $N$ total frames and the parameter $w$ controls the shape of the weighting function. Accordingly, the improved DMMs is defined as:

$$DMM_{(f,s,t)} = \sum_{i=2}^{N} |map_{i}^{f,s,t} - map_{i-1}^{f,s,t}| \times weight(i),$$

(3)

which accumulates weighted motion regions through an entire sequences on three orthogonal Cartesian planes. The effect of parameter $w$ on the weighting function is shown in Fig. 3. When $w \to \infty$, the same weight is assigned to each frame.
and the improved DMMs becomes the original DMMs. When \( w \to 0 \), the weighting function becomes a linear function, which is similar to the weighting scheme in [39].

### B. Multi-temporal Depth Motion Maps

As aforementioned, DMMs based on an entire depth sequence may not be able to capture detailed motion cues. To capture more motion information, a depth sequence is divided into a set of overlapped 3D depth segments with equal number of frames (i.e., same frame length for each depth segment) and three DMMs are computed for each depth segment. Since different people may perform an action at different speeds, multiple frame lengths are also used to represent multiple temporal resolutions to cope with speed variations. The proposed multi-temporal DMMs representation framework is shown in Fig. 4. This figure illustrates an example where DMMs are generated by using the entire depth sequence (i.e., all the frames in the sequence) is considered to be the default level of the temporal resolution (denoted by Level 0 in Fig. 4). In the second level (Level 1 in Fig. 4), the frame length \( L_1 \) of a depth segment is set to 5 (i.e., 5 frames in a depth segment). In the third level (Level 2 in Fig. 4), the frame length \( L_2 \) of a depth segment is set to 10. Note that \( L_1 \) and \( L_2 \) can be changed. Obviously, the computational complexity increases by increasing temporal levels. Thus, the maximum number of levels is limited here to 3 including the default level, i.e., Level 0, which considers all the frames. The frame interval \( (R, R < L_1 \text{ and } R < L_2) \) in Fig. 4 is the number of frames between the first frames (or the starting frames), respectively, in two neighboring depth segments, indicating the amount of overlap between the two segments. For simplicity, the same \( R \) in Level 1 and Level 2 is used here.

### C. Patch-based LBP Features

DMMs can effectively capture the shape and motion cues of a depth sequence. However, DMMs are pixel-level features. To enhance the discriminative power of DMMs, the patch-based LBP feature extraction approach in [15] is adopted here to characterize the rich texture information (e.g., edges, contours, etc.) in the LBP encoded DMMs.

![Figure 3. A weighting function for constructing improved DMMs. An action sequence with \( N = 30 \) frames is illustrated for example.](image_url)

![Figure 5. Center pixel \( g_c \) and its 4 circular neighbors \( \{g_i\}_{i=0}^{3} \) with radius \( r \) for the LBP operator.](image_url)

The LBP operator [19] is a simple yet effective gray scale and rotation invariant texture operator that has been used in various applications. It labels pixels in an image with decimal numbers that encode local texture information. Given a pixel (scalar value) \( g_c \) in an image, its neighbor set contains pixels that are equally spaced on a circle of radius \( r \) \((r > 0)\) with the center at \( g_c \). If the coordinates of \( g_c \) are \((0,0)\) and \( m \) neighbors \( \{g_i\}_{i=0}^{m-1} \) are considered, the coordinates of \( g_i \) are \((-r \sin(2\pi i/m), r\cos(2\pi i/m))\). The gray values of circular neighbors that do not fall in the image grids are estimated by bilinear interpolation [19]. Fig. 5 illustrates an example of a neighbor set for \((m = 4, r = 1)\) (the values for \( m \) and \( r \) may change in practice). The LBP is created by thresholding the neighbors \( \{g_i\}_{i=0}^{m-1} \) with the center pixel \( g_c \) to generate a \( m \)-bit binary number. The resulting LBP for \( g_c \) can be expressed in decimal form as follows:

\[ LBP_{m,r}(g_c) = \sum_{i=0}^{m-1} U(g_i - g_c)2^i, \tag{4} \]

where \( U(g_i - g_c) = 1 \) if \( g_i \geq g_c \) and \( U(g_i - g_c) = 0 \) if \( g_i < g_c \). Although the LBP operator in Eq. (4) produces \( 2^m \) different binary patterns, a subset of these patterns, named uniform patterns, is thus able to describe image texture [19]. After obtaining the LBP codes for pixels in an image, an occurrence histogram is computed over an image or a region to represent the texture information.

Fig. 6 shows the process of patch-based LBP feature extraction. The overlap between two patches is controlled by the pixel shift \((ps)\) illustrated in Fig. 6. Under each projection view, a set of patch-based LBP histogram features are generated to describe the corresponding multi-temporal DMMs. Therefore, three feature matrices \( H_f, H_s, \) and \( H_t \) are generated which are associated with front view DMMs, side view DMMs and top view DMMs, respectively. Each column of the feature matrix (e.g., \( H_f \)) denotes a histogram feature vector of a local patch.

### D. A Fisher Kernel Representation

Fisher kernel representation [20] is an effective patch aggregation mechanism to characterize a set of low-level features, which shows superior performance over the popular Bag-of-Visual-Words (BoVW) model. Therefore, the Fisher kernel is employed here to build a compact and descriptive representation of the patch-based LBP features.

Let \( \mathbf{H} = \{h_i \in \mathbb{R}^D, 1 \leq i \leq M\} \) be a set of \( M \) \( D \)-dimensional patch-based LBP feature vectors extracted from
Figure 4. Proposed multi-temporal DMMs representation of a depth sequence.

Figure 6. Patch-based LBP feature extraction.

the multi-temporal DMMs of a particular projection view (e.g., front view) for a depth sequence. By assuming statistical independence, \( H \) can be modeled by a \( K \)-component Gaussian mixture model (GMM):

\[
p(H|\theta) = \prod_{i=1}^{M} \sum_{k=1}^{K} \omega_k \mathcal{N}(h_i; \mu_k, \Sigma_k),
\]

where \( \theta = \{\omega_k, \mu_k, \Sigma_k\}, k = 1, ..., K \) is the parameter set with mixing parameters \( \omega_k \), means \( \mu_k \) and diagonal covariance matrices \( \Sigma_k \) with the variance vector \( \sigma_k \). These GMM parameters can be estimated by using the Expectation-Maximization (EM) algorithm based on a training dataset (or feature set).

Two \( D \)-dimensional gradients with respect to the mean vector \( \mu_k \) and standard deviation \( \sigma_k \) of the \( k^{th} \) Gaussian component are defined as

\[
\rho_k = \frac{1}{M \sqrt{\pi_k}} \sum_{i=1}^{M} \gamma_{k,i} (h_i - \mu_k) / \sigma_k,
\]

\[
\tau_k = \frac{1}{M \sqrt{2\pi_k}} \sum_{i=1}^{M} \gamma_{k,i} \left[ \left( \frac{h_i - \mu_k}{\sigma_k} \right)^2 - 1 \right],
\]

where \( \gamma_{k,i} \) is the posterior probability that \( q_i \) belongs to the \( k^{th} \) Gaussian component. The Fisher vector (FV) of \( H \) is represented as \( \Phi(H) = (\rho_1^T, \tau_1^T, ..., \rho_K^T, \tau_K^T)^T \), where \( \Phi \) denotes the FV encoding operator. The dimensionality of the FV is \( 2KD \).

A power-normalization [20], i.e., signed square rooting (SSR) and \( \ell_2 \) normalization, is applied to eliminate the sparseness of the FV as follows:

\[
\text{sgn}(\Phi(H))|\Phi(H)|^\alpha, \quad 0 < \alpha \leq 1.
\]

The normalized FV is then denoted by \( f \).

Given \( N_T \) training action sequences with \( N_T \) feature matrices from a projection view \( v \in \{f,s,t\} \), \{\( H_v^1, H_v^2, ..., H_v^{N_T} \)\} representing patch-based LBP descriptors from multi-temporal DMMs are obtained using the feature extraction method demonstrated in Fig. 6. For each projection view \( v \), the corresponding feature matrices of the training data are used to estimate the GMM parameters via the EM algorithm. Therefore, for three projection views, three GMMs are created. After estimating the GMM parameters, three FVs (\( f_f \), \( f_s \) and \( f_t \)) are generated for a depth sequence. Then, the three FVs are simply concatenated as the final feature representation \( f_{con} = [f_f; f_s; f_t] \). Fig. 7 shows the steps toward generating FVs.

Extreme learning machine (ELM) was developed for single-hidden-layer feed-forward neural networks (SLFNs) [21]. Unlike traditional feed-forward neural networks that require all the parameters to be tuned, the hidden node parameters...
in ELM are randomly generated leading to a much faster learning rate. Compared with ELM, KELM provides a better generalization performance and is more stable. Therefore, this paper uses KELM for classification.

IV. EXPERIMENTS

To evaluate our approach, we report the outcome of our method on five datasets. The comparison between our method and related works are used to demonstrate the effect of multi-temporal DMM and LBP descriptor. In Section F, we report the time cost of our method and show the effect of levels on our multi-temporal structure. In Section G, we select proper parameter for the improved DMM and compare its performance with DMM.

A. MSRAction3D dataset

1) Dataset: MSRAction3D dataset [11] is one of the most popular depth datasets for action recognition as reported in the literature. It contains 20 actions: “high arm wave”, “horizontal arm wave”, “hammer”, “hand catch”, “forward punch”, “high throw”, “draw x”, “draw tick”, “draw circle”, “hand clap”, “two hand wave”, “sideboxing”, “bend”, “forward kick”, “side kick”, “jogging”, “tennis swing”, “tennis serve”, “golf swing”, “pick up & throw”. Each action is performed 2 or 3 times by 10 subjects facing the depth camera. It is a challenging dataset due to similarity of actions and large speed variations in actions. As shown in Fig. 8, actions such as “drawX” and “drawTick” are similar except for a slight difference in the movement of one hand. We have calculated the statistics for the dataset due to similarity of actions and large speed variations by 10 subjects facing the depth camera. It is a challenging dataset.

2) settings: Following [11], the cross subject validation method was adopted here with subjects #1; 3; 5; 7; 9 for training and subjects #2; 4; 6; 8; 10 for testing. The kernel-based extreme learning machine (KELM) [21] was employed with a radial basis function (RBF) kernel as the classifier due to its general good classification performance and efficient computation. In all the experiments, the parameters for KELM (RBF kernel parameters) were chosen as the ones that maximized the training accuracy by means of a 5-fold cross-validation test.

For our feature extraction, the DMMs of different action sequences were resized to have the same size for the purpose of reducing the intra-class variation. To have fixed sizes for DMM1, DMMs and DMMt, the sizes of these maps for all the action samples in the dataset were found. Following our previous work in [15], the fixed size of each DMM was set to 1/2 of the mean value of all of the sizes. This made the sizes of DMM1, DMMs and DMMt to be 102 × 54, 102 × 75 and 75 × 54, respectively. The block sizes of the DMMs were considered to be 25 × 27, 25 × 25 and 25 × 27 corresponding to DMM1, DMMs and DMMt. The overlap between two blocks was taken to be one half of the block size. This resulted in 21 blocks for DMM1, 35 blocks for DMMs and 15 blocks for DMMt.

The same parameter values in [15] were used in our experiments for the patch sizes and parameters for the LBP operator. The other parameters were determined empirically. The overall accuracies on three datasets with different parameters are shown in Figure 9, where frame length L1, frame length L2, frame interval R, pixel shift ps and the number of Gaussians (K) respectively change from 3 to 11, 10 to 18, 1 to 5, 3 to 7 and 20 to 100 at equal intervals. Experiments were conducted with one parameter changes and the other parameters were kept to the default values: L1 = 7, L2 = 14, R = 3, ps = 5 and K = 60.

To build multi-temporal depth motion maps, a depth sequence was divided into a set of overlapping 3D depth segments with equal number of frames. A three level structure of multi-temporal depth motion maps was considered, which needed three parameters, i.e. L1, L2 and R. The frame lengths of depth segments in the second and the third levels are respectively denoted by L1 and L2. These parameters were determined by grid search from the grid [3, 5, 7, 9, 11]. Fig. 9 (a) and 9 (b) show the results under different values of L1 and L2. The overall trend is that the accuracy rises and then falls with the increase of L1 or L2. Small values of L1 and L2 limited the depth information encoded in the depth motion maps. While large values reduced the discriminative power of the 3D depth segments among different levels.

The frame interval R is the number of frames between the first frames respectively in two neighboring depth segments.
Fig. 9 (c) shows the results with different values of $R$. Small value of $R$ led to a dense sampling of 3D depth segments at the expense of a large amount of processing time. When the value of $R$ was larger than the frame lengths of depth segments, many depth frames between neighboring depth segments were made discarded.

To describe DMMs by patch-based LBP features, the overlap between two patches is controlled by the pixel shift $ps$. As shown in Fig. 9 (d), the performance was boosted when the number of $ps$ was increased. The optimum value was found to be 5 for the number of $ps$. When $ps$ was larger than this optimum value, the performances dropped. The reason is that the spatial relationships among patches become weak when the overlap rate becomes small.

The parameter $K$ is used in our Fisher kernel representation. The value of $K$ was set by grid searching from the grid [20, 40, 60, 80, 100]. As shown in Fig. 9 (e), the best outcome on the four datasets with different values of $K$ was obtained.

Generally speaking, more than 90% accuracies with different parameters on three benchmark datasets was obtained, indicating the robustness of our method to parameter settings. The MSRAction3D-Speed dataset was more challenging than MSRAction3D dataset, since the execution rate difference was higher in our dataset by sampling a portion of frames from original sequences. Even so, more than 85% accuracy was achieved with different parameters on the MSRAction3D-Speed dataset, again indicating the robustness of our method to speed changes. Since the default values of parameter $L_1, L_2, R, ps$ worked well for all the four datasets, the following experiments were conducted with these values as the default values. It was observed that proper values of $K$ were needed for different datasets to achieve the best performance. In what is reported next, the value of $K$ was set to 60 for all the datasets.

3) Comparison with related works: We compared our method with the state-of-the-art methods in Table I. “Moving Pose” [32], “Skeletons in a Lie group” [18] and “Skeletal Quads” [42] belong to skeleton-based features, “Range-Sample” [27] and “Super Normal Vector” [8] belong to depth-
Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag of 3D Points [11]</td>
<td>74.70%</td>
</tr>
<tr>
<td>Random Occupancy Pattern [40]</td>
<td>86.50%</td>
</tr>
<tr>
<td>Actionlet Ensemble [37]</td>
<td>88.20%</td>
</tr>
<tr>
<td>Depth Motion Maps [13]</td>
<td>88.73%</td>
</tr>
<tr>
<td>HON4D [17]</td>
<td>88.89%</td>
</tr>
<tr>
<td>DSTIP [12]</td>
<td>89.30%</td>
</tr>
<tr>
<td>H3DF [41]</td>
<td>89.45%</td>
</tr>
<tr>
<td>Skeletons Lie group [18]</td>
<td>89.48%</td>
</tr>
<tr>
<td>Skeletal Quads [42]</td>
<td>89.86%</td>
</tr>
<tr>
<td>HOG3D+LLC [28]</td>
<td>90.90%</td>
</tr>
<tr>
<td>Moving Pose [32]</td>
<td>91.70%</td>
</tr>
<tr>
<td>Hierarchical 3D Kernel [43]</td>
<td>92.73%</td>
</tr>
<tr>
<td>DMM-LBP-DF [15]</td>
<td>93.00%</td>
</tr>
<tr>
<td>Super Normal Vector [8]</td>
<td>93.09%</td>
</tr>
<tr>
<td>Depth Context [44]</td>
<td>94.28%</td>
</tr>
<tr>
<td>Hierarchical RNN [23]</td>
<td>94.49%</td>
</tr>
<tr>
<td>Range-Sample [27]</td>
<td>95.62%</td>
</tr>
<tr>
<td>Our Method with DMMs</td>
<td>95.97%</td>
</tr>
<tr>
<td>Our Method with Improved DMMs</td>
<td>96.70%</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-STV/ASM [45]</td>
<td>86.80%</td>
</tr>
<tr>
<td>SDM-BSM [47]</td>
<td>89.50%</td>
</tr>
<tr>
<td>DMM-LBP-DF [15]</td>
<td>91.30%</td>
</tr>
<tr>
<td>D-DMH-PHOG [48]</td>
<td>92.40%</td>
</tr>
<tr>
<td>DMPP-PHOG [48]</td>
<td>95.00%</td>
</tr>
<tr>
<td>Our Method with DMMs</td>
<td>95.44%</td>
</tr>
<tr>
<td>Our Method with Improved DMMs</td>
<td>96.27%</td>
</tr>
</tbody>
</table>

based features and “Actionlet Ensemble” [37] belongs to skeleton+depth-based features. Since only depth information is used in our method, no comparison could be done with the methods which use RGBD data.

“Moving Pose” [32] encodes 3D position, speed and acceleration of skeleton joints and achieves best performance among skeleton-based features. Despite the good performance of these methods, the skeleton data may not be reliable when the subject is not in an upright position. More over, the skeleton data is not available from depth sequences which contains partial human bodies, e.g. hands, arms and legs. Therefore, the application areas of skeleton-based methods are limited. Our method outperforms these methods for two reasons: first, skeleton joints used by these methods contain a lot of noises, which bring ambiguities to distinguish similar actions; second, our method directly uses DMMs, thus providing more effective motion information.

“Range-Sample” [27] and “Super Normal Vector” [8] stand out from the depth-based features. In [27], the binary range-sample feature in depth is based on τ tests, which showed reasonable invariance to changes in scale, viewpoint and background. However, the temporal information among frames were not considered. In [8], an adaptive spatial-temporal pyramid based on the motion energy was proposed to globally capture the spatial and temporal orders. The dimension of action representation increased with the usage of larger number of levels. In [8], three levels were used, which achieved limited performances. Our result is better than the recent depth-based features such as “Super Normal Vector” [8] and “Range-Sample” [27], demonstrating the superior discriminatory power of our multi-temporal DMMs representation.

Using only patch-based LBP feature, DMM-LBP-DF [15] achieved an accuracy of 93.00%. Our Method with DMMs outperformed DMM-LBP-DF by nearly 3%, which verifies that multi-temporal DMMs can efficiently capture temporal information. Using improved DMMs instead of DMMs, our method allowed achieving the highest accuracy of 96.70%, indicating that the improved DMMs outperformed DMMs by preserving additional temporal information. It is noted that the performance of the improved DMMs depends on a parameter w. Therefore, a proper parameter value of w for different datasets needs to be selected as illustrated in Figure 14. More details about the comparison between DMMs and the improved DMMs are stated in Section IV-G.

B. DHA dataset


2) Settings: Similar to [48], the leave-one-subject-out evaluation scheme was considered here, in which samples from one subject were chosen for testing and the remaining samples from the other subjects were used for training. Then, the overall accuracy was served as the evaluation criteria. The sizes of DMMs and blocks were set to the same values as the MSRAction3D dataset. All the other parameters were set to the default values.

3) Comparison with related works: The DHA dataset was originally collected by [45], which only contains 17 action categories. An extended version of the DHA dataset was used here where extra 6 action categories are involved. In [45], depth sequences were split into space-time volume and 3bit binary patterns were constructed as depth features, which achieved an
In addition, a comparison with several existing methods were conducted whose evaluation scheme was employed and the overall accuracy was 86.80% on the original dataset. By incorporating the multi-temporal information to the DMMs, our method achieved higher accuracy even on the extended DHA dataset. From Table II, it can be seen that our method outperformed D-DMHI-PHOG [48] by 3.04% and outperformed DMPP-PHOG [48] by 0.44%. These improvements show that operating LBP on multi-temporal DMMs can produce more informative features than operating PHOG on depth difference motion history images (D-MHI).

### C. MSRGesture3D dataset

1) **Dataset:** MSRGesture3D dataset [40] is a benchmark dataset for depth-based hand gesture recognition. It consists of 12 gestures defined by American Sign Language: “bathroom”, “blue”, “finish”, “green”, “hungry”, “milk”, “past”, “pig”, “store”, “where”, “i”, “z”. Each action is performed 2 or 3 times by each subject, resulting in 336 depth sequences.

2) **Settings:** Similar to [17], the leave-one-subject-out evaluation scheme was employed and the overall accuracy was used to serve as the evaluation criteria. The sizes for $DMM_1$, $DMM_2$ and $DMM_3$ were $118 \times 133$, $118 \times 29$ and $29 \times 133$, respectively. The block sizes of the DMMs were considered to be $30 \times 27$, $30 \times 15$ and $15 \times 27$ corresponding to $DMM_1$, $DMM_2$ and $DMM_3$. All the other parameters were assigned the default values.

3) **Comparison with related works:** In addition, a comparison with several existing methods were conducted whose results appear in Table III. As can be seen from this table, our method outperformed Histogram of Oriented Principal Components (HOPC) [26] by 1.96%.

### D. MSRAction3D-Speed dataset

1) **Dataset:** MSRAction3D-Speed dataset is built using the MSRAction3D dataset. This dataset was used to test the robustness of our method to frame rate difference. Specifically, the sequences performed by subjects 1, 3, 5, 7, 9, (the original action samples) were used as the training data. One half of the frames (odd number frames, e.g., 1, 3, 5 ...) of the sequences performed by subjects 2, 4, 6, 8, 10 were selected. Based on the original time order, the selected frames were concatenated to form new sequences. Two types of sampling methods were used for sampling frames, i.e. linear sampling and random sampling. The linear sampling method sampled frames with 1/2 of the original frame rate. While the random sampling method randomly sampled one half of the frames from the original sequences. As shown in Fig. 12, the random sampling-based MSRAction3D-Speed dataset was found to be more challenging than the linear sampling-based, since the speeds in the sampling-based dataset changed dramatically in a non-linear manner. Furthermore, many key frames got ignored by random sampling.

2) **Settings:** To facilitate a fair comparison with the results on MSRAction3D dataset, the cross subject validation method was conducted with subjects #1; 3; 5; 7; 9 for training and subjects #2; 4; 6; 8; 10 for testing. All the other parameters were set to the same ones as used for MSRAction3D.

3) **Comparison with related works:** In view of the achieved 95.97% recognition rate on the MSRAction3D dataset, our method exhibited resistance to the execution rate. The achieved recognition result of our method on linear sampling-based MSRAction3D-Speed dataset was 93.27%. Therefore, our method was capable of dealing with frame rate changes considering the fact that 1/2 frame rate reduction was actually unrealistic. The recognition result of our method on random sampling-based MSRAction3D-Speed dataset was 90.10%. Using only patch-based LBP feature, DMM-LBP-DF [15] achieved an accuracy of 83.88%. Our method outperformed DMM-LBP-DF by 6.22%, verifying that our multi-temporal structure can efficiently capture temporal information, coping with the effect of speed changes.

### E. MSRDailyActivity3D dataset

1) **Dataset:** MSRDailyActivity3D dataset [50] is a daily activity dataset, which contains 16 activities: “drink”, “eat”, “read book”, “call cellphone”, “write on a paper”, “use laptop”, “use vacuum cleaner”, “cheer up”, “sit still”, “toss paper”, “play game”, “lay down on sofa”, “walk”, “play guitar”, “stand up” and “sit down”. Each action is performed...
in two different poses: “sitting on sofa” and “standing” by each subject, resulting in 320 depth sequences. This dataset contains cluttered backgrounds and noise. Moreover, most of the actions contain human-object interactions which are illustrated in Fig. 13.

2) Settings: Similar to [12], the sequences in which the subject was almost still were removed. As a result, our experiments were conducted with ten types of actions. A cross-subject validation was performed with subjects 1,3,5,7,9 for training and subjects 2,4,6,8,10 for testing [50].

3) Comparison with related works: In Table IV, the comparison of our method with related works on the MSRDailyActivity3D dataset is provided. LOP feature [37] and Random Occupancy Pattern [40] are two typical features specially designed for encoding depth data. These methods achieved limited accuracies, which reflects the challenges (e.g. noise and cluttered backgrounds) of this dataset. To tackle with these challenges, DSTIP+DCSF [12] was recently designed, which achieves an accuracy of 83.60%. Our method achieved an improvement of 2.4% over DSTIP+DCSF, since more depth data was captured by our multi-temporal depth motion maps. Actionlet Ensemble in [37] combines both depth data and skeleton data and achieves the state-of-the-art result of 86%. Without using skeleton data, our method is still competitive with Actionlet Ensemble. Since our method does not rely on the skeleton data, our method is more suitable for the real-world scenes, where the skeleton data can be barely captured (e.g. facing the problems of partial occlusions, viewpoint changes).

F. Computation Time

In our method, three levels for the multi-temporal DMMs representation is used. Our algorithm on the MSRAction3D dataset was tested using different numbers of temporal levels. The recognition accuracy and average feature computation time are reported in Table V. It is worth mentioning that our algorithm is implemented in MATLAB and executed on CPU platform with an Intel(R)Core(TM)i7 CPU @2.60GHz and 8GB of RAM. The algorithm can be made more efficient by converting the code to C++ and running the multi-temporal DMMs representation in parallel.

G. Improved Depth Motion Maps

In Figure 14, our improved DMMs are compared with the original DMMs. To implement the improved DMMs, the parameter \( w \) was changed from 0 to 0.4 in 0.1 intervals. In practice, \( w \rightarrow 0 \) was implemented by setting \( w \) to 0.0001. It is noted that \( w \rightarrow 0 \) infers to apply a linear weighting function and that \( w \rightarrow \infty \) infers to directly apply the original DMMs, without using the weighing scheme. On MSRAction3D, MSRGesture3D and MSRAction3D-Speed, linear weighting function \( w \rightarrow 0 \) generates high performance. Meanwhile, our nonlinear weighting function obtains better results on DHA and MSRDailyActivity3D. In our experiments, proper \( w \) values need to be chosen for the improved DMMs, to achieve high performance. Generally speaking, our improved DMMs outperformed original DMMs on all the datasets. The improvements indicate that the temporal information among frames increases the discriminant power of action representations.
The best performance results are shown in Figure 15, 16, 17, 18, 19. In Figure 15, the confusion matrix of the MSRAction3D dataset is shown with an accuracy of 96.70%. It is observed that large ambiguities exist between similar action pairs, for example “handCatch” and “highThrow”, and “drawX” and “drawTick”, due to the similarities of their DMMs. In Figure 16, the confusion matrix of our method on the DHA dataset is shown with an accuracy of 96.27%. In Figure 17, the confusion matrix of the MSRGesture3D dataset is shown with an accuracy of 99.39%. It is observed that similar action pairs like “milk” and “hungry” can be distinguished with high accuracy. The confusion matrices of the MSRAction3D-Speed dataset is shown in Fig. 18, where the action “drawX” and “drawTick” have maximum confusion with each other since both actions contain similar motion and appearance. The recall rate and precision for most of the actions are beyond 91.57%, which verifies the robustness of our method to speed variations. In Figure 19, the confusion matrix of the MSRDailyActivity3D dataset is shown with an accuracy of 89.00%, indicating that our method can properly handle human-object interactions.

V. CONCLUSION

In this paper, we have presented a multi-temporal DMMs descriptor, which involves a nonlinear weighting function to accumulate the temporal depth frames. The inclusion of the temporal information helps to distinguish similar actions. To cope with speed variations in actions, a set of temporal intervals are utilized to construct multi-temporal DMMs. Moreover, instead of encoding DMMs as pixel-level features, ral intervals are utilized to construct multi-temporal DMMs.

Figure 15. Confusion matrix of our method with improved DMMs on the MSRAction3D dataset. The number in red indicates the overall accuracy.

Figure 16. Confusion matrix of our method with improved DMMs on the DHA dataset. The number in red indicates the overall accuracy.

Figure 17. Confusion matrix of our method with improved DMMs on the MSRGesture3D dataset. The number in red indicates the overall accuracy.
method can classify actions accurately in real-time.

Dramatic frame-rate differences. With the implementation of our method, is able to handle depth sequences which contain the state-of-the-art methods in all datasets. Additional tests show that our method outperforms a compact and discriminative representation. The proposed method is extensively evaluated on five benchmark datasets.

The experimental results show that our method characterizes the rich texture information (e.g., edges, contours, etc.) in the LBP coded DMMs. The Fisher kernel representation is considered to aggregate local patch features into a compact and discriminative representation. The proposed method is capable of characterizing the rich texture information (e.g., edges, contours, etc.) in the LBP coded DMMs. The Fisher kernel representation is considered to aggregate local patch features into a compact and discriminative representation. The proposed method is extensively evaluated on five benchmark datasets.

Figure 18. Confusion matrix of our method with improved DMMs on the random sampling-based MSRAction3D-Speed dataset. The number in red indicates the overall accuracy.

Figure 19. Confusion matrix of our method with improved DMMs on the MSRDailyActivity3D dataset. The number in red indicates the overall accuracy.

the patch-based LBP feature extraction approach is adopted to characterize the rich texture information (e.g., edges, contours, etc.) in the LBP coded DMMs. The Fisher kernel representation is considered to aggregate local patch features into a compact and discriminative representation. The proposed method is extensively evaluated on five benchmark datasets. The experimental results show that our method outperforms the state-of-the-art methods in all datasets. Additional tests on our collected MSRAction3D-Speed dataset confirm that our method is able to handle depth sequences which contain dramatic frame rate differences. With the implementation of kernel-based extreme learning machine (ELM) classifier, our method can classify actions accurately in real-time.
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