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Abstract—Nowadays, people can enjoy a rich real-time sensing cognition of what they are interested in anytime and anywhere by leveraging powerful mobile devices such as smartphones. As a key support for the propagation of these richer live media contents, cellular-based access technologies play a vital role to provide reliable and ubiquitous Internet access to mobile devices. However, these limited wireless network channel conditions vary and fluctuate depending on weather, building shields, congestion, etc., which degrade the quality of live video streaming dramatically. To address this challenge, we propose to use crowdsourcing brokerage in future networks which can improve each mobile user’s bandwidth condition and reduce the fluctuation of network condition. Further, to serve mobile users better in this crowdsourcing style, we study the brokerage scheduling problem which aims at maximizing the user’s QoE (quality of experience) satisfaction degree cost-effectively. Both offline and online algorithms are proposed to solve this problem. The results of extensive evaluations demonstrate that by leveraging crowdsourcing technique, our solution can cost-effectively guarantee a higher quality view experience.
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I. INTRODUCTION

With the proliferation of mobile devices such as smartphones and smart-watches, mobile live video streaming application has become more and more popular. By leveraging live video streaming, people can enjoy a real-time sensing cognition of what they are interested in. For example, in daily life, people can watch live activities of their friends or share their own activities to their friends on live video social applications such as IngKee [1]. Moreover, many other new mobile live video applications like 3D stereo video broadcast [2], mobile online cloud game [3] or ultra-high-definition (UHD) video [4] are on the rise. These new-fashioned video applications trigger higher bandwidth demand and exert more pressure on current network. Nowadays, some new network technologies such as SDN (Software Defined Networking) [5] and NFV (Network Function Virtualization) [6] are proposed to break through this dilemma by optimizing future Internet traffic. However, they usually lack the attention to the Internet access optimization for future ever-increasing mobile users, which is of vital importance for mobile live video streaming applications.

In order to provide a good QoE for mobile users in future networks, this live video paradigm will need good connection to the Internet anywhere and anytime. Normally, mobile live video users prefer a stable high-quality playback experience. Many recent researches [7-11] pointed out that a live video with poor performance such as lower bitrate and frequent freeze can annoy viewers and cause them to abandon the playback process. Further, H. Nam et al. found that even increasing bitrate can raise abandonment rates by a factor of four compared to keeping the bitrate constant [12]. These observations show that not only higher bitrate but also better bitrate switch are necessary. As such, a good network connection condition with higher bandwidth and lower volatility is preferable in mobile live video streaming correspondingly.

Nowadays, as a support of providing reliable and ubiquitous Internet access to mobile devices, cellular-based access technologies such as 3G/4G and Long Term Evolution play a vital role, since the cellular infrastructure is well-planned and widely available [13]. However, these wireless network channel conditions vary as users move and fluctuate depending on weather, building shields, congestion, etc [14]. Such random and dynamic characteristics of wireless network condition may damage both stability and fluency of live video streaming. Most existing works about online videos usually focus on individual bitrate adaptation under a specific network condition [15-17]. Actually, how to improve an individual wireless network channel condition is an important and challenging research issue on which few researches focus.

This problem tends to be more valuable for rich mobile live video streaming. Traditionally, caching techniques such as local caching are usually adopted to relieve the adverse effect of random and dynamic characteristic on on-demand video i.e., download more when network channel connectivity is good. However, it could be of little effect for mobile live video streaming in view of the unique hard real-time characteristic (what you get is what is happening). This unique characteristic provides little possibility for users to cache more future contents. Moreover, increasingly stronger and richer visual contents usually demand higher network channel bandwidth. Some recent reports [18][19] state that an access rate of 5.2Mbps is enough for the viewer to enjoy a...
live full High-Definition (FHD) video by using H.265/HEVC encoding technology while 21.4Mbps for a live 4K 2160p video. However, the individual 3G/4G throughput is usually limited, which hinders the popularization of high-quality visual contents. Therefore, in order to benefit future Internet content propagation, the improvement of individual network capacity and network volatility deserve more future research efforts.

In this paper, we address the aforementioned challenge by leveraging the crowdsourcing technique. Actually, considering individual diversity, mobile users usually enjoy different wireless network conditions because of different network operators, different locations or even different smartphones. We observe that integrating multiple users’ available bandwidth can effectively improve these users’ network conditions including network capacity and network volatility. Just as shown in Figure 1, two users $A$ and $B$ show different network condition at different times. When these two users do not cooperate with each other and only enjoy live video streaming by the single channel between local and cellular base directly, their available bandwidths are illustrated in the left subfigure (a). Here, we adopt the MAD (mean absolute deviation) metric to quantitatively analyze the network volatility. User $A$’s network has a MAD value of 214 while $B$ is 143. Comparatively speaking, if there exists an intermediate node (broker) which can build connection with the cellular base and these two users simultaneously, the broker can then maintain the users’ individual cellular network condition information. Based on the information, the broker can aggregate these two users’ network resource and re-allocate/re-schedule network resource to the users by central control. In this case, the whole system’s MAD value is $214+143=357$. Comparatively, here the crowdsourcing bandwidth usually has a lower price to encourage this crowdsourcing style. In order to serve one mobile user more cost-effectively in this crowdsourcing situation, we study the brokerage scheduling problem and propose the corresponding algorithms. These algorithms focus on deciding one mobile user’s quality levels (i.e., bitrate) in different locations at different times, which aims at maximizing the user’s QoE satisfaction degree. One major challenge of such algorithm design lies in the mutual binding of quality levels between two adjacent time slots and total cost limitation. Moreover, due to the dynamics of crowdsourcing users, the crowdsourcing bandwidth capacity in a certain region varies and is usually unpredicted. This unpredictability makes it more challenging to design a globally optimal solution. In this paper, we progressively take these challenges into consideration and propose the corresponding offline and online algorithms.

To the best of our knowledge, our work is the first to study mobile live video streaming via crowdsourcing brokerage. Our main contributions are as follows:

1. We design a live video streaming optimization paradigm via crowdsourcing brokerage which enables participants to share their idle bandwidths. We analyze the advantages of this paradigm and show that this crowdsourcing style can improve individual bandwidth capacity and the whole system’s network stability, appealing to the live video streaming.

2. We develop brokerage scheduling algorithms that adaptively determine the mobile user’s spatial and temporal quality levels (i.e., bitrate) for both offline and online cases. The offline algorithm is a FPTAS (fully polynomial-time approximation scheme) algorithm, while the online algorithm can achieve an approximation optimal time-average utility. The corresponding gap between the approximation and the optimal one is $O(1/V)$ where $V$ is a variable input parameter. An arbitrarily large value of $V$ can drive the approximation utility arbitrarily close to the optimal one.

3. We perform extensive experiment evaluations using real data sets and the results demonstrate that by leveraging crowdsourcing technique, our solution can reduce the mobile user’s cost and guarantee a higher quality viewing experience.

The rest of this work is organized as follows. Section II reviews the related work. Section III proposes the architecture of crowdsourcing brokerage and analyzes its advantages theoretically. Section IV presents the proposed brokerage scheduling problem and shows the corresponding algorithms for both offline and online cases. Section V evaluates our solutions and Section VI concludes this paper.

II. RELATED WORK

Video streaming is one mainstream “killer” application over the Internet and accounts for more than half of the Internet traffic [20]. Optimizing video streaming to improve the user’s QoE has been a hotspot to both industrial and academic circles in the past two decades. Many pioneer works have been done to show that a good online video should have a high quality of experience. The traditional network QoS-based measurement is not adequate for the real-time evaluation on QoE. In view of this, by using
machine learning techniques, E. Baik et al. [10] presented a visual acuity framework which can provide an accurate estimate of mobile video QoE. Coincidentally, H. Nam et al. [12] recently noted this and developed a monitoring tool named YouSlow which can detect various playback events while a video is being played. By leveraging this tool, a large number of views are collected from a tested website YouTube. After analyzing these data, they found a surprising conclusion, i.e., even increasing bitrate can raise abandonment rates by a factor of four compared with keeping the bitrate constant. This observation is very valuable, as the existing works generally consider that a low-preforming video means starting slowly, playing at lower bitrates, and freezing frequently [7-11].

Traditionally, distributed video caching and bitrate adaptation are two common ways to improve the user’s QoE. Distributed caching can effectively bring content close to the user and reduce the access latency correspondingly [21-22]. Furthermore, J. Dai et al. [37] studied the collaborative caching problem and proposed a solution based on Vickrey-Clarke-Groves (VCG) auction. This technique is very beneficial for non-live video streaming such as progressive streaming, as these videos have a lower real-time property [23]. Bitrate adaption is another means which appeals to the live or online video streaming optimization. Bitrate adaptation can adjust the video bitrate to cater to the current network condition. There has been a lot of recent works on bitrate adaption algorithms such as ELASTIC [16], PANDA [17] and BOLA [11]. These algorithms usually select the current video bitrate for individuals based on the buffer occupancy, network bandwidth and playback rate. Commonly, they all focus on bitrate adjustment and do not study how to improve the individual network condition. In view of the network variety such as Wi-Fi, WiMax and LTE, the paper [38] proposed to select the best access network for end users and correspondingly the authors designed a multi-technology simulator to validate their solutions. However, this can not improve the individual network bandwidth essentially.

Considering the scarcity of wireless resources, many researches start to focus on improving the resource coordination. Z. Guan et al. [39] presented an optimal and fair strategy for multiuser multimedia radio resource allocation based on cooperation, which is a judicious mixture of competition and cooperation. This co-operation strategy can appeal to the changes of network conditions and provide a tradeoff between system efficiency and user fairness. The paper [40] also considered the fairness metric when optimizing video delivery to multiple users over a wireless channel. They proposed a novel cross-layer optimization framework for scalable video delivery over OFDMA wireless networks, which jointly addressed rate adaptation and resource allocation with the aim of maximizing the sum of the achievable rates while minimizing the distortion difference among multiple videos. Y. Liu et al. [41] took into account the stringent latency requirements of video flows when transmitted along inter-datacenter links shared with other types of traffic. Correspondingly, they proposed a delay-optimized traffic routing scheme to explicitly differentiate path selection for different sessions according to their delay sensitivities at the application layer.

Unlike these prior works, we consider the advantages of crowdsourcing brokerage and study brokerage scheduling problem under bitrate switch constraint and total cost limitation. A related but different work is done by A. Le et al [24]. In their proposed model MicroCast, all users in a group need to watch the same non-live video and share different video segments by P2P style. Unlike [24], we study the live video streaming. In our proposed crowdsourcing brokerage, the idle user makes an autonomous decision on whether to provide his/her idle bandwidth to form a crowdsourcing resource pool. Then the broker would decide how to use these resources to serve the mobile viewer better.

III. CROWDSOURCING BROKERAGE

In this section, we illustrate our crowdsourcing brokerage and explain the specific working process. Furthermore, we analyze its advantages theoretically, including volatility optimization and capacity provisioning.

A. Crowdsourcing Broker

1) Brokage overview: The proposed crowdsourcing brokerage is just shown in Figure 2. While the anchor is in live broadcasting, the live broadcasting video is dynamically partitioned into small chunks in sequence. Each chunk is then encoded in a number of different bitrates to accommodate different network conditions and stored in the Repository. At the same time, the viewer can request the chunks at an appropriate bitrate based on the current total available bandwidth. Here, the current total available bandwidth consists of two parts: his/her own cellular bandwidth and the additional bandwidth from the crowdsourcing broker. The crowdsourcing broker maintains a virtual resource (bandwidth) pool where the bandwidth is collected from two sources: one is the participant device group comprising of other idle mobile users and the other is the cloudlet servers which are deployed by the network operator [25].

To realize this, the viewer’s device should integrate multiple interfaces. One practical example is listed as follows: Tom’s smartphone is equipped with two interfaces: cellular interface and WiFi interface. When he is enjoying live video, the smartphone build connections with the cellular base through the cellular interface (cellular link) and the crowdsourcing broker4 through the WiFi interface (broker link) simultaneously. At backstage, Tom’s live video packet transmissions are assigned onto cellular link and broker link. Furthermore, on the broker link, the crowdsourcing broker apportions the corresponding packet transmission between some other idle mobile users or cloudlet servers. Therefore, there exist multiple paths for the live video streaming from the anchor to Tom. The new standardized transport protocol Multi-Path TCP (MPTCP) [26]

2The broker will charge the viewer and pay these idle mobile users based on usage. The idle mobile user profitably provisions the redundant or even normal bandwidth from his data plan.
3Cloudlet servers are usually deployed in WLANs or WMANs for multiple paid services such as task offloading, bandwidth provisioning, etc.
4The broker may deploy multiple access points or leverage existing WiFi hotspots to expand its coverage by constructing large campus-sized WLANs. Moreover, WMANs can also use WiFi to provide Internet access.
enables and supports the simultaneous advantage of multiple network interfaces and the utilization of path diversity in the network.

2) Message/signaling exchange: In the above brokerage, there are four main roles cooperating with each other, i.e., crowdsourcing broker, viewer, participant device group and cloudlet server. We will show the specific working process and their message exchange when one viewer enjoys this crowdsourcing service.

We consider a discrete time-slotted model in this paper. Suppose the time is divided into proper time slots \( t = 1, 2, \ldots \). At the beginning of each time slot, the participant device group need to evaluate/estimate their own cellular bandwidth. Then, they would report their evaluated cellular bandwidth status to the crowdsourcing broker through the WiFi connection\(^5\). Also, the crowdsourcing broker should inquire the bandwidth status of cloudlet server. Therefore, the crowdsourcing broker maintains the crowdsourcing cellular bandwidth status and cloudlet server bandwidth status.

When one viewer comes in, he would send his cellular bandwidth status and request information to the crowdsourcing broker. Then the cooperation between crowdsourcing broker and the viewer starts: At the beginning of each time slot, the viewer reports his own cellular bandwidth and the broker allocates the corresponding additional bandwidth; The viewer requests the chunk based on current total available bandwidth.

In this architecture, both probe-based [27] and signal-strength-based [28] approaches can be adopted to estimate the current cellular bandwidth. And different from traditional self-organized paradigm, we advocate that the mobile users do not communicate with each other and instead they build connections directly to the crowdsourcing broker. This is mainly based on the consideration of three reasons. First, the communication between mobile users especially multihop communication incurs longer delay due to node mobility. Fesehaye et al. [29] showed that when the maximum number of wireless hops in a group is larger than two, accessing group users incurs longer data transfer delay than directly accessing remote video cloud through 3G/4G network. Second, multihop communication between mobile users can cause unreliable task dissemination and retrieval. Z. Lu et al. [30] found that the delivery success probability exponentially decreases with the number of hops increasing. Finally, crowdsourcing broker can have a global view and ensure a better bandwidth allocation and scheduling plan. Actually, in our architecture, the brokerage can be owned by a third party just like the role of agent accelerator corporations. This third party can own the global information and be responsible for the coordination.

B. Formal Analysis

We formally analyze the advantages of the crowdsourcing brokerage on improving network condition for mobile live video streaming. Here, we take one area covered by one crowdsourcing broker into consideration. Suppose there are \( I \) participants and their available network bandwidths can be denoted as \( b_i[t] \) at time \( t \), the corresponding bandwidth demands are \( u_i[t] \). Here, \( u_i[t] > b_i[t] \) means the current network condition of the user \( i \) can not meet his bandwidth demand at time \( t \) and \( (u_i[t] - b_i[t])^+ \) \( \equiv \max\{u_i[t] - b_i[t], 0\} \) would be the supply and demand gap.

In the following analysis, we compare two cases, i.e., with crowdsourcing and without crowdsourcing and show the difference between them.

1) Volatility Optimization: The crowdsourcing broker can decrease the whole volatility of network condition.

Lemma 1. (Volatility optimization)

\[
\sum_{i=1}^{I} \frac{\|b_i - \bar{b}_i\|_p}{T} \geq \frac{1}{T} \| \sum_{i=1}^{I} b_i - \sum_{i=1}^{I} \bar{b}_i \|_p (1)
\]

where \( b_i = (b_i[1], b_i[2], \ldots, b_i[T]) \), \( \bar{b}_i = \bar{b}_i \) where \( \bar{b}_i = \frac{1}{T} \sum_{t=1}^{T} b_i[t] \) and \( I \) is \( 1 \times T \) vector composed of ones. The symbol \( \| \cdot \|_p \) means \( p \)-norm.

Proof. This lemma can be proved by the definition of the norm.

Based on triangle inequality of the norm, we can get the following equation, i.e., \( \sum_{i=1}^{I} \|a_i\|_p \geq \| \sum_{i=1}^{I} a_i \|_p \).

Then, let \( a_i = (b_i - \bar{b}_i)/T \), we have,

\[
\sum_{i=1}^{I} \|b_i - \bar{b}_i\|_p \geq \frac{1}{T} \| \sum_{i=1}^{I} (b_i - \bar{b}_i) \|_p. (2)
\]

Then, applying absolute homogeneity of the norm, we have this lemma.

The right-hand-side of (1) stands for the whole system’s time-average volatility with crowdsourcing broker and the left-hand-side means the case without crowdsourcing broker. Lemma 1 shows that participant cooperation by crowdsourcing broker can have a smaller volatility value. Moreover, we can get an extended conclusion here, i.e., integrating all participants’ available network bandwidths would have the smallest volatility. This extended conclusion can be shown by the simple iteration style. We give an instance to interpret this lemma. Suppose there are three users \( A, B \) and \( C \). Their available bandwidths in three time slots are \( b_A = (1, 2, 0), b_B = (2, 1, 1), b_C = (1, 0, 2) \). Their demands are \( u_A = (2, 1, 0), u_B = (1, 2, 1) \) and \( u_C = (1, 1, 1) \). Then, \( b_A = (1, 1, 1), b_B = (4/3, 4/3, 4/3) \) and \( b_C = (1, 1, 1) \).
The supply and demand gaps are \((1, 0, 0), (0, 1, 0), (0, 1, 0)\).

Therefore, \(\text{MAD}(A) = \frac{\|b_3 - b_{\lambda}\|_1}{\|x_{3,0} - x_{1,0}\|_1} = \frac{4}{3}\), \(\text{MAD}(B) = \frac{4}{3}\), \(\text{MAD}(C) = \frac{4}{3}\), \(\text{MAD}(A,B) = \frac{4}{3}\), \(\text{MAD}(A,C) = \frac{4}{3}\), \(\text{MAD}(A,B,C) = \frac{4}{3}\).

We can find that \(\text{MAD}(A,B,C) < \sum_{c \in \{A,B,C\}} \text{MAD}(c)\) as \(\frac{4}{3} < \frac{16}{9}\).

2) Capacity Provisioning: The crowdsourcing broker can improve the whole system’s serving capacity.

**Lemma 2.** (Capacity provisioning)

\[
\sum_{t=1}^{T} \sum_{i=1}^{I} (u_i[t] - b_i[t])^+ \geq \sum_{t=1}^{T} \sum_{i=1}^{I} u_i[t] - \sum_{t=1}^{T} \sum_{i=1}^{I} b_i[t]^+
\]

where \(x^+ = \max\{x, 0\}\).

**Proof.** First, it is easy to get that \(\sum_{t=1}^{T} (x_i[t])^+ \geq (\sum_{i=1}^{I} x_i[t])^+\). Then, let \(x_i = u_i[t] - b_i[t]\),

\[
\sum_{t=1}^{T} (u_i[t] - b_i[t])^+ \geq (\sum_{t=1}^{T} u_i[t] - \sum_{t=1}^{T} b_i[t])^+
\]

Summing up the above inequality over time \(\{1, \ldots, T\}\), we have this lemma.

Lemma 2 indicates that by leveraging the crowdsourcing broker, the gap of bandwidth supply and demand in the whole system can reduce. In other words, the bandwidth utilization in this system can be improved. Just observe the above example again, we can find that the demand and supply gaps of \(A, B, C\) are all 1, i.e., \(\text{CAP}(A) = \text{CAP}(B) = \text{CAP}(C) = 1\). Therefore, the total demand and supply gap without crowdsourcing is \(\sum_{c \in \{A,B,C\}} \text{CAP}(c) = 3\) while the gap with crowdsourcing is only \(\text{CAP}(A,B,C) = 1\). Indeed, as shown in Lemma 2, crowdsourcing can decrease the whole system’s supply and demand gap.

From Lemma 2, we also find that there may exist a certain gap of bandwidth supply and demand which cannot be eliminated by the participant cooperation (e.g., \(\text{CAP}(A,B,C) = 1\) in the above example). In this paper, we assume that this remaining part is filled by the cloudlet servers.

### IV. Brokerage Scheduling Optimization

The theoretical analysis in Section III can demonstrate the advantages of crowdsourcing brokerage. However, it does not show the specific scheduling optimization process when a mobile viewer enjoys this service. Actually, in order to encourage the crowdsourcing behavior, the crowdsourcing bandwidths from the participant device group and cloudlet servers are priced differentially. Here, we take this incentive style into consideration and present the formulation of brokerage scheduling optimization (abbr. BSO) problem. The key issue of this problem is to design the optimal cost-effective scheduling plan for one mobile viewer under bitrate switch constraint and total cost limitation. In this formulation, by considering this multi-path streaming occasion, not only the mobile viewers can enjoy a better cost-effective service, but also the utilization of network operators’ resources can be improved. To realize this, we progressively discuss the offline case with the complete knowledge about the problem condition and the online case with no future information.

### A. Problem Formulation

In this subsection, we give the detailed formulation of the brokerage scheduling optimization problem. The problem model is illustrated in Figure 3. Here, we interpret some reasons why the videos are not streamed all from the cloudlet server. As cloudlet servers are usually deployed at network edge for multiple paid services such as task offloading, its capacity is relatively rarer especially for the large user scale. Moreover, in reality, crowdsourcing resources usually have a lower price then the dedicated resources from network operators. Therefore, this hybrid service style would be more attractive and cost-effective for the mobile viewers.

1) **User and video model:** The whole map \(\mathcal{M}\) is divided into a set of grid regions, numbered as \(J = \{1, 2, \ldots, J\}\). Each grid region \(\mathcal{M}_j, j \in J\) is associated with one crowdsourcing broker. The total available network bandwidth of participant device group is \(r_j[t]\) for each time \(t\) and the unit cost is \(p_j[t]\) correspondingly. Moreover, we assume the available bandwidth capacity of cloudlet servers operated by network operator in each grid region is infinite and priced at \(q_j[t]\).

In order to encourage crowdsourcing operation, in this paper, we assume that \(p_j[t]\) is always no larger than \(q_j[t]\), i.e., \(p_j[t] \leq q_j[t]\). Moreover, suppose that \(q_j[t] \leq q_{\text{max}}\).

The location of the viewer \(v\) at time \(t\), i.e., the grid region \(v\) stays in is denoted by the variable \(n[t]\) (or \(n_t\)). Simultaneously, the cellular connectivity condition of viewer \(v\) at time \(t\) is \(b[t]\). Here, we think the cost of this part is covered by the viewer’s normal data plan and without loss of generality, is assumed to be priced at 0.

We assume the live video \(v\) enjoys is delivered with \(L \in \mathbb{N}_+\) quality levels (i.e., bitrate). The bandwidth requirement of the \(l\)-th quality level of this video is denoted as \(g(l)\). Here, \(g(l)\) is monotonically increasing [22]. We use \(\{t\} \in \{1,2,\ldots,L\} \triangleq \mathcal{L}\) to represent the quality level of viewer \(v\) at time \(t\).

2) **Bitrate switch constraint:** Many papers [7-11] have stated that an online video playing at lower bitrates and freezing frequently will annoy the viewer. Furthermore, a recent empirical research conducted by H. Nam et al. [12] showed that even increasing bitrate can raise abandonment rates by a factor of four compared with keeping the bitrate constant. To explain and characterize this phenomenon, we think it is related to the human’s visual experience. Actually, the abrupt bitrate switch can cause an evident flickering effect which can be discerned by the human eyes. Weber’s law states that a small constant difference is usually too negligible to incur adverse interference to the user [31]. That is, if the decrement for a quality level change does not exceed a threshold, the viewer will notice no or little adverse interference.

Therefore, we use two parameters to formulate this phenomenon, i.e., \(\alpha \in \mathbb{N}\) represents for differential decrement bound and \(\beta \in \mathbb{N}_+\) represents for the lowest tolerable quality level. Formally, the bitrate switch constraint is denoted as:

\[
l[t] \geq \beta, \quad |d[t]| \leq \alpha.
\]
where \( d[t] \triangleq l[t] - l[t-1], \forall t \in \{1, \ldots, T\} \) and \( l[0] \triangleq l[1] \).

3) Total cost limitation: The gap between \( g(l[t]) \) and \( b[t] \) is compensated by the bandwidth from crowdsourcing device group and cloudlet servers. In order to provision cost-effective services, the viewer \( v \) needs to spend crowdsourcing cost as less as possible. Therefore, considering that \( q_i[t] \geq p_i[l] \), the bandwidth from the participant device group would be used in preference. Only when no bandwidth available from the participant device group, the bandwidth from the cloudlet server would be used. As such, the bandwidth from the cloudlet server (denote as \( b_2[t] \)) is:

\[
b_2[t] = \max \{ g(l[t]) - (b[t] + r_n[t]), 0 \}.
\]

(6)

Where \( b[t] + r_n[t] \) is just the sum of the viewer’s own cellular bandwidth and the maximum available bandwidth from the participant device group.

As \( g(l[t]) \) is composed of three parts of bandwidths and \( b[t] + b_2[t] \) stands for the sum of the viewer’s own maximum available part and cloud server part, therefore, their gap should be filled by the bandwidth from the participant device group. So the bandwidth from the participant device group (denote as \( b_1[t] \)) is:

\[
b_1[t] = \max \{ g(l[t]) - (b[t] + b_2[t]), 0 \}.
\]

(7)

Where \( b_1[t] = 0 \) if \( g(l[t]) \leq b[t] \). This means when the viewer’s own cellular bandwidth is enough, no crowdsourcing bandwidth would be allocated.

Then, the crowdsourcing cost at time \( t \) for the viewer \( v \) (denote as \( c[t] \)) can be calculated by:

\[
c[t] = b_1[t] p_n[t] + b_2[t] q_n[t].
\]

(8)

Commonly, the viewer will set a budget threshold and demand that the total cost should not exceed this threshold. In this paper, we use a nonnegative time-averaged budget threshold \( C \in R_0^+ \) to stand for this limitation.

4) BSO problem formulation: For viewer \( v \), the crowdsourcing broker would aim at cost-effectively optimizing video quality under bitrate switch constraint and total cost limitation. In order to evaluate video quality quantitatively, we introduce a function \( w : \mathcal{L} \rightarrow [0, \infty) \). The function \( w(\cdot) \) is monotonically increasing and stands for the QoE satisfaction degree of \( v \) to the current quality level.

**Definition 1 (Brokerage Scheduling Optimization Problem)**

The brokerage scheduling optimization problem solved by the crowdsourcing broker is formulated as follows:

\[
\max \quad W = \frac{1}{T} \sum_{t=1}^{T} w(l[t]),
\]

s.t. \( (a) \ l[t] \geq \beta, d[t] \leq \alpha, \ \forall t; \quad (b) \ \frac{1}{T} \sum_{t=1}^{T} c[t] \leq C. \)

(9)

where \( l = \{l[t]|t = 1, 2, \ldots, T\} \) and the parameters \( T, \alpha, \beta \) and \( C \) are constant.

In the problem formulation, (a) and (b) are the bitrate switch constraint and the total cost limitation, respectively. The decision variables are quality levels at different time slots. Based on formula (6) and (7), the corresponding bandwidth allocation can be easily derived. Further, in practical use, \( C \) and \( T \) can be declared by the viewer and put in the request information while \( \alpha \), \( \beta \) and \( w(.) \) can be set by the actual measurement, which is not the focus of this paper. Note that instead of putting cost factor into the goal function and finding a weighted trade-off between them, here we treat cost factor as a constraint where the mobile viewers themselves can adjust this threshold. Actually, by adjusting \( C \) value, the mobile viewers can enjoy more personalized services within individual financial plans.

### B. Offline Brokerage Scheduling via DP Technique

As there are \( T \) decision variables and each decision variable can have \( L \) possible values, it is easy to see that the solution space of this problem is \( L^T \), which requires an exponential time complexity to solve by exhaustive search. Therefore, we need a more computationally efficient solution. Here, we design an offline brokerage scheduling algorithm via dynamic programming.
Let \( k \) denote the current time slot in consideration. We use \( Z(k, l, m) \) to denote the optimal time-average QoE satisfaction degree in the first \( k \) time periods when \( l \) the total cost in the first \( k \) time periods is no more than \( m \); and \( \beta \) the current (i.e., \( k \)-th) quality level is \( l \). Here, \( k \in \{1, \ldots, T\} \), \( l \in \mathcal{L} \) and \( m \in \mathbb{R}_+^\mathcal{L} \).

Based on this definition of \( Z(k, l, m) \), the Bellman equation can be written as:

\[
kZ(k, l, m) = w(l) + (k - 1) \max_{i, l \text{ obey } (a)} \left\{ Z(k-1, i, m - c^l_i) \right\}
\]

where \( c^l_i \) means the crowdsourcing cost of staying at quality level \( l \) at the \( k \)-th time slot, which can be calculated by Eq. (8).

**Lemma 3.** \( \max_{x \in \mathcal{L}, \beta \geq 0} Z(T, l, CT) \) is equivalent to the original BSO problem.

**Proof.** These two problems have the same constraints and goal. In \( \max_{x \in \mathcal{L}, \beta \geq 0} Z(T, l, CT) \), the Bellman equation (10) for each \( Z(T, l, CT) \) ensures \( l[T] \geq \beta \), \( d[T] \leq \alpha \) when \( t \in \{1, \ldots, T - 1\} \). Then, the condition \( l \in \mathcal{L}, l \geq \beta \) in the final comparison process ensures the hold of \( l[T] \geq \beta \), \( d[T] \leq \alpha \) when \( t = T \). Moreover, based on the definition of \( Z(T, l, CT) \), the constraint (b) in BSO problem also remains and the goal is also in accord. Hence, this lemma holds.

Then, the original BSO problem can be transformed to find the maximum value in \( \{Z(T, l, CT)| l \in \mathcal{L}, l \geq \beta \} \). We use \( W^* \) to denote this maximum value, i.e., \( W^* = \max_{x \in \mathcal{L}, \beta \geq 0} Z(T, l, CT) \).

However, based on Eq. (10), in order to solve \( \max_{x \in \mathcal{L}, \beta \geq 0} Z(T, l, CT) \), we need to firstly solve infinite number of sub-problems \( Z(k, l, m) \) for all \( m \in [0, CT] \) which is almost impossible. Actually, the key difficulty of this problem is the continuous cost domain and reduce the subproblem size, we use a scaledown discretization technique. This means Algorithm 1 is just an approximate algorithm and there may exist a gap between \( W^* \) and \( W_\text{opt} \). Next, we analyze the effect of the discretization operation on the optimality. Theorem 1 shows us its theoretical performance bound.

**Theorem 1.** Algorithm 1 admits a \((1 - \epsilon)\) approximation ratio.

**Proof.** Suppose \( l^* \) is the optimal solution to the original problem and \( l^0 \) is the solution achieved by Algorithm 1.

First we prove that \( l^0 \) is a feasible solution to the original problem. Suppose that \( l^0 = (s_1, s_2, \ldots, s_T) \). Therefore, we have,

\[
\widehat{C}_{\max} \geq \sum_{k=1}^{T} c^k_{s_k},
\]

Substituting the above equation (12) with the scale-down functions,

\[
\left(\frac{CT - 1}{\theta}\right) \geq \sum_{k=1}^{T} \frac{c^k_{s_k}}{\theta} \geq \sum_{k=1}^{T} \frac{c^k_{s_k}}{\theta} \]

Where the second inequality holds because \( \lfloor x \rfloor + \lceil y \rceil \geq \lfloor x + y \rfloor \). From (13), considering \( CT > \lfloor CT - 1 \rfloor \), we have

\[
CT > \lfloor CT - 1 \rfloor \geq \sum_{k=1}^{T} c^k_{s_k}
\]

Dividing \( T \) and combining \( \lceil \sum_k c^k_{s_k} \rceil \geq \sum_k c^k_{s_k} \), therefore,

\[
C > \frac{1}{T} \sum_k c^k_{s_k} \]

That is, \( l^0 \) would not violate the constraint \( a \) in the original problem. As Eq. (11) ensures the constraint \( a \), we conclude that \( l^0 \) is a feasible solution to the original problem.
Next, we analyze the performance bound of Algorithm 1. As \( l^0 \) is a feasible solution and \( l^* \) is the optimal solution,
\[
W^*(CT) \geq \tilde{W}^*\left(\frac{CT-1}{\theta}\right)
\]  
(16)

Suppose \( f(\theta) \) is the least additional budget which can make\(^2\)
Algorithm 1’s solution better than \( l^* \), i.e.,
\[
\tilde{W}^*\left(\frac{CT-1+f(\theta)}{\theta}\right) = W^*(CT)
\]  
(17)

As in each time slot, the cost is over estimated by at most\(^5\)
\( \theta \), we have \( f(\theta) \leq T \theta \). Let \( h_{\text{max}} \triangleq \max_{\theta \geq \beta} \frac{w(\beta)-w(\theta)}{\theta(\beta-\theta)} \),
and \( p_{\text{min}} \triangleq \min_{j,t} p_j[t] \), then \( z = \frac{h_{\text{max}}}{p_{\text{min}}} \), stands for the maximum possible increment of QoE satisfaction degree per unit cost.
\[
W^*(CT) \leq \tilde{W}^*\left(\frac{CT-1+f(\theta)}{\theta}\right) \leq \tilde{W}^*\left(\frac{CT-1}{\theta}\right) + z f(\theta) \]  
(18)

Note that \( W^*(CT) \geq w(\beta) \) as \( l[t] \geq \beta \) always holds,
therefore from (18) and combining \( f(\theta) \leq T \theta \), we have
\[
W^*(CT) \leq \tilde{W}^*\left(\frac{CT-1}{\theta}\right) + \frac{z}{w(\beta)} W^*(CT).
\]  
(19)

As such,
\[
\tilde{W}^*\left(\frac{CT-1}{\theta}\right) \geq (1 - \frac{\theta}{w(\beta)}) W^*(CT). \]  
(20)

Let \( \epsilon = \frac{\theta}{w(\beta)} \), we have this theorem. \( \square \)

Moreover, there are at most \( T L \hat{C}_{\text{max}} \) subproblems to be solved in the scale-down DP technique. And to solve each subproblem, we need to compare at most \( 2\alpha + 1 \) iterative subproblems based on Eq. (11). Therefore, the over time complexity is bounded by \( O((2\alpha+1)T L \hat{C}_{\text{max}}) = O(2\alpha^2 L \hat{C}_{\text{max}}) \). Combining this with Theorem 1, we can conclude that Algorithm 1 is a FPTAS algorithm.

### C. Online Brokerage Scheduling via Lyapunov Technique

The above DP-based brokerage scheduling method needs complete future information, which may be hard to obtain.
In order to overcome this challenge, we propose an online brokerage scheduling method by leveraging Lyapunov optimization framework [32], which requires no priori knowledge about the problem condition. In the Lyapunov optimization framework, the original problem can be transformed into an optimization problem of minimizing the Lyapunov drift-plus-penalty in each time slot. By greedily solving this transformed problem, the performance of the original problem can be bounded explicitly.

In this paper, we consider the BSO problem with \( T \to \infty \).
With this relaxation, the control decision can be independent of the time slot index and only associated with the current network condition and occupied crowdsourcing cost.

We use a virtual queue \( Q[t] \) to accumulate the additional crowdsourcing budget needed to satisfy the bitrate switch constraint in each time slot \( t \) and set \( Q[0] = 0 \). The update of virtual queue \( Q[t] \) is given by:
\[
Q[t+1] = \max\{Q[t] - C, 0\} + c[t],
\]  
(21)

The algorithm is given by:

\begin{verbatim}
ALGORITHM 2: Lyapunov-based Online Scheduling
Input: Control knob \( V \);
Output: Quality level \( l[t], \forall t \).
Initialization: \( Q[0] \leftarrow 0; \)
for each time slot \( t = 1, 2, \ldots, T \) do
   Calculate the value \( l[t] \in \mathcal{L} \) by solving (31):
   \( l[t] \leftarrow \arg \min_{l} Q[t](c[t] - C) \) \(- V w[l(t)]; \)
   Update the virtual queue \( Q[t] \) based on (21):
   \( Q[t+1] \leftarrow \max\{Q[t] - C, 0\} + c[t]; \)
end
\end{verbatim}

Based on the Lyapunov optimization framework, the stability of virtual queue \( Q[t] \) can ensure the time average constraint. Actually, \( \lim_{T \to \infty} Q[T]/T = 0 \) is equivalent to require the arrival rate is no larger than the departure rate, i.e., \( \lim_{T \to \infty} \sum_{t=1}^{T} c[t]/T \leq C \).

**Lemma 4.** If the virtual queue \( Q \) is stable, then the time average cost constraint (b) of BSO problem can be satisfied. That is:
\[
\lim_{T \to \infty} \frac{Q[T]}{T} = 0 \Rightarrow \lim_{T \to \infty} \sum_{t=1}^{T} c[t]/T \leq C.
\]  
(22)

**Proof.** From Eq. (21), we have,
\[
Q[t+1] \geq Q[t] - C + c[t],
\]  
(23)

Summing up the above inequality over time \( \{1, \ldots, T\}, \)
\[
Q[T+1] - Q[1] \geq \sum_{t=1}^{T} c[t] - TC,
\]  
(24)

Dividing \( T \) and let \( T \to \infty \), we have,
\[
\lim_{T \to \infty} \frac{Q[T+1] - Q[1]}{T} \geq \lim_{T \to \infty} \sum_{t=1}^{T} c[t]/T - C,
\]  
(25)

Note that \( Q[0] = 0 \), from Eq. (21), therefore \( Q[1] = c[1] \leq g(L)q_{\text{max}} \) where the second equality holds iff the viewer is at quality level \( L \) and all bandwidths are from the cloudlet server, priced \( q_{\text{max}} \). As such, \( \lim_{T \to \infty} \frac{Q[T]}{T} = 0 \) would make LHS of (25) be 0. Therefore, \( \lim_{T \to \infty} \sum_{t=1}^{T} c[t]/T \leq C \). The lemma holds. \( \square \)

To keep the virtual queue stable, we adopt the drift-plus-penalty trick.
First, we define the Lyapunov function:
\[
L[t] = \frac{1}{2}(Q[t])^2,
\]  
(26)

The one-slot Lyapunov drift in each slot \( t \) is defined as:
\[
\Delta L[t] = L[t+1] - L[t],
\]  
(27)

Intuitively, by minimizing this one-slot Lyapunov drift, we can push the backlog of virtual queue \( Q \) towards a low level and keep the virtual queue stable. However, to more easily minimize the one-slot Lyapunov drift, we first calculate the upper bound of \( \Delta L[t] \).
From Eq. (21), we have,
\[
(Q[t + 1])^2 \leq (Q[t])^2 + C^2 + (c[t])^2 + 2Q[t] \cdot (c[t] - C),
\]
(28)
Applying this and Eq. (26) to Eq. (27):
\[
\Delta L[t] = \frac{1}{2} (Q[t + 1])^2 - \frac{1}{2} (Q[t])^2 \\
\leq Q[t] \cdot (c[t] - C) + B, \tag{29}
\]
where \(B \triangleq \frac{1}{2}(C^2 + c_{\max}^2)\) is a constant and \(c_{\max} = g(L)q_{\max} \).
Considering that our original goal is to maximize the viewer’s QoE satisfaction degree, we add a penalty to both sides of (29), i.e.,
\[
\Delta L[t] - VW(l[t]) \leq Q[t] \cdot (c[t] - C) + B - VW(l[t]), \tag{30}
\]
Where \(V\) is a non-negative parameter which can control the tradeoff between the optimality and queue backlog.

Following the Lyapunov optimization framework, the original goal is to minimize upper-bound of the drift-plus-penalty performance, i.e., the RHS of (30). By eliminating the constant part, the original problem with \(T \rightarrow \infty\) can be therefore transformed as,
\[
\min_{l[t]} Q[t] \cdot (c[t] - C) - VW(l[t]), \tag{31}
\]
\[
\text{s.t. } l[t] \geq \beta, \ |d[t]| \leq \alpha, \ \forall t.
\]
Now, by leveraging Lyapunov optimization framework, the original problem \((T \rightarrow \infty)\) is transformed to be a much simpler problem i.e., (31). In (31), the goal function and constraint are relevant to the current state \((c[t], l[t], Q[t], d[t])\) where \(Q[t]\) and \(d[t]\) are only influenced by the last one state. As such, this problem (31) can be solved in each time slot. Actually, it can be solved very easily by comparing at most \(L - \beta + 1\) possible values of \(l[t]\) which only needs a small computation complexity. We summarize our online algorithm in Algorithm 2 where the crowdsourcing broker iteratively solves (31) and updates the virtual queue. Specifically, Line 3 compares the goal value with all \(L - \beta + 1\) possible values \(\{\beta, \ldots, L\}\) of \(l[t]\) at \(t = 1\) and then compares the goal value with \(l[t]\) from \(\max\{l[t - 1] - \alpha, \beta\}\) to \(\min\{L, l[t - 1] + \alpha\}\) at \(t \geq 2\). Line 4 updates the virtual queue log which will be used in next time slot.

In Theorem 2, we prove that this online algorithm can approach the optimal solution of the original problem within an arbitrarily small gap, which can be controlled by the parameter \(V\).

**Theorem 2.** Let \(W^*\) denote the optimal time-average viewer QoE satisfaction degree value in the original BSQ problem with \(T \rightarrow \infty\) and \(w^0[t]\) is the corresponding quality level calculated by Algorithm 2, then we have
\[
\lim_{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} w(t)[t] \geq W^* - \frac{B}{V}. \tag{32}
\]
**Proof.** The proof follows the standard Lyapunov optimization theory [32].

Note that, the controllable variable \(V\) determines not only the approximation error bound \(O(1/V)\) but also the backlog of the virtual queue \(Q\). Actually, a larger \(V\) would mean a larger virtual queue \(Q\) length. So in order to keep a cost-effective service for the viewer, we can not set \(V\) to be too large.

**D. An Example for Online Scheduling Algorithm**

We illustrate a simple example to show how the online scheduling algorithm runs. In this example, Tom stays in an open deck and watches an imaginary live broadcasting video. The video would last for 30 seconds and is partitioned into 1-second chunks. All chunks are encoded at 3 different bitrates and the corresponding bitrates are 1, 2, 4Mbps. Tom’s QoE satisfaction degrees on these three bitrates are 1, 1.7, 2 respectively. The bandwidth from participant device group is priced 0.02$/MB while the bandwidth from cloudlet server is priced 0.04$/MB. Tom’s maximum cost budget is 0.3$, i.e., 0.01$/s and his differential decrement bound \(\alpha\) and lowest tolerable quality \(\beta\) are both 1.

We use a synthetic cellular network profile for as shown in Figure 4. Magenta dashed line shows Tom’s own network profile and blue dotted line shows the crowdsourcing bandwidth capacity profile. Pick \(V = 7 \times 10^{-8}\) and we choose the quality level to minimize \(Q[t] \cdot (c[t] - C) - VW(l[t])\) at each time slot \(t\). The generated algorithm result is also painted in Figure 4 (black solid line) and the corresponding queue backlog status in \(Q\) is shown in Figure 5. Here, we explain briefly the main changes in these two figures. In the beginning, Tom’s own bandwidth and crowdsourcing bandwidth from participant device group are not good, therefore \(Q\) records a little more additional budget for current quality level. Then with the increasing of crowdsourcing bandwidth, the benefit per unit cost is improved, resulting in a less queue backlog (Figure 5(a)). Then, as both Tom and crowdsourcing bandwidth are good, Tom can cost-effectively achieve a higher total bandwidth, hence a higher quality level (the first peak in Figure 4). And this operation uses more future budget. Figure 5(b) shows this feedback loop and another two such feedback loops are shown in Figure 5(c) and (d).

This example also presents the QoE improvement of this live broadcasting video for Tom. Tom’s own bandwidth can not support this live broadcasting video as even the lowest encoded bitrate 1Mbps surpasses his bandwidth. This broker provides Tom with a cost-effective enhancement service. By leveraging
the broker, Tom can watch this live broadcasting video at a moderate bitrate (l=2) and there is almost no strong jitter during this view process (l approximates to be a constant).

E. Discussion

In this subsection, we discuss some practical problems when one viewer enjoys this crowdsourcing service including handoff among different regions and input parameter setting for the above two algorithms.

1) Hand-off among different regions: In our model, the viewer is allowed to go through multiple regions. As one crowdsourcing broker is only responsible for its own coverage region, therefore the handoff operation would be carried out. To realize this, two feasible manners can be considered, i.e., self-negotiation and broker cooperation. In self-negotiation, the hand-off is carried out by the viewer himself and there is no direct communication between brokers. When the viewer enters into a new region, he will send a new request information to the new broker and start a new communication phase. As this manner demands the viewer himself to negotiate with the new broker, the viewer should enquire the status information, including current quality level and remaining budget, from the last broker and then transmit this information to the new broker. This process can degrade the video quality dramatically on account of the hard real-time characteristic of live broadcasting video. Comparatively speaking, in broker cooperation, the hand-off is carried out by the cooperation between brokers, which is similar to [33]. This manner requires that the brokers in the neighboring regions all know the viewer’s current status. Therefore, when the viewer enters into a new region, the corresponding broker in this region can serve seamlessly him immediately. Usually, broker cooperation is more transparent to the viewer and appeals to the hard real-time characteristic of live broadcasting video.

2) Algorithm input parameter setting: In offline algorithm, \( \theta \) is a scaledown factor, which maps infinite continuous value onto finite discrete value. Therefore, one intuitive optimal setting rule for \( \theta \) is that: different continuous values in original problem should be mapped onto different finite discrete values. Therefore, in practical, we can first calculate all \( c_j \) values and sort them in an ascending order. And then we calculate the difference between any two contiguous items where the minimum is picked out, denote as \( \delta c_{min} \). Finally, we can set \( \theta \) to be \( \delta c_{min} \). In online algorithm, \( V \) is a knob to control approximation error bound and queue backlog. We give a simple analysis on determining \( V \). According to the queue update equality (21), we expect that \( C \) can effectively cover the crowdsourcing cost in each time slot, i.e., \( Q[t] = c[t] \). Then, the goal function can be simplified as \( c[t](c[t] - C) - Vw(t)[t] \).

Usually the two items in this goal function should be comparable, i.e., \( |c[t](c[t] - C)| \approx |Vw(t)| \). That is, \( V \approx |c[t](c[t] - C)/w(t)[t]| \). Then, we can set \( V \) to be \( \text{around} |\tau(C - C)/w(t)| \), where \( \bar{t} \) is the expected average quality level and \( \bar{C} \) is the corresponding estimated crowdsourcing cost in each time slot. In the example IV(D), \( \bar{t} = 2 \) and \( \bar{C} = 0.0043 \), hence, \( |\bar{C} - C)/w(t)| = 1.14 \times 10^{-5} \), which has the same order of magnitudes with our picked \( V \) value (7\times 10^{-5}).

The above analysis provides two feasible guidelines for the input parameter settings of offline and online algorithms. In the following experiments, we completely evaluate the effects of different input parameter values on the algorithm performance.

V. PERFORMANCE EVALUATION

In this section, we conduct trace-driven simulations to evaluate the performance optimization of mobile live video streaming by leveraging crowdsourcing brokerage. Specifically, we first briefly introduce our simulation setup including performance metrics and comparative methods. Then, we evaluate the influence of crowdsourcing style to the system’s network condition. Finally, we illustrate the evaluation results on our offline and online scheduling algorithms.

A. Simulation Setup

In our simulation, the live broadcasting video is encoded in 10 quality levels and sliced in 3-second chunks, which is consistent with the bitrates used in [11]. Also, we set one time slot length to be the live video chunk slice length (i.e., 3 seconds). While we only require the QoE satisfaction function \( w(.) \) to be monotonically increasing, it is more suitable to consider increasing concave functions on account of the law of diminishing return. We take the logarithmic function as our choice here, i.e. \( w(l) = \log(g(l)/g(1)) \). Table I shows the bitrate for each quality level, the mean chunk video size and the corresponding QoE satisfaction value.

We use a real-world 3G mobile bandwidth trace [34] to simulate the viewer and participants’ mobile network conditions. This trace contains 11 groups of logs (i.e., a set of 86 3G mobile bandwidth traces) on different routes in and around Oslo (Norway) with different transportations i.e., metro, tram, train, bus, ferry, etc. We randomly choose 10 groups of logs and treat each one as a scene. We set \( p_j[t] = 1 \) and \( q_j[t] = p_j[t] = 5 \). That is, 1KB/s bandwidth in participants’ pool is priced at unit cost. The viewer’s time-average maximum cost budget is considered to be moderate, i.e., \( C = 100 \). Moreover, the lowest tolerable quality \( \beta \) and differential decrement bound \( \alpha \) are both set to be 1. That is, the live broadcasting video can be at least played back and does not change too much.

In order to do comparative analysis, we realize another three benchmark algorithms besides our proposed offline and online algorithms:

---

**Fig. 5.** The change of queue backlog status with time. Mark (a-d) show the four main changes in this live video watching sample.
Here, we calculate its value by degree of the basic entities distributed among those types. It is a quantitative measure that reflects the number of different optimization. Here, in order to measure the scene diversity, we detailed quantitative evaluation on the influence of scene diversity and crowdsourcing scale to the network condition. We further give a description of the video's average jitter degree. For the video's average definition while the second one shows the video's average jitter degree.

**Optimal:** Brute-Force algorithm is natural to be considered as the optimal algorithm. It would search $L^1$ possible solutions. However, its time complexity is unacceptable. We choose a replacement of Brute-Force algorithm. As in our simulation the cost is integer, therefore, we set $\theta = 1$ in our offline algorithm and treat it as the bound of Brute-Force algorithm.

**Greedy:** We keep a temporary quality level array and iteratively pick the next most cost-efficient quality level increment. That is, let $I_0 = \{I_0[t] | t = 1,\ldots,T \}$ be the temporary quality level array. $\Delta w(I_0[t]) = w(I_0[t] + 1) - w(I_0[t])$ and $\Delta c(I_0[t]) = c(I_0[t+1] - c(I_0[t])$. We search the time slot $t^* = \text{arg max}_t \frac{\Delta w(I_0[t])}{\Delta c(I_0[t])}$ and update $I_0[t^*] = I_0[t^*] + 1$. This process is repeated until the total cost limitation is violated.

**Online without switch bound:** This algorithm stands for a class of existing bitrate adaptation algorithms which do not take the bitrate switch constraint into consideration. Therefore, we adjust our online algorithm by removing the bitrate switch constraint in (31).

The following two main performance metrics are used in our comparative evaluations.

- **QoE satisfaction:** The time-average satisfaction degree of the viewer on the live broadcasting video, which is just our goal value $W$.
- **Average differential quality level:** The time-average change of quality levels in two consecutive time slots, calculated by $\sum_{t=0}^{T} \frac{l(t) - l(t - 1)}{T}$. These two metrics comprehensively reflect the QoE/QoS quality of this live broadcasting video. The first metric stands for the video's average definition while the second one shows the video's average jitter degree.

### B. Crowdsourcing Network Condition Evaluation

The aforementioned Section III has proved the advantages of crowdsourcing live video streaming. We further give a detailed quantitative evaluation on the influence of scene diversity and crowdsourcing scale to the network condition optimization. Here, in order to measure the scene diversity, we introduce the well-known Shannon-Wiener index [35], which is a quantitative measure that reflects the number of different types in a dataset, and simultaneously considers the evenness degree of the basic entities distributed among those types. Here, we calculate its value by $H = - \sum_{i=1}^{k} \frac{d_i}{N} \ln \frac{d_i}{N}$, where $d_i$ stands for the percent of participants from the $i$-th scene. The value of $H$ increases when the number of scenes increases and when evenness increases. In our evaluation, we classify $H < 1.9$ to be low diversity, $H > 2.1$ to be high diversity and choose $H = 2.05$ to be the representative value in medium diversity. The corresponding evaluation results are shown in Table II and Figure 6.

In Table II, the second column is the system’s average MAD value without crowdsourcing while the third column is the system’s average MAD value with crowdsourcing. The third column shows their ratio between the latter and the former. It is obvious that the improvement ratio of MAD value is nearly 50 percent for all three diverse $H$ cases. That is, the system’s network stability improves with crowdsourcing. Similarly, we evaluate the system’s average peak value in the fifth and sixth column. The average peak value reflects the system’s self-supply capacity. A smaller peak value stands for a higher self-supply capacity. Their ratio shows that the peak demand for the whole system’s bandwidth decreases about 35 percent for all three different diversities. This evaluation indicates that the crowdsourcing style can indeed dramatically improve the system’s network condition. Moreover, Table II shows that

<table>
<thead>
<tr>
<th>Quality Level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitrate(KB/s)</td>
<td>28</td>
<td>41</td>
<td>59</td>
<td>86</td>
<td>123</td>
<td>178</td>
<td>257</td>
<td>370</td>
<td>628</td>
<td>750</td>
</tr>
<tr>
<td>Chunk(Mb/s)</td>
<td>0.69</td>
<td>0.99</td>
<td>1.43</td>
<td>2.06</td>
<td>2.97</td>
<td>4.28</td>
<td>6.17</td>
<td>8.89</td>
<td>15.08</td>
<td>18.00</td>
</tr>
<tr>
<td>QoE Satisfaction</td>
<td>0</td>
<td>0.3640</td>
<td>0.7294</td>
<td>1.0957</td>
<td>1.4606</td>
<td>1.8235</td>
<td>2.1904</td>
<td>2.5555</td>
<td>3.0845</td>
<td>3.2614</td>
</tr>
</tbody>
</table>

**TABLE I**

The bitrates used for our live video streaming test where $L = 10$.
with the increase of $H$, both the ratio of average MAD value and mean peak value decrease. That is, the system’s network stability and network self-supply capacity turns better with the increase of system diversity. This finding has a very valuable realistic meaning: when we deploy a broker, the coverage regions with higher participants’ diversity are preferred.

Figure 6 illustrates the influence of the participants’ number to the system’s performance. Both the two sub-figures present the similar change trend, i.e., with the increase of participants, the system’s stability (MAD value) and self-supply capacity (peak value) become higher (lower). Moreover, we find that both the two red curves in subfigure (a) and (b) turns to be a constant value. That is, when the participants’ number exceeds a threshold, the system’s average volatility and average bandwidth peak demand tend to be a constant value. This is also an interesting observation and based on this, we can conclude another principle of broker deployment: it is unnecessary for a broker to cover too much participants. A moderate number of participants are good as more participants means more communication/scheduling operations and higher hardware requirement.

C. Offline Scheduling Performance Evaluation

In this subsection, we first compare our offline algorithm (DP) with Optimal and Greedy algorithms under four different occasions of participants’ pool, i.e., when the average bandwidth capacity of participants’ pool is 0 (Local), 30KB/s (Low), 170KB/s (Normal), 665KB/s (High), respectively. Then we show the effect of parameter $\theta$ on DP algorithm. The corresponding results are shown in Figure 7 and Figure 9, respectively.

1) Comparative analysis: Based on Figure 7(a), we find that with the increase of average bandwidth capacity of participants’ pool stands for a higher opportunity to optimize the viewer’s network bandwidth. Figure 7(b) illustrates that by taking the switch bound into account, our online algorithm can achieve a lower average differential quality level value which never exceeds the previously set threshold $\alpha = 1$. Moreover, with the introduction of switch bound constraint, Lyapunov virtual queue has a smaller backlog (as shown in Figure 8(c)) and seems to be more stable.

2) The effect of parameter $\theta$: We consider the case where the average capacity of participants’ pool is normal. Figure 9 shows that the performance of DP method can linearly converge to the optimum with the decrease of $\theta$. Moreover, the corresponding execution time consumption can increase, obeying the inverse proportional relation. This phenomenon is in accordance with our theoretical analysis in Theorem 1. Therefore, $\theta$ can be indeed treated as a trade-off knob.

D. Online Scheduling Performance Evaluation

In this subsection, we first compare our online algorithm with another online algorithm without considering switch bound constraint under the four different occasions of participants’ pool. We then show the effect of parameter $V$ on our online algorithm. The corresponding results are shown in Figure 8 and Figure 10, respectively.

1) Comparative analysis: Based on Figure 8(a), with the increase of average bandwidth capacity of participants’ pool, these two methods can both achieve better QoE satisfaction, in accordance with the offline evaluation. Figure 8(b) illustrates that by taking the switch bound into account, our online algorithm can achieve a lower average differential quality level value which never exceeds the previously set threshold $\alpha = 1$. Moreover, with the introduction of switch bound constraint, Lyapunov virtual queue has a smaller backlog (as shown in Figure 8(c)) and seems to be more stable.

2) The effect of parameter $V$: As aforementioned in Section IV(C), $V$ is a control parameter to realize a cost-effective service for the viewer. Figure 10(a) shows that a bigger $V$ can usually result in a higher optimality, i.e., QoE satisfaction, but the relation is not necessarily monotonously increasing and may have some small fluctuation. Simultaneously, from Figure 10(b), we find that the corresponding queue backlog increases linearly with the increase of $V$. Considering that our online algorithm is an approximation with $T \to \infty$, therefore, to be adapted to the finite case, we can not set $V$ too large.

VI. Conclusion

Cellular-based wireless network conditions show the spatio-temporal fluctuation, which influence the quality of live video streaming dramatically. To address this challenge, in this paper, we have advocated the introduction of crowdsourcing brokerage in future networks, and analyzed the advantages of this crowdsourcing brokerage on improving the mobile users’ wireless network conditions. The theoretical analysis shows that this brokerage can improve both individual bandwidth capacity and the whole systems network stability, appealing to

data from Table II

<table>
<thead>
<tr>
<th>Shannon-Wiener Index (H)</th>
<th>Mean MAD value(before)</th>
<th>Mean MAD value(after)</th>
<th>Ratio</th>
<th>Mean peak demand(before)</th>
<th>Mean peak demand(after)</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low($H &lt; 1.9$)</td>
<td>62.2647</td>
<td>32.2218</td>
<td>51.75%</td>
<td>410.3632</td>
<td>279.7231</td>
<td>68.16%</td>
</tr>
<tr>
<td>Medium($H = 2.05$)</td>
<td>63.8326</td>
<td>29.4862</td>
<td>46.19%</td>
<td>415.7991</td>
<td>264.4499</td>
<td>63.60%</td>
</tr>
<tr>
<td>High($H &gt; 2.1$)</td>
<td>63.3216</td>
<td>26.9790</td>
<td>42.61%</td>
<td>410.8927</td>
<td>252.9230</td>
<td>61.55%</td>
</tr>
</tbody>
</table>

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2017.2736963, IEEE Transactions on Multimedia
mobile live video streaming. Further, we studied the brokerage scheduling problem under this crowdsourcing brokerage style and proposed the corresponding offline (with complete future information) and online (with no future information) algorithms. The effectiveness of our algorithms has been evaluated by simulations over realistic mobile network profiles. The results demonstrate the crowdsourcing brokerage can cost-effectively guarantee a higher quality view experience.

Fig. 7. The comparison between our offline algorithm (DP), Optimal and Greedy algorithms under four different occasions of participants’ pool.

Fig. 8. The comparison between our online and online without switch bound algorithm under four different occasions of participants’ pool (V=10000).

Fig. 9. The effect of parameter $\theta$ on the optimality and execution time of DP method when the average crowdsourcing bandwidth capacity is normal.

Fig. 10. The effect of parameter $V$ on the optimality and queue backlog of online method when the average crowdsourcing bandwidth capacity is normal.
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