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Abstract—In this paper, we propose a general framework to study the tradeoff between energy efficiency (EE) and spectral efficiency (SE) in massive MIMO enabled HetNets while ensuring proportional rate fairness among users and taking into account the backhaul capacity constraint. We aim at jointly optimizing user association, spectrum allocation, power coordination, and the number of activated antennas, which is formulated as a multi-objective optimization problem maximizing EE and SE simultaneously. With the help of weighted Tchebycheff method, it is then transformed into a single-objective optimization problem, which is a mixed-integer non-convex problem and requires unaffordable computational complexity to find the optimum. Hence, a low-complexity effective algorithm is developed based on primal decomposition, where we solve the power coordination and number of antenna optimization problem and the user association and spectrum allocation problem separately. Both theoretical analysis and numerical results demonstrate that our proposed algorithm can fast converge within several iterations and significantly improve both the EE-SE tradeoff performance and rate fairness among users compared to other algorithms.
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I. INTRODUCTION

Owing to the spectrum scarcity and the explosive growth of mobile data traffic demand for multimedia applications, there is an urgent need to significantly improve spectral efficiency (SE) [1]. Meanwhile, with steadily rising energy costs and increasing environmental concerns, energy efficiency (EE) is becoming increasingly important for wireless communications and has caught more and more attention [2]. Therefore, the joint maximization of EE and SE has turned into one of the main goals for the future fifth-generation (5G) cellular communication networks. Also, it has been widely recognized that massive multiple-input-multiple-output (MIMO) and multi-tier heterogenous networks (HetNets) are two promising techniques to achieve this goal for 5G networks [3]. As massive MIMO base stations (BSs) are capable of communicating with multiple single-antenna users over the same time-frequency slot, the system SE can be greatly improved [4]. Besides, massive MIMO provides a high power gain, which helps to reduce the transmit power and further obtain a higher EE. On the other hand, since multiple small cells are overlaid on the coverage of each macrocell in the HetNets, the spectrum is densely reused over a geographical area, which makes BSs closer to users. Consequently, this topology can significantly improve the system EE and SE [5], and also enhance the performance of cell-edge users [6]. Although HetNets show great promises to obtain higher SE by universal frequency reuse, this infrastructure also introduces new challenges. Specifically, since the transmit powers can be much diverse for different kinds of BSs in HetNets, the conventional user association scheme which is determined according to signal-to-interference-plus-noise ratio (SINR), will cause heavy load imbalance and further damage the system SE and EE [7]. Therefore, the joint user association and spectrum allocation is needed to improve the network SE. In addition, as multiple small cells coexist with the macro cell, the power coordination is indispensable to mitigate the inter-tier and intra-tier interference. As for massive MIMO, although equipping large number of antennas can improve the system SE, it also causes higher circuit power consumption when more antennas are deployed, which may degrade the performance of EE. Furthermore, these problems are closely coupling, influencing the system EE and SE together. Hence, intelligent joint resource optimization is one of crucial issues for massive MIMO enabled HetNets.

The energy efficient resource optimization for HetNets has been investigated extensively [8]-[15]. In [8], energy efficient user association is optimized to minimize the total power consumption. The work in [9] investigates both the noncooperative and cooperative energy-efficient power control, where all tiers selfishly or cooperatively choose their transmit power to optimize their network EE. Similarly, the authors in [10] and [11] provide insight on energy efficient power coordination, where a new adjustable utility function is adopted to jointly optimize SE and EE of each BS in HetNets. In [12], the energy efficiency issue is formulated to minimize the total power consumption of all pico BSs under the average delay constraint. Nevertheless, the studies for the EE optimization in massive MIMO enabled HetNets are still limited. In [13], the authors analyze the impact of massive MIMO on the SE and EE of K-tier HetNets by employing a stochastic geometry method. In [14], the summation of users’ EE is maximized with the optimization of user association. Recently, the tradeoff...
between EE and SE is studied in our earlier work [15], where the user association and power coordination are jointly optimized.

However, in the aforementioned studies [8]–[15], the constraint of backhaul capacity between BSs and the core network is not considered. With the employment of dense small cells and large-scale antenna arrays in macro BSs, there will be enormous data transmissions over backhaul links, while current backhaul solutions can not provide sufficient capacity [16], [17] and has become one of crucial performance constraints [18], [19]. Hence, it is indispensable to take the backhaul constraint into account when optimizing EE and SE in massive MIMO enabled HetNets. The backhaul bottleneck of HetNets has been investigated to some extent in the literature [20]–[22]. The authors in [20] propose a distributed load-balancing user association algorithm. In [21], the in-band wireless backhaul in massive MIMO enabled HetNets is investigated, where the downlink user association and backhaul bandwidth allocation are jointly optimized to maximize the sum logarithmic user rate. Similarly, the work in [22] considers the joint optimization of user association and resource allocation in hybrid energy powered HetNets, which aims at maximizing the network utility under the proportional fairness subject to both the backhaul and energy constraints. Nevertheless, the studies in [20]–[22] only involve SE and rate fairness, and the performance of EE is totally ignored.

To the best of our knowledge, there is no existing work that studies the tradeoff between EE and SE in massive MIMO enabled HetNets while taking into consideration the backhaul capacity constraint. Motivated by such observations, this paper studies the tradeoff between EE and SE in massive MIMO enabled HetNets from an optimization perspective under the proportional fairness criterion and the constraint of backhaul capacity, where we comprehensively consider the joint optimization of user association, spectrum allocation, power coordination, and the number of activated antennas. To be more specific, the contributions of this paper are summarized in the following:

- A general framework is proposed to investigate the tradeoff between the system EE and SE while ensuring proportional rate fairness among users and taking into account the backhaul capacity constraint. Specifically, this problem is first formulated as a multi-objective optimization (MOO) problem maximizing the sum log-utility and minimizing the total power consumption simultaneously. The weighted Tchebycheff method is then employed to transform the MOO problem into a single-objective optimization (SOO) problem, which is necessary and sufficient for Pareto optimality and thus provides the complete Pareto optimal set with the variation of the weighting parameter.

- We exploit four degrees of freedom in resource optimization for massive MIMO enabled HetNets, which is the first time in the literature to jointly optimize user association, power coordination, spectrum allocation, and the number of activated antennas simultaneously. Note that these optimization items are closely coupling in terms of EE and SE. To reduce computational complexity, an effective algorithm is proposed to solve this mixed-integer and non-convex problem, where primal decomposition is used to separate the original problem into two levels. Specifically, the power coordination and antenna number optimization problem is solved via successive convex programming (SCP), which is transformed into a series of convex problem and thus requires only polynomial complexity. For the other problem, we develop a distributed user association and spectrum allocation algorithm via Lagrange dual decomposition, which reduces both the computational complexity and information exchange.

- The optimality, convergence, and complexity of the proposed algorithm are analyzed. It is first demonstrated theoretically that the proposed power coordination and antenna number optimization algorithm is guaranteed to converge to the solution satisfying KKT conditions. Then, we study the optimality of the proposed distributed user association and spectrum allocation algorithm, and prove that the dual gap between the primal problem and its dual problem is bounded. In addition, the overall computational complexity of the proposed algorithm is analyzed in detail. Furthermore, the convergence property of the proposed algorithm is testified by simulation results, including both the iterations of SCP algorithm and the overall iterations between two subproblems. Also, the effectiveness of the proposed algorithm is demonstrated numerically compared to other algorithms in terms of the EE-SE tradeoff and rate fairness.

- Particularly, the characteristics about the optimal number of activated antennas are investigated theoretically and numerically. We find that the optimal number of activated antennas is always the number of equipped antennas when the system SE is maximized. By contrast, the optimal number of activated antennas corresponding to the maximum EE diminishes with the increase of the circuit power consumption per antenna, when the number of equipped antennas is sufficiently large. The impact of the backhaul capacity constraint on the system EE and SE is also captured via numerical results, which indicates that the backhaul capacity is indeed a bottleneck for network performance.

The rest of this paper is organized as follows. We first describe the system model in Section II. Then, in Section III, a multi-objective optimization problem is formulated to maximize SE and EE while ensuring proportional rate fairness, which is further solved in Section IV. Finally, simulation results are presented in Section V, which is followed by conclusions in Section VI.

II. SYSTEM MODEL

As presented in Fig. 1, we consider the downlink transmission in a two-tier HetNet consisting of a macro BS (MBS), $I = 1$ single-antenna pico BSs (PBS), and $J$ single-antenna users. Let $i \in \{1, 2, \cdots, I\}$ be the index of BSs, where we use $i = 1$ to represent the MBS, and the others are PBSs. The indexes of users are denoted by $j \in \{1, 2, \cdots, J\}$.

Besides, a time-division duplexing (TDD) scheme is considered with perfect channel state information (CSI). It is
also assumed that all BSs share the same frequency, and the orthogonal frequency-division multiple access (OFDMA) scheme is applied among users associated with the same BS. Specifically, the MBS is equipped with a large number of antennas, and let $M$ represent the number of active antennas. We also assume that the MBS can transmit at most $N$ ($N \ll M$) downlink data streams simultaneously over the same frequency band, i.e., the beamforming group size is $N$, and linear zero-forcing beamforming (LZFBB) is adopted for the downlink transmission. As shown in Fig. 1, wireless backhaul is assumed for the information exchange between PBSs and the sink switch, and the data transmission between MBS and the core network is based on the fiber backhaul.

A. Achievable Data Rate and Power Consumption

In this paper, we assume ‘favorable propagation’ between the MBS and users, i.e., the effects of small-scale fading can be eliminated completely by using a large number of antennas, which is derived based on the asymptotic random matrix theory [23]. $\mathbf{p} = [p_1, p_2, \cdots, p_J]$ is defined as the transmit power vector of all BSs. Here we adopt the data rate formula in [21] and [24] for the LZFBB precoding. Thus, when $M, N \to \infty$ and $\frac{N}{M} \ll 1$ is fixed, the achievable normalized downlink data rate of user $j$ associated with the MBS converges to the following deterministic expression

$$ r_{ij} = N \log_2 (1 + \text{SINR}_{ij}(\mathbf{p}, M)) , \quad i = 1, $$

where the signal-to-interference-and-noise ratio (SINR) is calculated by

$$ \text{SINR}_{ij}(\mathbf{p}, M) = \frac{M - N + 1}{N} \cdot \sum_{j \neq i} p_{ij} g_{ij} + \sigma_j^2 , \quad i = 1. $$

Here $g_{ij}$ is the large-scale fading between the $i$-th BS and the $j$-th user, and $\sigma_j^2$ represents the noise power at user $j$. Note that this large-system asymptotic is demonstrated to be accurate for practical values of the antenna array size $M$ and the beamforming group size $N$ in [24] and the references therein.

Generally, the user association period is sufficiently longer than the period of small-scale fading so that the impact of small-scale fading can be averaged out in the channel measurement [12], [21]. Hence, the long-term transmission data rate for users associated with PBSs is considered, i.e.,

$$ r_{ij} = \log_2 (1 + \text{SINR}_{ij}) , \quad i > 1, $$

where the long-term SINR is presented as

$$ \text{SINR}_{ij} = \frac{p_{ij} g_{ij}}{\sum_{j \neq i} p_{ij} g_{ij} + \sigma_j^2} , \quad i > 1. $$

Assume that each user can be only associated with one of BSs, and the binary variable matrix $\mathbf{X} = [x_{ij}]$ is introduced to describe the user association status, where

$$ x_{ij} = \begin{cases} 1, & \text{if user } j \text{ associated with BS } i, \\ 0, & \text{otherwise}. \end{cases} $$

As the system generally occupies several hundreds of resource blocks (RBs), we normalize this number to be 1 and define the resource allocation variable $y_{ij}, 0 \leq y_{ij} \leq 1$, indicating the fraction of RBs used for the communication between user $j$ and the $i$-th BS. Thus, the transmission data rate of user $j$ is calculated by

$$ R_j = \sum_i x_{ij} y_{ij} r_{ij} , \quad j = 1, 2 \cdots J. $$

On the other hand, the power consumption of the MBS can be expressed as [25]

$$ P_i = \varepsilon_i p_i + M p_a + p_{i,s}, \quad i = 1, $$

where $\varepsilon_i$ denotes the power amplifier efficiency of the $i$-th BS, $p_a$ describes the circuit power per antenna, and $p_{i,s}$ represents the static circuit power term independent of the antenna number. In contrast, the power consumption of the $i$-th PBS is given by

$$ P_i = \varepsilon_i p_i + p_a + p_{i,s}, \quad i > 1. $$

Then, the total network power consumption can be obtained by

$$ P_{tot} = \sum_i P_i + P_{BH}, $$

where $P_{BH}$ denotes the power consumption for backhaul.

Specifically, the backhaul power consists of the power consumption of fiber-based and microwave-based backhaul links, which is expressed as

$$ P_{BH} = P_{BH}^{Fiber} + P_{BH}^{Micro}. $$

In (10), the power consumption for the fiber-based backhaul links is calculated based on the model in [26], [27], which is given by

$$ P_{BH}^{Fiber} = \left[ \frac{N_{\text{dl}}}{\text{max}_{\text{dl}}} \right] P_{\text{switch}}^{fiber} + N_{\text{dl}} P_{\text{dl}} + N_{\text{ul}} P_{\text{ul}}, $$

where $\text{max}_{\text{dl}}$ denotes the highest number of available downlink interfaces for one aggregation switch, $P_{\text{switch}}^{fiber}$ describes the maximum power consumption of one fiber-based aggregation switch, $N_{\text{dl}}$ and $P_{\text{dl}}$ represent the number of downlink interfaces and the power consumption of each downlink interface, respectively. $N_{\text{ul}}$ denotes the number of uplink interfaces, which is a function of total aggregate traffic collected at the
switch \((AT_{\text{tot}})\) and the maximum transmission rate of an uplink interface \((U_{\text{max}})\), i.e., \(N_{\text{ul}} = \frac{AT_{\text{tot}}}{U_{\text{max}}}\), and \(p_{\text{ul}}\) indicates the power consumption of each uplink interface. Similarly, the power consumed by microwave-based backhaul \([26],[27]\) can be expressed as

\[
P_{\text{bh}} = \left(\frac{AT_{\text{micro}}}{C_{\text{switch}}}\right) + N_{\text{PBS}}P_{\text{low}} + N_{\text{sink}}P_{\text{high}}, \tag{12}\]

where \(AT_{\text{micro}}\) is the aggregated microwave-based backhaul traffic, and \(C_{\text{switch}}\) represent the capacity and the power consumption of each switch for microwave backhaul, respectively. \(P_{\text{low}}\) describes the power associated with microwave backhaul operations at each PBS, and \(P_{\text{high}}\) corresponds to the power consumption at the sink node. Correspondingly, \(N_{\text{PBS}}\) and \(N_{\text{sink}}\) represent the number of PBSS and the sink, respectively. In particular, we assume that the capacity of the backhaul link for the \(i\)-th BS is bounded by \(C_{i,bh}\).

**B. SE, EE and Proportional Fairness**

In this paper, the system SE (bits/s/Hz) is defined as the total system throughput per unit bandwidth, which is given by

\[
\eta_{\text{SE}} = \sum_{j} R_j = \sum_{j} \sum_{i} x_{ij} y_{ij} r_{ij}. \tag{13}\]

The system EE (bit/Joule/Hz) is further defined as the ratio of the system SE over the total power consumption, which can be expressed as

\[
\eta_{\text{EE}} = \frac{\eta_{\text{SE}}}{P_{\text{tot}}} = \frac{\sum_{j} \sum_{i} x_{ij} y_{ij} r_{ij}}{\sum_{j} p_{j} + P_{\text{BH}}}. \tag{14}\]

It is known that SE and EE are conflicting objectives in a wireless communication system with limited radio resources \([28]\). This is because maximizing SE is equivalent to utilizing all the available resources, such as the maximum transmit power and all the available antennas to increase the throughput, while in such case the EE may become very low due to high power consumption. Therefore, only maximizing SE or EE may not satisfy the performance requirement of decision makers, and it is necessary to investigate the tradeoff between EE and SE. As explained in \([29]\), the tradeoff between EE and SE can be obtained by solving a simplified MOO problem of minimizing the total power consumption and maximizing SE for specific ranges of the weighting parameter.

However, rate fairness among users can not be guaranteed in the above analysis, since only the system EE and SE are maximized. As proportional fairness can achieve a good balance between SE maximization and fairness \([30]\), in this paper, the system SE is replaced in the MOO problem with the summation of the logarithmic rates of users, which is given by

\[
U(x, y, p, M) = \sum_{j} \ln(R_j). \tag{15}\]

**III. PROBLEM FORMULATION**

As mentioned before, the tradeoff between EE and SE while ensuring proportional rate fairness among users can be equivalently formulated as a MOO problem maximizing the sum-log-rate utility and minimizing the total power consumption simultaneously. Thus, the joint optimization problem of user association, resource allocation, power coordination and number of activated antennas can be expressed as

\[
\begin{align*}
\min_{x, y, p, M} & \quad U(x, y, p, M), \\
\min_{x, y, p, M} & \quad P_{\text{tot}}(x, y, p, M), \\
\text{s.t.} \quad & \quad C_1: x_{ij} \in \{0,1\}, \forall i, j, \\
& \quad C_2: \sum_{i} x_{ij} = 1, \forall j, \\
& \quad C_3: y_{ij} \in \{0,1\}, \forall i, j, \\
& \quad C_4: \sum_{j} x_{ij} y_{ij} \leq 1, \forall i, \\
& \quad C_5: M \leq M_{\text{max}}, \\
& \quad C_6: p_{i} \leq p_{i,\text{max}}, \forall i, \\
& \quad C_7: \sum_{j} x_{ij} y_{ij} r_{ij} \leq C_{i,bh}, \forall i,
\end{align*}
\]

where \(M_{\text{max}}\) and \(p_{i,\text{max}}\) denote the number of equipped antennas at the MBS and the maximum transmit power of BS \(i\), respectively.

In (16), \(C_1\) and \(C_2\) indicates that each user can be only associated with one BS at any time. \(C_3\) and \(C_4\) are the constraints of spectrum allocation among users associated with the same BS. Then, \(C_5\) denotes that the number of activated antennas at the MBS is bounded by \(M_{\text{max}}\), and \(C_6\) ensures that the transmit power of the \(i\)-th BS is not more than \(p_{i,\text{max}}\), \(\forall i\). Particularly, \(C_7\) represents that the capacity of the backhaul link for the \(i\)-th BS is bounded by \(C_{i,bh}\).

For the sake of consistent comparison, we first normalize the sum log-utility function and total power consumption in (16) as the following

\[
\begin{align*}
\min_{x, y, p, M} & \quad F_1(x, y, p, M) = \frac{U_{\text{max}} - \sum_{j} \ln(R_j)}{U_{\text{max}} - U_{\text{min}}}, \\
\min_{x, y, p, M} & \quad F_2(x, y, p, M) = \frac{P_{\text{max}}}{P_{\text{max}}}, \\
\end{align*}
\]

where \(F_{\text{max}}\) denotes the maximum total power consumption, and \(U_{\text{max}}\) and \(U_{\text{min}}\) represent the maximum and minimum sum log-utility, respectively. Specifically, the maximum power consumption can be calculated by setting \(p = [p_{i,\text{max}}]\) and \(M = M_{\text{max}}\), which is

\[
P_{\text{max}} = \sum_{i=1}^{I} (\varepsilon p_{i,\text{max}} + p_{i,\text{a}}) + p_{a} (M_{\text{max}} + I - 1) + P_{\text{BH}}. \tag{18}\]

Then, by omitting mutual interferences among BSs, we further obtain the upper bound of the sum log-utility, which must be maximized at \(p = [p_{i,\text{max}}]\) and \(M = M_{\text{max}}\), i.e.,

\[
U_{\text{max}} = \max_{x, y} \sum_{j} \ln \left(\sum_{i} x_{ij} y_{ij} r_{ij}\right) \left|_{p_{i}=p_{i,\text{max}}, M=M_{\text{max}}}\right., \tag{19}\]

where \(r_{ij}\) is the approximate data rate without the consideration of mutual interferences. Thus, the Lagrange dual decomposition (LDD) method presented in Section IV can be used to find the user association and resource allocation solution of (19). On the other hand, the minimum utility can
be approximated as

\[ U_{\min} = J \ln (\delta), \]  \hspace{1cm} (20)

where \( \delta \) is a predefined and sufficiently small value, and we assume that \( R_j \geq \delta, \forall j \).

Problem (16) is a mix-integer and non-concave problem due to the integer variables \( x \) and \( M \) and the existing inter-cell interference presented in \( r_{ij} \), which is generally NP-hard. Weighted sum method is one of the most general methods for solving MOO problems, but it can not obtain points on non-convex portions of the Pareto optimal set [31]. Hence, in this paper, we employ weighted Tchebycheff method to transform problem (16) into a SOO problem, which is sufficient and necessary for achieving Pareto optimality and therefore provides the complete Pareto front of problem (16) [31]. According to the weighted Tchebycheff method, the MOO problem can be transformed into the following SOO problem as

\[ \min_{x, y, p, M} \max \{ wF_1(x, y, p, M), (1 - w)F_2(x, y, p, M) \}, \]

s.t. \( C1 - C7, \) \hspace{1cm} (21)

where \( w \in [0, 1] \) is the weighting parameter representing the relative importance between two objectives. To illustrate the equivalence between the MOO problem (16) and the SOO problem (21), we have the following proposition.

**Proposition 1:** For any given \( w \in [0, 1] \), the unique optimal solution \((x^*, y^*, p^*, M^*)\) of problem (21) is Pareto optimal for the MOO problem (16).

**Proof:** See Appendix A.

### IV. PROPOSED ALGORITHMS

To further understand the tradeoff between SE and EE, it is necessary to find the optimal solution of (21). Specifically, we first introduce an additional variable \( \varphi \) to make problem (21) tractable, and the equivalent transformed problem is expressed as

\[ \min_{x, y, p, M, \varphi} \varphi, \]

s.t. \( C1 - C7, \)

\[ C8 : w \left( \frac{U_{\max} - \sum \ln(R_j)}{U_{\max} - U_{\min}} \right) \leq \varphi, \]

\[ C9 : (1 - w) \left( \frac{P_{\max}}{P_{\max}} \right) \leq \varphi. \]

However, it is still rather challenging to find the global optimum of problem (22) with affordable computational complexity, since problem (22) is mixed-integer and non-convex due to the integer variable \( x_{ij} \) and \( M \) and the inter-cell interference. Moreover, these optimization variables \((x, y, p, M)\) are closely coupling in terms of EE and SE. To solve this nontrivial problem, a series of decomposition algorithms will be proposed in the following. We first relax constraints C8-C9, and the corresponding Lagrange function can be presented as

\[ L(x, y, p, M, \varphi, \lambda, \mu) = \varphi + \lambda \left( wF_1(x, y, p, M) - \varphi \right) + \mu \left( (1 - w)F_2(x, y, p, M) - \varphi \right), \]

where \( \lambda \geq 0 \) and \( \mu \geq 0 \) are Lagrangian multipliers. Then, the corresponding dual function is given by

\[ H(\lambda, \mu) = \left\{ \begin{array}{l} \min_{x, y, p, M, \varphi} \quad L(x, y, p, M, \varphi, \lambda, \mu), \\ \text{s.t.} \quad C1 - C7. \end{array} \right. \]

(24)

Rearranging the Lagrange function yields

\[ L(x, y, p, M, \varphi, \lambda, \mu) = -\frac{\lambda w U(x, y, p, M)}{U_{\max} - U_{\min}} + \mu (1 - w) P_{\text{tot}}(x, y, p, M) \]

\[ + \left( 1 - \lambda - \mu \right) \varphi + \frac{L_1(x, y, p, M, \lambda, \mu)}{U_{\max} - U_{\min}} \]

(25)

Thus, for the given \((\lambda, \mu)\), problem (24) can be decomposed into two subproblems, i.e., the joint user association and resource optimization problem

\[ \min_{x, y, p, M} L_1(x, y, p, M, \lambda, \mu), \]

s.t. \( C1 - C7, \) \hspace{1cm} (26)

and the adaptive \( \varphi \) selection problem

\[ \min_{\varphi} L_2(\varphi, \lambda, \mu). \]

(27)

### A. Joint User Association and Resource Optimization

We first focus on finding the optimal solution of (26), i.e., the joint optimization of user association, spectrum allocation, power coordination and the number of activated antennas at the MBS. Since these optimization variables are coupled, the primal decomposition method [32] is appropriate to be applied to separate the original problem into the following two levels of optimization problem. Fixing user association matrix \( x \) and the spectrum allocation matrix \( y \) in problem (26) yields the power coordination and antenna number optimization problem, i.e.,

\[ \max_{p, M} f_1(p, M) = \frac{\lambda w \sum \ln(R_j)}{U_{\max} - U_{\min}} - \frac{\mu (1 - w) \sum \epsilon_i p_i + M \rho_s}{P_{\max}}. \]

(28)

On the contrary, by fixing the number of active antennas \( M \) and the transmit power vector \( p \) in problem (26), the user association and spectrum allocation problem can be obtained by

\[ \max_{x, y} f_2(x, y) = \sum \ln \left( \sum_{i} x_{ij} y_{ij} r_{ij} \right), \]

s.t. \( C1 - C4, C7. \)

(29)

Note that several constant terms are omitted in (28) and (29) for simplicity.

**1. Subproblem 1: Power coordination and antenna number optimization**

As mentioned before, because of the existing inter-cell interference and the integer variable \( M \), the joint optimization of power coordination and the number of active antennas is a non-convex mixed-integer problem. To tackle this difficulty, we first relax the number of active antennas \( M \) to a real variable, and find the suboptimal solution \( M^* = \lceil M^* \rceil \) with
Algorithm 1 Sequential convex programming algorithm for Subproblem 1

1. Initialize $n = 0$, $flag_{low} = 1$, $p_i^0 = p_{i,max}$, and $M = M_{max}$, $\forall i$.
2. Calculate the SINR $\tilde{b}_{ij}^0$.
3. while $flag_{low} > 0.01$, do
   4. $n = n + 1$;
   5. Calculate $a_i^{n-1}$ and $b_{ij}^{n-1}$ with $\tilde{b}_{ij}^{n-1}$, $\forall i,j$;
   6. Solve problem (33), and obtain $(q^n, M^n)$;
   7. Update $p_i^n = 2^w$, $\forall i$;
   8. Update SINR value $\tilde{b}_{ij}^n$ with $(q^n, M^n)$, $\forall i,j$;
   9. Calculate $\Delta \tilde{b}_{ij}^n = \frac{|\tilde{b}_{ij}^n - \tilde{b}_{ij}^{n-1}|}{\tilde{b}_{ij}^n}$, $\forall i,j$;
   10. Calculate $flag_{low} = \max_i \min_j \{\Delta \tilde{b}_{ij}^n\}$.
4. end while

Algorithm 1 monotonically improves the value of $f_1(p,M)$ at each iteration, and eventually converges to one solution satisfying the KKT conditions of problem (28). Proof: See Appendix C.

Particularly, the optimal number of activated antennas at the MBS can be characterized in the following proposition.

Proposition 4: When $w = 1$, the optimal number of activated antennas $M^*$ always satisfies $M^* = M_{max}$, when $w = w_{EE}$, if $M_{max}$ is sufficiently large, $M^*$ diminishes with the increase of the circuit power consumption per antenna $p_a$. Proof: See Appendix D.

2. Subproblem 2: User association and spectrum allocation

To solve problem (29), the LDD method is adopted to find the optimal user association and spectrum allocation. For convenience, we first transform problem (29) into

$$\max_{x,y} \hat{f}_2(x,y) = \sum_i \sum_j x_{ij} \ln(y_{ij} r_{ij}),$$

s.t. $C1$, $C4$, $C7$,

and the following proposition illustrates the equivalence between two problems.

Proposition 5: Problem (34) and (29) are equivalent. Proof: See Appendix E.

Thus, relaxing constraints $C4$ and $C7$, the Lagrange function of (34) is obtained by

$$T(x,y,\alpha,\beta) = \sum_i \sum_j x_{ij} \ln(y_{ij} r_{ij}) + \sum_i \alpha_i \left(1 - \sum_j x_{ij} y_{ij}\right) + \sum_i \beta_i \left(C_{1,ih} - \sum_j x_{ij} y_{ij} r_{ij}\right),$$

where $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_I]$ and $\beta = [\beta_1, \beta_2, \ldots, \beta_I]$ are Lagrange multipliers corresponding to constraints $C4$ and $C7$, respectively. The dual function is further expressed as

$$J(\alpha, \beta) = \max_{x,y} T(x,y,\alpha,\beta),$$

s.t. $C1 - C3$, and the corresponding dual problem is given by

$$\min_{\alpha, \beta \geq 0} J(\alpha, \beta).$$

In order to solve the dual problem (37), we first investigate problem (36) for given $\alpha, \beta$. Specifically, the Lagrange

1. Here $M$ is the relaxed real number.

2. $w_{EE}$ corresponds to the point of the maximum EE.
Thus, when the solutions of the primal optimization problem \((14)\), and the Lagrangian dual method often provides good convergence as long as \(v \) is chosen to be sufficiently small. In this paper, \(v \) is naturally discrete, there may exist a non-zero duality gap between the primal problem \((34)\) and the dual problem \((37)\). Nevertheless, the Lagrangian dual method often provides good solutions of the primal optimization problem \((14)\), and the following proposition further illustrates that the duality gap is bounded.

Proposition 6: For the user association and spectrum allocation problem \((34)\), the duality gap between the objective \(f_2(x,y)\) obtained via subgradient method and the global optimum of problem \((34)\) is bounded by \(\sum_i \alpha_i + \sum_i \beta_i C_i, bh - J\).

Proof: See Appendix F.

Observing \((41)-(43)\), the Lagrange multipliers \((\alpha, \beta)\) can be treated as the message between users and BSs. Thus, we can solve the joint user association and spectrum allocation problem \((34)\) distributively. The specific procedures of distributive algorithms for users and BSs are presented in Algorithm 2 and Algorithm 3. Now, the solutions of problem \((28)\) and \((29)\) have been found, respectively. According to primal decomposition, the original problem \((26)\) can be solved by solving problem \((28)\) and \((29)\) in iterative manner until convergence. As a consequence, the two-stage iterative algorithm for joint optimization of user association, spectrum allocation, power coordination, and number of activated MBS antennas is summarized in Algorithm 4.

### Algorithm 2 Distributed User Association and Spectrum Allocation Algorithm at the \(j\)-th User

1. if \(k = 0\)
2. Estimate \(r_{ij}, \forall i\), via pilot signals from all BSs.
3. end if
4. if \(k = k + 1\);
5. Receive \(\alpha^k\) and \(\beta^k\) transmitted from all BSs;
6. Calculate \(y_{ij}^k, \forall i\), according to \((41)\);
7. Calculate \(x_{ij}^k, \forall i\), according to \((42)\);
8. Calculate the auxiliary variable \(z_{ij}^k = x_{ij}^k y_{ij}^k, \forall i\);
9. Feedback the message \(z_{ij}^k > 0\) to BS \(i, \forall i\).

### Algorithm 3 Distributed User Association and Spectrum Allocation Algorithm at the \(i\)-th BS

1. if \(k = 0\)
2. Initialize \(x_i^0\) and \(\beta_i^0\).
3. else
4. Receive the information \(z_{ij}^k > 0, \forall j\);
5. Update \(x_i^{k+1}\) and \(\beta_i^{k+1}\) with \(x_{ij}^k\) according to
6. end if
7. \(k = k + 1\);
8. Broadcast the updated multipliers \(x_i^k\) and \(\beta_i^k\).

### B. Adaptive Optimization of \(\varphi\)

Observing the linear optimization problem \((27)\), its optimal solution can be readily obtained by
\[
\varphi^* = \begin{cases} 
1, & \text{if } \lambda + \mu > 1, \\
\max \{w \varphi_1, 1 - w \varphi_2\}, & \text{otherwise}
\end{cases}
\]
Note that \(\varphi \leq 1\) always holds since the two objectives in \((17)\) and the weight \(w\) range between 0 and 1. Thus, problem \((22)\) can be finally solved by updating \((\lambda, \mu)\) like \((43)\).

### C. Summary and Complexity Analysis

As presented before, the transformed problem \((24)\) for the tradeoff between EE and SE is solved through a series of
Algorithm 4 Two-stage iterative algorithm

1. For any given weighting parameter \( w_i \),
2. Initialize \( m = 0 \), \( flag = 1 \), \( M^0 = M_{\text{max}} \), and \( p_i^0 = p_{i,\text{max}} \).
3. While \( flag > 0.01 \), do
   4. \( m = m + 1 \);
   5. Calculate \( (x^m, y^m) \) via Algorithm 2 and 3;
   6. Calculate \( (p^m, M^m) \) via Algorithm 1;
   7. Calculate \( flag = \max_i \left| \frac{x_{ij}^m y_{ij}^m - x_{ij}^{m-1} y_{ij}^{m-1}}{x_{ij}^{m-1} y_{ij}^{m-1}} \right| \)
8. end while

Fig. 2. The problem decomposition.

decomposition algorithms, which is summarized in Fig. 2 for clarity. Problem (24) is first separated into the joint optimization problem (26) and the adaptive \( \varphi \) selection problem (27). Then, with the help of primal decomposition, problem (26) is decomposed into the power coordination and the number of activated antennas optimization problem (28), and the user association and spectrum allocation problem (29). Next, with the help of SCP algorithm, Algorithm 1 is developed to solve problem (28), i.e., Algorithm 1. At each iteration of Algorithm 1, we only need to solve a standard convex optimization problem with the requirement of polynomial complexity, which is defined as \( c(J) \). In addition, the required number of iteration \( n \) before convergence of Algorithm 1 is quite small, whose value is consistently below 10 in our numerical results (see Fig. 3). Furthermore, the iteration between problem (28) and (29) in Algorithm 4 also converges fast as demonstrated in the numerical study (see Fig. 4).

In summary, the overall computational complexity of Algorithm 4 for the joint user association and resource optimization problem (26) is \( O(I^{\phi+1} J c(J)) \). Hence, the proposed algorithm only requires affordable polynomial complexity to find the solution of the original problem (22).

V. SIMULATION RESULTS

In the simulations, we consider a two-tier HetNet, where one massive MIMO macro BS is in the center, and three pico-BSs are symmetrically placed along the circle with radius of 200 m. Users are randomly located in the cell. The pathloss between BSs and users is modelled as \( 128.1 + 37.6 \log_{10} d \) (km), and the standard derivation of shadow fading is 8 dB. The other simulation parameters are shown in Table I.

Table I

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Default value</th>
<th>Parameters</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius</td>
<td>500 m</td>
<td>Bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>( N )</td>
<td>50</td>
<td>( M_{\text{max}} )</td>
<td>300</td>
</tr>
<tr>
<td>( N_{\text{max}} )</td>
<td>10</td>
<td>( p_{\text{t}} )</td>
<td>0.5 W</td>
</tr>
<tr>
<td>Noise</td>
<td>-174 dBm/Hz</td>
<td>( \varepsilon_i )</td>
<td>21.45</td>
</tr>
<tr>
<td>( \varepsilon_i ) ( \text{,} ) ( i ) &gt; 1</td>
<td>5.5</td>
<td>( p_{i,j} )</td>
<td>30W</td>
</tr>
<tr>
<td>( p_{i,j} ) ( \text{,} ) ( i ) &gt; 1</td>
<td>10 W</td>
<td>( p_{\text{max}} )</td>
<td>24</td>
</tr>
<tr>
<td>( p_{\text{max}} )</td>
<td>200 W</td>
<td>( p_{\text{init}} )</td>
<td>23 W</td>
</tr>
<tr>
<td>( p_{\text{init}} )</td>
<td>1 W</td>
<td>( p_{\text{init}} )</td>
<td>2 W</td>
</tr>
<tr>
<td>( P_{\text{low}} )</td>
<td>17 W</td>
<td>( P_{\text{high}} )</td>
<td>42.5 W</td>
</tr>
<tr>
<td>( U_{\text{max}} )</td>
<td>10 Gb/s</td>
<td>( C_{\text{init}} )</td>
<td>36 Gb/s</td>
</tr>
<tr>
<td>( C_{\text{init}} ), ( t )</td>
<td>1 500 bit/s/Hz</td>
<td>( C_{\text{init}} ), ( t )</td>
<td>1 20 bit/s/Hz</td>
</tr>
</tbody>
</table>
A. Performance of Convergence

We first provide insight on the convergence property of Algorithm 1, and Fig. 3 presents the objective function $f_1(p, M)$ of problem (28) versus iterations. Specifically, three curves with different initial transmit power are plotted in Fig. 3, and it can be observed that $f_1(p, M)$ increases consistently and converges to the maximum value within about 6 iterations. In addition, we can find that the choice of initial points has negligible effect on the convergence procedure of Algorithm 1. These numerical results also keep in line with Proposition 3 proved in Section IV.

Since our proposed algorithm for joint optimization of user association and resource optimization (i.e., Algorithm 4) is a two-stage iterative algorithm, it is significant to demonstrate its convergence property. Fig. 4 plots the flag value versus iterations under different number of users, where

$$f(\alpha q^m) = \|z^m - z^{m-1}\|_1,$$

and $m$ represents the iteration number. When the flag value turns into zero, the obtained user association and spectrum allocation solution stays the same between two iterations, and thus the optimized transmit power and the number of antenna are also stable, which indicates the convergence of Algorithm 4. From Fig. 4, it can be observed that Algorithm 4 converges quickly, and the increase of users has slight impact on the speed of convergence.

B. Performance Comparisons

We first compare the performance of the system considered in this paper, i.e., massive MIMO enabled HetNets, with that of two special cases where only one massive MIMO enabled macro BS or only single-antenna pico cells are deployed. Note that the parameter settings for the two cases also keep in line with those in Table I. It can be observed from Fig. 5 that the combination of HetNets and massive MIMO contributes a much greater level of performance improvement in EE and SE as compared to single form of the network.

Specifically, compared to the massive MIMO enabled two-tier HetNet, the system with only one macro BS requires higher power consumption to transmit data to users located in the cell edge, which may result in a lower EE. Accordingly, as the transmit power of the macro BS is upper-bounded, the maximum achievable SE for the case of only one macro BS is also reduced compared to that in two-tier HetNets. On the other hand, the case of only single-antenna pico BSs also achieves a worse EE-SE tradeoff in contrast to the system considered in this paper. Since the transmit powers of pico BSs are much lower than the macro BS, the coverage area of each pico BS is limited. In this case, there may exist users which can not be well served by pico BSs. Moreover, as a single antenna is deployed in each pico BS, no performance gain from spatial multiplexing can be obtained.

Furthermore, to demonstrate the optimality of our ‘proposed algorithm’, we first compare it with the exhaustive search method which serves as the benchmark. Due to the exponential computational complexity requirement of exhaustive search, we consider a small-scale problem of $K=8, N=4$ as an example. It can be observed in Fig. 6 that the performance of...
proposed algorithm is close to that of the exhaustive search method in terms of the EE-SE tradeoff. Based on the default parameter settings in Table I, we then compare the proposed algorithm with other four algorithms: 1) ‘fixed antenna’ is almost in line with ‘proposed algorithm’, while the antenna number of the MBS is predefined as the number of maximum available antennas; 2) ‘fixed antenna and power’ denotes that both the the number of activated antennas and transmit power are fixed as maximum values; 3) ‘max SINR fixed antenna and power’ involves a different user association method that each user chooses the BS with the highest SINR, where spectrum allocation is also obtained by Lagrange dual decomposition; 4) ‘max SINR algorithm’ further includes the optimization of power coordination and antenna number by adopting our proposed Algorithm 1.

By adjusting the weighting parameter \( w \) from 0.1 to 1, Fig. 7 first presents the tradeoff performance between EE and SE for different algorithms. For ‘proposed algorithm’, ‘fixed antenna’, and ‘max SINR algorithm’, the system EE first increases to its peak and then decreases to a low level with the increase of SE. When SE is low, the increase of SE is much faster than that of the total power consumption. Thus, EE grows as SE increases. However, there is a maximum point for EE. After this point, the fixed circuit power does not dominate any longer and the increase of transmit power and antenna power consumption has a significant effect on the total power consumption. Under this circumstance, the growing of SE becomes slower than the total power consumption, which is due to the diminishing gradient of the logarithmic rate function. Furthermore, for a given SE, the optimization of the number of MBS antennas can significantly improve the system EE according to the comparison between ‘proposed algorithm’ and ‘fixed antenna’. Besides, it can be observed in Fig. 7 that our proposed user association algorithm achieves significant improvement on both EE and SE in comparison with the basic ‘max SINR’ user association algorithm as our algorithm maximizes EE and SE simultaneously. By contrast, since the transmit power of each BS and the number of activated MBS antennas are fixed for ‘fixed antenna and power’ and ‘max SINR fixed antenna and power’, their performances are presented via single points, whose corresponding EE is much lower than the other three algorithms for the same SE.

Then, the performance of rate fairness for different algorithms is presented in Fig. 8, and the rate fairness is measured by Jain’s fairness index, i.e.,

\[
\text{Index} = \left( \frac{\sum_j R_j^2}{J \sum_j R_j^2} \right)^2.
\]

which ranges from \( \frac{1}{J} \) to 1. If the index equals 1, this indicates that all users have the same data rate and the system achieves absolute fairness. However, the index will gradually drop to \( \frac{1}{J} \) with the increase of rate disparity among users. As presented in Fig. 8, for a given SE, the proposed user association algorithm can achieve higher level of fairness compared to ‘max SINR’ algorithm, since the logarithmic utility function is maximized in our algorithm instead of the system SE. In addition, it is reasonable to find that the optimization of antenna number has no effect on the rate fairness. To conclude, our proposed user association algorithm is superior to ‘max SINR’ algorithms in terms of rate fairness.

C. Characteristic of the Number of Activated Antennas

The performance of EE versus the optimal number of activated antennas at the MBS is illustrated in Fig. 9. We
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Fig. 9. Energy efficiency vs. the number of activated antennas.

can find that all the three curves follow the same pattern, where the system EE first increases and then decreases as the optimal number of activated antennas goes up. This is because all the three selective values of $p_\text{a}$ are sufficiently small so that the optimal number of activated antennas corresponding to the maximum EE is smaller than the number of equipped antennas $M_{\text{MAX}}$. In particular, the maximum EE declines with the increase of $p_\text{a}$, which can be easily understood by the fact that the more power each antenna consumes, the less energy-efficient the system is. Besides, as presented in Fig. 9, lowering the power consumption per antenna makes the optimal number of activated number corresponding to the maximum EE closer to the maximum value.

D. Performance Bottleneck: Backhaul Capacity Constraint

The tradeoff between EE and SE for different backhaul capacities is plotted in Fig. 10, and the parameter $\text{ratio}_\text{bh}$ represents the ratio between the available backhaul capacity and the default value in Table I. Observing the second part of curves where EE decreases with SE, we can find that more SE is achieved with larger backhaul capacity for the same EE, which indicates that the backhaul capacity constraint is indeed a bottleneck for the network performance. Particularly, with the increase of the backhaul capacity, the maximum SE increases, and its corresponding EE also rises up. This is because the maximum SE is bounded by the sum of the backhaul capacity for each BS. When the backhaul capacity rises up, more data can be transmitted between BSs and users. By contrast, the maximum EE first increases and then remains stable with the increase of the backhaul capacity. When the system EE reaches its peak, the data rates of BSs can be lower than its corresponding backhaul capacities with the relaxation of the backhaul constraint. In this case, the maximum EE can not be improved by raising the backhaul capacity.

E. Impact of the Number of Users

Furthermore, we investigate the performance of rate fairness for different number of users, where the proposed algorithm is compared with the basic ‘max SINR algorithm’. As observed in Fig. 11, when the number of users increases, the fairness index gradually decreases, and all curves follow the same pattern. This can be explained by the fact that the same rate fairness among more users is more difficult to achieve. Besides, for a given SE, our proposed algorithm consistently achieves higher rate fairness among users compared to ‘max SINR algorithm’. Finally, the impact of the number of users on the tradeoff between SE and EE for the proposed algorithm is captured in Fig. 12. It can be observed that for a given SE, the system EE increases with the number of users at a diminishing speed, which indicates that it consumes less power to achieve the same level of SE when the number of users rises up. This is mainly because of the effect of multiuser diversity, and the gain decreases gradually as the number of users increases.

VI. CONCLUSION

In this paper, we studied the tradeoff between EE and SE while ensuring proportional rate fairness in massive MIMO enabled HetNets, and the MOO problem was formulated to maximize EE and SE simultaneously while ensuring proportional rate fairness, where the backhaul capacity constraint and power consumption were both taken into account. A computational-efficient algorithm was further proposed to comprehensively optimize user association, spectrum allocation, power coordination and number of activated antennas,
APPENDIX A

Proof of Proposition 1: Define that
\[ g_1(x, y, p, M) = \frac{U_{\text{max}} - U(x, y, p, M)}{U_{\text{max}} - U_{\text{min}}} \]  
\[ g_2(x, y, p, M) = \frac{P_{\text{tot}}(x, y, p, M)}{P_{\text{max}}} \]  
\[ G(x, y, p, M) = \max \{wg_1, (1-w)g_2\} \]  

For any given \( w \in [0, 1] \), since \((x^*, y^*, p^*, M^*)\) is the unique optimal solution of problem (21), we have
\[ G(x^*, y^*, p^*, M^*) \leq G(x, y, p, M) \]  
for all \((x, y, p, M)\) satisfying constraints C1-C7.

Now we suppose that \((x^*, y^*, p^*, M^*)\) is not Pareto optimal for the original MOO problem (16). Thus, there must exist another solution \((x', y', p', M')\) of problem (21) that satisfies
\[ g_i(x', y', p', M') \leq g_i(x^*, y^*, p^*, M^*) \]  
\[ \forall i = 1, 2 \]  
and there is at least one \( j \in \{1, 2\} \) such that
\[ g_j(x', y', p', M') < g_j(x^*, y^*, p^*, M^*) \]  
Under this circumstance, we have
\[ G(x', y', p', M') \leq G(x^*, y^*, p^*, M^*) \]  
which contradicts the uniqueness assumption. Therefore, the proposition is proved.

APPENDIX B

Proof of Proposition 2: For simplicity of the following analysis, we first introduce two coefficients:
\[ d_i = \begin{cases} N, & i = 1, \\ 1, & i > 1, \end{cases} \]
\[ e_i = \begin{cases} \frac{M + N + 1}{N}, & i = 1, \\ 1, & i > 1, \end{cases} \]
and the approximate data rate for user \( j \) associated with BS \( i \) can be further expressed as
\[ \tilde{r}_{ij}(q, M) = d_i \cdot c_{ij}(q, M), \]  
(51)
where
\[ c_{ij}(q, M) = a_{ij} \left( q_i - \log_2 \left( \sum_{i' \neq i} 2^n g_{ij} + \sigma_j^2 \right) \right) + a_{ij} \log_2 (e_j g_{ij}) + b_{ij} \]  
(52)
\( c_{ij}(q, M) \) is a concave function over \((q, M)\), which is due to the concavity of logarithm function and the convexity of the log-sum-exp function [34]. Furthermore, the first term of \( \tilde{f}_1(q, M) \) in (31) is in the form of composite functions \( \log (c_{ij}(q, M)) \). As the logarithmic function \( \log (x) \) is an increasing concave function on \( x \), the first term of \( \tilde{f}_1(q, M) \) is a concave function over \((q, M)\). On the other hand, the second term of \( \tilde{f}_1(q, M) \) is also a concave function because of the convexity of exponential function. Since \( \tilde{f}_1(q, M) \) is actually a sum of concave terms, it is straightforward to conclude that \( \tilde{f}_1(q, M) \) is concave over \((q, M)\).

APPENDIX C

Proof of Proposition 3: Let \( q^n = \log_2 (p^n) \) and \( M^n \) denote the optimal solution of problem (33) after the \( n \)-th iteration in Algorithm 1, and we have the following inequality
\[ f_1(p^n, M^n) \stackrel{(a)}{=} f_1(q^n, M^n) \stackrel{(b)}{=} \tilde{f}_1(q^{n+1}, M^{n+1}) \]  
\[ \stackrel{(c)}{=} f_1(p^{n+1}, M^{n+1}) \]  
(53)
where the equality (a) is due to the fact that \( a_{ij} \) and \( b_{ij} \) are calculated with the given \( \theta_{ij} = \text{SINR}_{ij}(p^n, M^n) \) and thus the relaxation (31) is tight; the inequality (b) holds since problem (33) is convex and \( (q^{n+1}, M^{n+1}) \) is the global optimal solution; the inequality (c) is valid because \( \tilde{f}_1(q^{n+1}, M^{n+1}) \) is the lower bound of \( f_1(p^{n+1}, M^{n+1}) \) as illustrated in (31). Consequently, the value of \( f_1(p, M) \) increases at each iteration. Since \( f_1(p, M) \) is upper-bounded by the constraints of the maximum transmit power and the maximum number of antennas, Algorithm 1 must converge.

Assume that \((q^*, M^*)\) is the obtained solution when Algorithm 1 converges, which must satisfy the KKT conditions of problem (33). When Algorithm 1 converges, the objectives in problem (28) and (33) have the same value, i.e., \( f_1(p^*, M^*) = f_1(q^*, M^*) \). Besides, problem (28) and (33) actually have the same constraints. Hence, \((p^*, M^*)\) must satisfy the KKT conditions of (28).

APPENDIX D

Proof of Proposition 4: When the weighting parameter \( w \) equals to 1, problem (28) turns into the SE maximization.
problem. Because \( f_1(p, M) \) increases monotonously with \( M \) when \( w = 1 \), the optimal number of activated antennas satisfies \( M^* = M_{\text{max}} \).

On the other hand, when \( w = w_{\text{EE}}, \) problem (28) becomes the EE maximization problem. Thus, taking the derivative of \( f_1(p, M) \) with respect to \( M \) yields

\[
\frac{\partial f_1(p, M)}{\partial M} = \sum_j \frac{B_j}{(1 + \text{SINR}_{1k})} x_{ij} y_{ij} r_{ij} = -C p_a, \quad (54)
\]

where \( A = \frac{\lambda_{\text{upper}}}{U_{\text{max}} - U_{\text{min}}}, \) \( B_j = \sum_i x_{ij} y_{ij} p_{i,j} \), and \( C = \frac{\mu(1 - w_{\text{EE}})}{P_{\text{max}}} \) are non-negative coefficients independent of \( M \). As observed in (54), \( \frac{\partial f_1(p, M)}{\partial M} \) decreases with \( M \). Thus, when \( p_a \) is relatively small, there must exist \( M_0 < M_{\text{max}} \) that satisfies \( \frac{\partial f_1(p, M)}{\partial M} \bigg|_{M=M_0} = 0 \). Since \( M_{\text{max}} \) is sufficiently large, there exists \( M_1 \leq M_{\text{max}} \) which satisfies \( \frac{\partial f_1(p, M)}{\partial M} \bigg|_{M=M_1} < 0 \).

Hence, \( f_1(p, M) \) is maximized when \( M = M_1 \), and we have \( M_0 < M^* < M_1 \leq M_{\text{max}} \), where \( M^* \) denotes the optimal number of activated antennas at the MBS. Furthermore, as \( \frac{\partial f_1(p, M)}{\partial M} \) decreases with \( M \), it is easily concluded that \( M^* \) diminishes with the increase of \( p_a \).

**APPENDIX E**

**Proof of Proposition 5**: According to the constraints C1 and C2, each user can be associated with at most one BS. As a consequence, for any \( x, y \) satisfying the constraints of problem (29), it is straightforward to obtain

\[
\sum_i x_{ij} \ln(y_{ij} r_{ij}) = \ln\left(\sum_i x_{ij} y_{ij} r_{ij}\right). \quad (55)
\]

Furthermore, we have

\[
\sum_j \sum_i x_{ij} \ln(y_{ij} r_{ij}) = \sum_j \ln\left(\sum_i x_{ij} y_{ij} r_{ij}\right), \quad (56)
\]

which means that problem (29) and (34) have equal objectives. Since their constraints are also identical, we can conclude that the two problems are equivalent.

**APPENDIX F**

**Proof of Proposition 6**: Assume that \( (\alpha, \beta) \) are the optimized Lagrange multipliers at the convergence of subgradient method, and \((x, y)\) is the corresponding solution obtained from (41) and (42). Substituting (41) and (42) into (36), the dual function can be expressed as

\[
J(\alpha, \beta) = \max_j \left( \min_i \left( y_{ij} r_{ij} - 1 \right) + \alpha_i + \sum_i \beta_i C_{i, bh} \right) \quad (57)
\]

Thus, we have

\[
\hat{f}_2(x, y) = \sum_j \sum_i x_{ij} \ln(y_{ij} r_{ij}) = \max_j \left( \ln(y_{ij} r_{ij}) \right)
= J(\alpha, \beta) - \left( \sum_i \alpha_i + \sum_i \beta_i C_{i, bh} - J \right). \quad (58)
\]

Then, we suppose that \((x^*, y^*)\) is the global optimal solution for problem (34). According to the weak duality, it always holds that

\[
J(\alpha, \beta) \geq \hat{f}_2(x^*, y^*) = \sum_i \alpha_i + \sum_i \beta_i C_{i, bh} - J. \quad (59)
\]

and from (58) we prove that

\[
\hat{f}_2(x, y) = \sum_i \alpha_i + \sum_i \beta_i C_{i, bh} - J. \quad (60)
\]
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