ABSTRACT
Due to the rapid progress in high-performance computing and the availability of increasingly large computational resources, Navier-Stokes computational fluid dynamics (CFD) now offers a cost-effective, versatile and accurate means to improve the understanding of the unsteady aerodynamics of Darrieus wind turbines and deliver more efficient designs.

In particular, the possibility of determining a fully resolved flow field past the blades by means of CFD offers the opportunity to both further understand the physics underlying the turbine fluid dynamics and to use this knowledge to validate lower-order models, which can have a wider diffusion in the wind energy sector, particularly for industrial use, in the light of their lower computational burden.

In this context, highly spatially and temporally refined time-dependent three-dimensional Navier-Stokes simulations were carried out using more than 16,000 processor cores per simulation on an IBM BG/Q cluster in order to thoroughly investigate the three-dimensional unsteady aerodynamics of a single blade in Darrieus-like motion. Particular attention was payed to tip losses, dynamic stall, and blade/wake interaction. CFD results are compared with those obtained with an open-source code based on the Lifting Line Free Vortex Wake Model (LLFVW). At present, this approach is the most refined method among the “lower-fidelity” models and, as the wake is explicitly resolved in contrast to BEM-based methods, LLFVW analyses provide three-dimensional flow solutions. Extended comparisons between the two approaches are presented and a critical analysis is carried out to identify the benefits and drawbacks of the two approaches.

INTRODUCTION
The deployment of Darrieus-type Vertical-Axis Wind Turbines (VAWTs) is rapidly growing due to the significant benefits in comparison to more conventional horizontal-axis rotors in applications such as delocalized power production in the urban environment, offshore floating turbines and tidal energy applications. In highly-turbulent flows like those encountered in the built environment, they can benefit from the independence of the performance on wind direction, the lower structural stress due to the generator often positioned on the ground [1], the low noise emissions [2] and the enhanced performance in skewed flows [3]. On the other hand, the continuous variation of the incidence angle to the rotor blades during the revolution generates an extremely complex flow field and the resulting unsteady phenomena have a significant impact on the overall performance of the machine. If experimental testing is often difficult and expensive, increasingly more accurate and robust aerodynamic prediction tools can provide a versatile mean to improve the design of Darrieus VAWTs [4].

Navier-Stokes CFD has the potential of accurately predicting the unsteady blade-flow interaction, which is strongly affected by dynamic stall and flow separation, both extremely difficult to model. Broadly speaking, available analysis approaches can be divided in two main categories: low-fidelity and high-fidelity models. The two computationally efficient low-fidelity methods that are presently thought capable of properly modeling VAWT aerodynamics are the Blade Element Momentum (BEM) theory, based on momentum balances, and the Lifting Line Theory coupled to a free vortex wake model.
Their main advantages rely on the set-up simplicity and the short simulation time, even on conventional workstations. Moreover, the LLFWV model also provides a solution of the three-dimensional (3D) flow field past the rotor, making the method particularly attractive for complex analyses like turbine/wake interactions in wind farms. The fact that the LLFWV method computes the 3D flow field past the turbine enables fairly straightforward comparisons with higher-fidelity approaches (e.g. U-RANS or LES CFD), as shown later in this study. To guarantee an adequate accuracy of the LLFWV, however, a careful selection of parameters for the various models implemented in the method is needed [6]. Among others, the availability of highly reliable airfoil force data is pivotal [7-9] and, unfortunately, such data are often not readily available.

High-fidelity numerical models belong to the family of CFD models. Even if the present frontier of the research is leading to the massive use of large-eddy simulations (LES), Reynolds-averaged Navier-Stokes (RANS) approaches are still the benchmark for Darrieus applications due to their more affordable computational cost with respect to LES. Moreover, the majority of the studies available in the literature made use of a two-dimensional (2D) approach [10], as this offers a good trade-off between computational cost and reliability of the overall turbine performance. However, 2D simulations discard some important aerodynamic features, such as tip flow effects, downwash and secondary flows. In the light of this, 3D fully unsteady CFD can be considered the most suitable numerical approach for a complete resolution of these rotor flow fields. Unsteady 3D Navier-Stokes simulations of Darrieus rotor aerodynamics is often unaffordable, due to the very large temporal and spatial grid refinement needed for obtaining reliable results [11-12]. In the past few years, some 3D studies have been carried out to characterize the turbine wake [13] and the flow field around the blades [14], to study the start-up of small rotors [15], and to assess the impact of the effects of finite aspect ratio [16], supporting arms [17] and different blade shapes [18] on turbine performance. Other studies focused on the turbine performance in skewed flow conditions [19]. In almost all cases, however, the limited availability of computational resources imposed the use of fairly coarse spatial and temporal resolution, introducing uncertainty on the extent to which these results can be considered timestep- or grid-independent. More specifically, the common approach found in literature was to progressively coarsen the 2D mesh sections for the 3D analyses with respect to the relatively fine mesh used for 2D analyses so as to limit the total number of cells of the 3D grid to values between 1,000,000 and 10,000,000. Most recent 2D parametric CFD analyses of Darrieus rotors (e.g. [10]) showed conversely that the simulation reliability is tremendously affected by the quality and refinement level of the meshing and time-stepping strategies. As an example, one of the previous studies based on 2D RANS CFD for a 3-blade rotor showed that temporal and spatial grid-independent solutions are obtained provided that grids with at least 400,000 elements are used [9]. To preserve the same accuracy level in a 3D simulation of the same turbine (modelling only half of the rotor making use of symmetry boundary conditions on the plane at rotor midspan) the 3D mesh would consist of about 90,000,000 cells, which is almost ten times the size of the finest meshes used in the 3D RANS studies of Darrieus rotor flows published to date.

In this paper, the results of a fairly unique time-dependent 3D Navier-Stokes simulation of a single-bladed Darrieus rotor, carried out using a 98,304-core IBM BG/Q cluster and characterized by a very high level of spatial and temporal refinement, are reported. To the best of the authors’ knowledge, the present case study represents the most detailed numerical solution of the flow field past a Darrieus rotating blade to date. The 3D Navier-Stokes solution is used as a benchmark to validate an open-source code based on the Lifting Line Free Vortex Wake Model. Moreover, important 3D effects such as the torque reduction due to finite-blade effect, the tip vortices’ structure and the wake propagation are analysed in detail. The cross-comparison of the phenomena occurring during the cyclic motion of the considered one-blade rotor configuration is thought to be of great value for understanding the prediction capabilities of the LLFWV model and to validate its performance for future analyses of Darrieus wind turbines.

**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEM</td>
<td>Blade Element Momentum</td>
</tr>
<tr>
<td>c</td>
<td>blade chord [m]</td>
</tr>
<tr>
<td>CP</td>
<td>power coefficient [-]</td>
</tr>
<tr>
<td>C_mz</td>
<td>moment coefficient around the z-axis [-]</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>HAWT</td>
<td>Horizontal Axis Wind Turbine</td>
</tr>
<tr>
<td>k</td>
<td>turbulence kinetic energy [m²/s²]</td>
</tr>
<tr>
<td>LLFWV</td>
<td>Lifting Line Free Vortex Wake</td>
</tr>
<tr>
<td>NS</td>
<td>Navier-Stokes</td>
</tr>
<tr>
<td>R, D</td>
<td>turbine radius, diameter [m]</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-Averaged Navier–Stokes</td>
</tr>
<tr>
<td>S_e</td>
<td>vortex time offset parameter [s]</td>
</tr>
<tr>
<td>SST</td>
<td>Shear Stress Transport</td>
</tr>
<tr>
<td>t</td>
<td>time [s]</td>
</tr>
<tr>
<td>TD</td>
<td>Time Domain</td>
</tr>
<tr>
<td>TSR</td>
<td>Tip-Speed Ratio</td>
</tr>
<tr>
<td>VAWT</td>
<td>Vertical Axis Wind Turbine</td>
</tr>
<tr>
<td>U</td>
<td>wind speed [m/s]</td>
</tr>
<tr>
<td>X, Y, Z</td>
<td>reference axes</td>
</tr>
<tr>
<td>y*</td>
<td>dimensionless wall distance [-]</td>
</tr>
</tbody>
</table>

**Greek letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{\varphi} )</td>
<td>azimuthal position of the blade [rad]</td>
</tr>
<tr>
<td>( \delta_t )</td>
<td>turbulent viscosity parameter [-]</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>vortex strain [-]</td>
</tr>
<tr>
<td>( v )</td>
<td>kinematic viscosity [m²/s]</td>
</tr>
<tr>
<td>( \rho )</td>
<td>fluid density [kg/m³]</td>
</tr>
<tr>
<td>( \omega )</td>
<td>specific turbulence dissipation rate [1/s]</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>computational domain diameter [m]</td>
</tr>
</tbody>
</table>
The numerical models used in this study focus on a one-blade H-Darrieus rotor using a NACA 0021 airfoil. The blade has a chord of 0.0858 m, is 1.5 m long, and is positioned at a radius of 0.515 m from the central shaft and is attached at mid-chord. The turbine model is created on the basis of the experimental full-scale three-blade rotor used in the experimental tests of [7] and [14]. The decision of simulating a single blade was based on physical considerations and on hardware limitations. First, a one-blade model is sufficient to investigate all the desired 3D flow structures that lead to an efficiency reduction of a finite blade; at the same time, the use of a single blade allows one to isolate and analyze fundamental aerodynamic phenomena of finite-length blade aerodynamics, removing additional aerodynamic effects due to multiple blade/wake interactions occurring in a multi-bladed rotor. From a more practical viewpoint, the need of ensuring an adequate level of spatial refinement both in the grid planes normal to the rotor axis and in the axial direction would have required a grid with more than 100 million elements for a three-blade rotor, which was beyond the resources available for this project. Given these prerequisites, the one-blade model allows one to both maintain computational costs within the bounds imposed by the available resources and keep the desired accuracy of the targeted analysis.

The complete power curve of the rotor was calculated with the LLFVW code and is reported in Fig. 1. Due to the large burden associated with running the 3D time-dependent Navier-Stokes simulation, only a single operating condition was simulated with the CFD code, namely that associated with a tipspeed ratio (TSR) of 3.3 (red dot in the figure). This condition is of particular interest because a) it is one of fairly high efficiency and thus one where the rotor is expected to work more often than at other TSRs, and b) it features several complex aerodynamic phenomena (e.g. stall and strong tip vortices) posing a significant modelling challenge to the considered methods. All RANS and LLFVW cross-comparison reported below refer to this working point.

Two different numerical techniques were applied and compared in this study. The main features of the different approaches are presented in this section.

All CFD simulations have been performed using the COSA CFD system for general renewable energy applications. COSA is a structured multi-block finite volume massively parallel RANS code, which uses the compressible formulation of the RANS equations, and features Menter’s k-ω shear stress transport (SST) turbulence model [22]. It features a steady flow solver, a time-domain (TD) solver for the solution of general unsteady problems [23-24], and a frequency-domain harmonic balance solver for the rapid calculation of unsteady periodic flows [25-26]. The RANS equations are obtained by averaging the Navier-Stokes (NS) equations on the turbulence time-scales using the Reynolds-Favre averaging approach. The discretization of the convective fluxes of both the RANS and SST equations uses a second-order upwind discretization, based on Van Leer’s MUSCL extrapolations and Roe’s flux difference splitting. The discretization of the diffusive fluxes is instead based on central finite-differencing. The integration of the RANS and SST equations is performed in a fully-coupled fashion, using an explicit solution strategy based on full approximation scheme multigrid featuring a four stage Runge-Kutta smoother. Convergence acceleration is further enhanced using local time-stepping and variable-coefficient central implicit residual smoothing. Time-dependent problems are solved using a second-order dual-time stepping approach. For unsteady problems with moving bodies, such as the Darrieus rotor configuration investigated herein, the governing equations are solved in the absolute frame of reference using an arbitrary Lagrangian-Eulerian approach and body-fitted grids.

Figure 1 - POWER CURVE AS A FUNCTION OF THE TSR.

For the present study, this implies that the entire computational grid rotates about the rotational axis of the rotor during the simulation. The COSA solvers have been extensively validated, interested readers may refer to articles [25-26], while its suitability for the simulation of Darrieus wind turbines has been recently assessed through comparative analyses with both commercial research codes and experimental data [12].

The central symmetry of H-Darrieus rotors was exploited, allowing to simulate only a half of the blade rather than the entire blade length of $H=1.5$ m. Thus, the aspect ratio of the simulated blade portion is 8.74, which is half that of the actual blade. The computational domain (Fig. 2) is a cylinder centered on the rotational axis and containing the rotating blade. A domain radius $\Phi=240R$ was chosen to guarantee a full development of the wake [12].
instead set to $\psi=2.53H$, corresponding to half of the height (due to the aforementioned model symmetry condition) of the wind tunnel where the original model was tested [7]; experimental data from these tests were used for the validation of the 2D variant of the 3D RANS approach considered herein [12,27].

The 3D mesh (detail reported in Fig. 3) was obtained by first generating a 2D mesh past the airfoil using the optimal mesh settings identified in [12,28], extruding this mesh in the spanwise ($z$) direction, and filling up with grid cells the volume between the blade tip and the circular farfield boundary. The 3D grid is structured multi-block. Its 2D section normal to the $z$-axis (within the $z$-interval occupied by the blade - Fig. 3(a)) consisted of $4.3\times10^5$ quadrilateral cells. The airfoil was discretized with 580 nodes and the first element height was set to $5.8\times10^{-5}c$ to guarantee a dimensionless wall distance $y^+$ lower than 1 throughout the revolution. As recommended in [10], a proper refinement of both leading and the trailing edge regions was adopted (Fig. 3(b)), as well as a globally high refinement in the region around the airfoil within one chord from the walls in order to properly resolve the detached flow regions at high angle of attack [29].

After extrusion in the $z$ direction, 80 layers in the half-blade span were formed (Fig. 3(c)), with progressive grid clustering from midspan to the tip in order to ensure an accurate description of tip flows.

The free stream wind speed was set to $U_\infty=9.0$ m/s. The turbulence farfield boundary conditions were a turbulent kinetic energy ($k$) based on 5% turbulence intensity and a characteristic length of 0.07 m (limiters of the production of $k$ and $\omega$ were used with a cut-off $\Delta t$ of 10 [30]).

The 3D RANS simulations reported below have been performed on an IBM BG/Q cluster [31] featuring 8,144 16-core nodes with a total of 98,304 cores. Exploiting the high linear scalability of the COSA solvers, verified up to 20,000 processor cores, the RANS simulation reported below has been performed using about 16,000 cores. Using 720 intervals per revolution, the simulation required 12 revolutions to achieve a fully periodic state. The flow field was considered to be periodic once the maximum difference between the torque over the last two revolutions was smaller than 0.1% of the maximum value of torque over the last revolution. The wall-clock time required for the complete simulation was about 653 hours (27.2 days). The numerical settings used for this RANS simulation ensure a highly accurate RANS solution, as they were selected (even if not as accurate as a LES approach), fulfilling all key requirements of temporal and spatial discretization. Indeed, although not reported in the paper for brevity, numerical tests pointed to grid-independence of the solution obtained with the grid used in this study.

**LLFVW Model**

The LLFVW computations in this study have been performed with the wind turbine design and simulation tool QBlade [32-33], which is developed by some of the authors at the Technical University of Berlin. The LLFVW algorithm is loosely based on the nonlinear lifting line formulation as described by van Garrel [34] and its implementation in QBlade can be used to simulate both HAWT and VAWT rotors.

Rotor forces are evaluated from tabulated lift and drag airfoil data. The wake is discretized with vortex line elements, which are shed at the blades trailing edge during every time step and then undergo free convection behind the rotor (Fig. 4). The vortex elements are de-singularized using the van Garrel’s cut off method [35] with the vortex core size, taking into account viscous diffusion via the vortex core size that is modeled through the kinematic viscosity $\nu$, a turbulent vortex viscosity coefficient $\delta$, and a time offset parameter $S$, using Eq. (1).

$$r_c = \left( \frac{5.03\delta \nu / S_c}{1 + \varepsilon} \right)^{1/2}$$

(1)

The effects of unsteady aerodynamics and dynamic stall are introduced via the ATEFlap aerodynamic model [36-37] that reconstructs lift and drag hysteresis curves from a decomposition of the lift polars. The implemented ATEFlap formulation has been further adapted to work under the intricate conditions of VAWT exhibiting large fluctuations of the angle of attack when rotating at low TSR [38].

To increase computational efficiency the wake convection step is GPU parallelized using the OpenCL framework. To
The main parameters used in the LLFVW simulation of this study are given in Tab. 1. The azimuthal discretization was chosen to achieve a compromise between computational efficiency and accuracy. The wake was fully resolved for 12 revolutions, to obtain high quality results in the wake region, after which it was truncated. The blade was discretized into 21 panels using sinusoidal spacing to obtain a higher resolution in the tip region where the largest gradients in circulation are to be expected. The vortex time offset and the turbulent viscosity parameters were chosen so that the initial core size is large enough to prevent the simulation from diverging during the blade/wake interaction around the 270° azimuthal position, but small enough not to dampen the free wake induction onto the rotor blades and large enough not to cause the simulation to blow up due to the singularity in the Biot-Savart equation. Such an internal calibration of the vortex parameters is necessary for each turbine that is simulated and is achieved by comparing azimuthal distributions of induced velocities and blade forces over a range of these parameters.

The simulation was carried out over 16 revolutions resulting in 1152 time steps.

To account for the virtual camber effect [29], a virtual airfoil geometry was obtained from the NACA0021 geometry using the conformal transformation technique (Fig. 5) based on the chord-to-radius ratio, as described in [40].

Lift and drag polars (Fig. 6) of the virtual airfoil were then obtained in a Reynolds number range between 100,000 and 1,000,000 using XFOIL [41] with an NCrit value of 9 and forced transition at the leading edge of the pressure and suction side.

In a different publication of the authors [5] it was shown that, besides modeling the dynamic stall, a smooth extrapolation of the polar data in the post stall region is critical to obtain high quality simulation results (e.g. [42]).

Airfoil polar data

Using accurate and high quality airfoil polar data is pivotal to obtain accurate results with the LLFVW method. Such data was obtained using the process explained in the following:

Figure 4 - SNAPSHOT OF THE LLFVW SIMULATION AFTER 12 ROTOR REVOLUTIONS.

On a single workstation (3.3 GHz Intel Xeon 1230 v2, 8Gb ram, NVidia GTX1070 GPU) the wall clock-time required for the simulation was 196s, which reduces the runtime of the LLFVW simulation by more than 4 orders of magnitude over that of the CFD calculation. The ratio of the actual computational cost of the LLFVW and RANS simulations is probably more than 6 orders, due to the use of 8,144 cluster nodes for the RANS simulation. However, it is difficult to quantify this ratio more precisely because the processor type and architecture used by the two simulations is substantially different.

Results

In this section, the results of the 3D numerical simulations using both the CFD and the LLFVW approach are analyzed and cross-compared. In particular, CFD results are here used as a benchmark to verify the computationally less expensive LLFVW method. All analyses refer to TSR=3.3.

Table 1 - SIMULATION PARAMETERS OF LLFVW IN QBlade.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflow</td>
<td>9 m/s</td>
</tr>
<tr>
<td>Azimuthal discretization</td>
<td>5°</td>
</tr>
<tr>
<td>Blade discretization</td>
<td>21 (sinusoidal)</td>
</tr>
<tr>
<td>Full wake length</td>
<td>12</td>
</tr>
<tr>
<td>Vortex time offset</td>
<td>0.0001s</td>
</tr>
<tr>
<td>Turbulent Vortex Viscosity</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 5 - GEOMETRY OF THE VIRTUAL AIRFOIL COMPENSATED FOR THE VIRTUAL CAMBER EFFECT.

Figure 6 - LIFT POLARS OF THE VIRTUAL AIRFOIL EXTRAPOLATED WITH THE MONTGOMERIE METHOD.
**Torque profile**

The availability of the resolved flow field past the rotor with both approaches, enables the investigation of both local flow phenomena, such as wake patterns behind the rotor, and the assessment of integral performance metrics key to design, such as the periodic torque profile over one revolution.

The impact of the effects due to finite-length blade on the periodic torque profile is analyzed first. To this aim, the reduction of the torque coefficient moving from midspan towards the tip was evaluated in terms of instantaneous torque coefficient per unit blade length ($C_{mz}$), defined by Eq. (2), in which $T_z$ denotes the instantaneous torque per unit blade length at the considered $z$ position, and $U_\infty$ and $\rho_\infty$ denote the freestream values of wind speed and air density, respectively.

$$C_{mz} = \frac{T_z}{\frac{1}{2} \rho_\infty U_\infty^2 c^2}$$  \hspace{1cm} (2)

The periodic profiles of the torque coefficient per unit length at different span positions along the blade for the CFD and the LLFVW simulations are shown in Fig. 7 and Fig. 8, respectively. In the figures, the “0%” mark corresponds to midspan while the “100%” mark corresponds to the tip section.

One notes that the agreement between the torque profiles obtained with the two approaches in the upwind part of the revolution (i.e. from $\theta=0^\circ$ to $\theta=180^\circ$) is generally good. The torque peak values are consistent both in terms of amplitude and angular location. The blades are characterized by a predominantly 2D flow with negligible impact of tip flow effects up to 60% of the semispan. The curves at 0%, 20%, 40% and 60% are almost superimposed in both cases, while the efficiency reduction is clearly visible starting from 80% semispan. Moreover, in both cases the azimuthal position of the torque peak occurs later in the cycle as one moves towards the tip, with a shift between the 0% and 97.5% sections of about 5°.

Two reasons for this discrepancy can be identified. One is that the spanwise discretization of LLFVW is much coarser than that of the CFD setup. Due to this, in the LLFVW simulation, the local moment coefficient, very close to the tip, is only interpolated, and not explicitly calculated at the respective position. The other reason is that the flow in the tip region is highly 3-dimensional due to the influence of the tip vortex. One of the main assumptions of the LLFVW method is that, when blade forces are evaluated using airfoil data, the flow on the blade surface is 2-dimensional. Even though the 3-dimensional flow in the tip region affects the inflow vectors in the virtual airfoil planes of the LLFVW method, and thereby has an effect on the generated lift and drag, the inherent simplification of the physics in this method leads to inaccurate estimates when assumptions are violated. To give an estimate of the 2D and 3D flow regions on the blade Fig. 9 shows their extensions for three angular positions close to the torque peak. In the rear of the suction side, the region of separated flow increases moving from $\theta=60^\circ$ to $\theta=120^\circ$, and the downwash effect due to the tip flows increases as well.
As a result, at $\vartheta=60^\circ$ a highly 3D flow region covers about 7% of the blade length in the tip region, while this region increases up to 15% of the blade semispan at $\vartheta=120^\circ$.

In the downwind position of the blade trajectory, the agreement of the torque profiles of the 2 codes is slightly poorer, although the mean torque values are still comparable, similarly to the magnitude of the torque reduction along the blade span. More specifically, although a fairly good agreement of the two codes is observed in the profiles at the spanwise positions above 90% semispan (except for the section at 99% semispan, for the reasons provided above), significant discrepancies occur around $\vartheta=240^\circ$, where the LLFWV torque at 90% semispan is significantly higher than that of the RANS analysis, and $\vartheta=270^\circ$, where the LLFWV torque is instead visibly smaller. To assess the impact of 3D effects from an aggregate point of view, the overall torque coefficient $C_m$ of the 3D rotor defined by Eq. 3 was analyzed.

$$C_m = \frac{1}{H} \int_0^H C_{m_d} dz$$  \hspace{1cm} (3)

Figure 10 compares the mean 3D torque profiles obtained with the CFD analysis and the corresponding estimate obtained with the LLFWV code. The figure also provides the results of the 2D simulations of the same rotor [27], which were performed to provide the “ideal” torque of a blade with infinite span, i.e. without any secondary effects at the blade tip.

The comparison of these torque profiles shows that the “ideal” 2D torque and the 3D torque profiles are characterized by similar patterns. Since the tip losses affect only a marginal portion of the blade, no substantial modifications to the shape of the torque curve can be observed, but only a slight reduction in amplitude. For both numerical methods, the relative maxima occur at the same azimuthal positions, with a larger reduction in the upwind part of the revolution. Conversely, when the angle of attack to the airfoil is small (i.e. $0^\circ<\vartheta<40^\circ$ and $150^\circ<\vartheta<210^\circ$), the 2D and 3D curves are almost superimposed. An overall good agreement of CFD and LLFWV results in the estimation of the torque modification due to the finite-blade span is noticed.

In this section, the 3D flow field resulting from the interaction of the rotor and the oncoming wind is analyzed in detail. Main flow structures are described in terms of velocity and vorticity, in order to highlight the main aerodynamic phenomena occurring during the revolution.

The planes used for the comparative analysis are schematically displayed in Fig. 11.

Fluid structures were investigated in the three Cartesian plane sets, at various distances from the rotor. More specifically, the following planes were considered:

- Horizontal X-Y planes: five positions along the blade semispan, starting from midspan ($z/H=0$) to the tip ($z/H=1$);
- Vertical Y-Z planes: four positions downstream the rotor, equally spaced by half rotor diameter (0.5$D$), starting from the rotor axis ($z=D=0$);
- Vertical X-Z planes: three lateral positions at 0.6$R$, 0.8$R$ and 0.9$R$ from the rotor axis.

![Figure 10 - MOMENT COEFFICIENT vs. AZIMUTHAL ANGLE: 2D SIMULATIONS COMPARED TO THE AVERAGE 3D PROFILES.](image)

![Figure 11 - PLANES USED FOR THE COMPARATIVE ANALYSIS OF VELOCITY AND VORTICITY CONTOURS.](image)

In all of the following figures, LLFWV results are depicted in the left subplots, while the CFD ones are reported in the right subplots.

A comparison of the front views of the fields of the velocity modulus on the vertical Y-Z planes downstream of the rotor is shown in Fig. 12. Here the blade is positioned at the azimuthal position of maximum $C_m$ ($\vartheta=90^\circ$) and only half of the rotor height is shown, i.e. the upper blade semispan. The rectangular area swept by the blade is highlighted by light grey lines and the blade is shadowed in dark grey.

As expected from the analysis of the torque profiles comparison, the velocity contours predicted by the CFD and the LLFWV models show coherent results. The wake patterns confirm the consistency of the two approaches, since many similarities in the flow features can be observed. A significant
reduction of velocity can be observed in the wake, whose shape becomes more regular, symmetric and similar to the rotor swept area moving away from the rotor. At the streamwise position of the rotor axis (x/D=0) the velocity deficit is asymmetric, with a higher deficit in the windward region of the wake, i.e. in the left side of the turbine frontal area.

At x/D=0, the flow non-uniformity is marked also in the spanwise direction, since it affects about 40% of the blade semispan. At x/D=0.5 the effects of the tip vortex at the top right corner can be also noticed, which determines a distortion of the wake. A notable similarity of the regions of accelerated flow can be observed at all positions. Few discrepancies between the two solution sets can be however noticed, mainly related to a widening of the velocity deficit above the rotor with the LLFVW and a slightly larger instability of the wake at x/D=1.5. Figure 13 shows the top views of the velocity fields on the horizontal X-Y planes at different semispan positions. The blade is again at $\theta=90^\circ$ and its trajectory is indicated by the circular lines (the rotation is counter-clockwise). Remarkable agreement is between the two solutions is observed again. At midspan the wake is asymmetric, as already seen in Fig. 12, and remains almost unaltered up to 60% of the semispan.

Figure 12 - COMPARISON OF VELOCITY CONTOURS BETWEEN LLFVW (LEFT) AND CFD (RIGHT) ON Y-Z PLANES AT $\theta=90^\circ$ FOR DIFFERENT DISTANCES DOWNSTREAM OF THE AXIS.

Figure 13 - COMPARISON OF VELOCITY CONTOURS BETWEEN LLFVW (LEFT) AND CFD (RIGHT) ON X-Y PLANES AT $\theta=90^\circ$ FOR DIFFERENT SPAN POSITIONS.

The CFD results show a wider area of low velocity upstream of the rotor in reason of the higher energy extraction by the turbine, as also indicated by the larger values of the torque coefficient $C_mz$ in Fig. 7. At z/H=0.8, a global attenuation of the velocity deficit behind the blade is visible, partly due to the fact that the outboard sections of the blade extract far less energy from the oncoming fluid and thus do not reduce the downstream velocity as much as the inboard sections do. In the tip proximity (z/H=1.0) the strong acceleration of the flow leaking over the blade tip is also clearly visible. This produces a relevant asymmetry of the shape of the wake, which is more pronounced in CFD results.
To analyze the tip vortex flow and its interaction with the blade wake, the vorticity field is examined. Figure 14 shows contour slices of the z-component of the flow vorticity on the considered horizontal X-Y planes when the blade is at $\vartheta=90^\circ$.

Figure 14 - COMPARISON OF Z-VORTICITY CONTOURS BETWEEN LLFVW (LEFT) AND CFD (RIGHT) ON X-Y PLANES AT $\vartheta=90^\circ$ FOR DIFFERENT SPAN POSITIONS.

Overall, good agreement in the wake behavior was found when comparing LLFVW and CFD solutions. These vorticity contours show that, even though the resemblance of the wake behavior predicted by the two methods is good, the wakes of the CFD solution are initially thinner. One of the reasons for this could be that the LLFVW method does not take into account the shape of the blade, and also that the mesh density of the CFD setup is notably higher.

On the other hand, the vortices shed by the blade shortly after $\vartheta=90^\circ$ appear to be resolved more sharply by the LLFVW method, since such approach has very low dissipation affecting the free convection of vorticity. Further inspection of the LLFVW and CFD solutions suggests that the differences between the two approaches increase from midspan towards the tip. The z-vorticity generated by the tip vortices appears to be stronger when using the CFD method, rather than the LLFVW. This could be due to the much coarser grid used at the blade tip in the LLFVW simulation.

Figure 15 compares the contours of the y-component of the flow vorticity on different vertical X-Z planes at $\vartheta=90^\circ$. Half of the rotor height is shown and the lateral view of the virtual cylinder swept by the blade is highlighted by horizontal and vertical black straight lines. A good similarity of the two simulations is observed in all considered planes.

Note also that the fluid leaking at the tip generates a vortex that leaves the blade and is convected downstream. The vortex expansion due to its progressive deceleration makes it large enough to enter the virtual cylinder swept by the blade and affect a fairly large portion of the blade interacting with it in the downwind half of the revolution, as already shown in Fig. 7 and Fig. 8. Three different vortices, generated during as many revolutions, are visible in the results of both approaches.

Figure 15 - COMPARISON OF Y-VORTICITY CONTOURS BETWEEN LLFVW (LEFT) AND CFD (RIGHT) ON X-Z PLANES AT $\vartheta=90^\circ$ FOR DIFFERENT LATERAL POSITIONS.

As already highlighted in Fig. 14, the lower dissipation of the LLFVW method preserves the intensity of the vortices downstream the rotor, which are instead dissipated faster in the CFD solution.

The turbine wake was examined also at $\vartheta=270^\circ$, where the larger mismatch in terms of torque output between the two codes was noticed. Fig. 16 shows the top view of the velocity fields on the horizontal X-Y planes at different semispans positions. All main flow features are reproduced fairly well by both codes, even though some discrepancies can be noticed, particularly in the blade wake prediction.
The CFD solution shows a high-velocity zone in the blade wake at all span heights, which is not present in the LLFVW solution.

Figure 16 - COMPARISON OF VELOCITY CONTOURS BETWEEN LLFVW (LEFT) AND CFD (RIGHT) ON X-Y PLANES AT $\theta=270^\circ$ FOR DIFFERENT SPAN POSITIONS.

Also in this circumstance, the reason should be related to the physical thickness of the airfoil, which is accounted for only in the CFD method.

Figure 17 shows contour slices of the $z$-component of the flow vorticity at five spanwise positions at the azimuthal position $\theta=270^\circ$. Similarly to the $\theta=90^\circ$ case, good agreement on the behavior of the blade’s wake is generally found between the LLFVW and CFD solutions. As soon as they are detached from the blades, wakes predicted by the CFD solution are sharper than those of LLFVW, suggesting a slower wake diffusion of the wake predicted by CFD. On the other hand, the shed vortices behind the trailing edge are resolved more sharply by the LLFVW, which limits their coalescence.

Figure 17 - COMPARISON OF Z-VORTICITY CONTOURS BETWEEN LLFVW (LEFT) AND CFD (RIGHT) ON X-Y PLANES AT $\theta=270^\circ$ FOR DIFFERENT SPAN POSITIONS.

Overall, the $z$-vorticity generated by the tip vortices is stronger when using the CFD method, thus generating a stronger wake. Finally, the differences between the two approaches increase from midspan towards the tip.

Finally, the velocity profiles along the $y$-direction at four different spanwise positions were extracted and averaged along the whole revolution. Figure 18 reports the comparison between the results of the two numerical approaches for $x/D=0$ (Fig. 18(A)) and $x/D=1$ (Fig. 18(B)). It is apparent that the matching is very coherent for the half-rotor location ($x/D=0$), while some discrepancies exist for the location downstream the rotor ($x/D=1$), as also highlighted by the error analysis reported in
Fig. 19. Beside possible differences in the resolution of the wake evolution, this behavior can be physically related to what already pointed out for the profiles of the torque coefficient of Fig. 7 and Fig. 8.

The predicted torque in the upwind half of the rotation is very similar, leading to similar predictions of the energy extraction and similar velocity deficit at x/D=0. Conversely, the discrepancies in the torque prediction at the angular position of ϑ=240° and ϑ=270° lead to an analogous behavior of the wake profiles. Indeed, the differences are significant for y/D<0, while similar trends are obtained for y/D>0, corresponding to the windward half of the rotation. Notwithstanding this, it can be pointed out that the overall amplitudes of the velocity deficit are coherent for all the analyzed locations.

The level of agreement between the velocity predictions in the wake was assessed quantitatively by calculating the percentage difference between the CFD and LLFVW profiles. The values were averaged along the y-direction in the range -1<y/R<1 and the percentage differences at various blade heights are reported in Fig. 19. These results confirm that the differences between the two predictions are very low (below 1.5%) for most of the wake region and tend to increase up to roughly 5% only in proximity of the tip. At each span position, the difference between the two codes is lower at x/D=0 than at x/D=1.

CONCLUSIONS
In this study, the 3D numerical simulation of a single blade in Darrieus-like motion was carried out with both a highly refined, time-dependent CFD model and a LLFVW code.

A CFD mesh featuring a very fine discretization level was used to accurately solve the flow field, in order to provide highly resolved data to assess the prediction capabilities of the LLFVW model. The comparison showed an extremely promising agreement between the results. In particular, the investigation of the torque reduction due to finite-blade effect confirmed the consistency on the two approaches in predicting the efficiency reduction as a function of the blade span. The discrepancies in the LLFVW curves are related to a slight underestimation of the torque peak and to the presence of a torque deficit at the azimuthal position ϑ=270°. A comparative analysis of the velocity and vorticity contours was then carried out to better highlight the capability of predicting the most relevant flow features. The rotor wake analysis showed similar velocity patterns and fairly good agreement of the vorticity fields.

The results demonstrated that the LLFVW model can provide accurate results and a good prediction of most 3D flow features with a great advantage in terms of low computational cost. Indeed, the computational cost of the LLFVW calculation...
is more than 6 orders of magnitude lower than the one of the CFD simulation. However, thanks to the constant increase of the hardware performance, the possibility of performing accurate 3D CFD simulations is, and will be, pivotal to provide high-quality data for the validation and calibration of such low-order models.
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