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Figure 1: Three examples of input 3D mesh and tactile saliency map (two views each) computed by our approach. Left: “Grasp” saliency map of a mug model. Middle: “Press” saliency map of a game controller model. Right: “Touch” saliency map of a statue model. The blue to red colors (jet colormap) correspond to relative saliency values where red is most salient.

Abstract
This work has previously been published [LDS\textsuperscript{*}16] and this extended abstract provides a synopsis for further discussion at the UK CGVC 2016 conference. We introduce the concept of tactile mesh saliency, where tactile salient points on a virtual mesh are those that a human is more likely to grasp, press, or touch if the mesh were a real-world object. We solve the problem of taking as input a 3D mesh and computing the tactile saliency of every mesh vertex. The key to solving this problem is in a new formulation that combines deep learning and learning-to-rank methods to compute a tactile saliency measure. Finally, we discuss possibilities for future work.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling—Modeling Packages

1. Tactile Mesh Saliency: A New Concept
We have introduced the concept of tactile mesh saliency [LDS\textsuperscript{*}16], and we describe this concept and further explorations for future work in this extended abstract. An important aspect of a geometric shape is its saliency, which are features that are more significant especially when comparing regions of the shape relative to their neighbors. The concept of visual saliency has been well studied in image processing [IKN98, BJB\textsuperscript{*}15]. “Mesh Saliency” [LVJ05] is a closely related work that explores visual saliency for 3D meshes. However, other sensory stimuli have not been explored for mesh saliency. We introduce the concept of tactile mesh saliency and bring the problem of mesh saliency from the modality of visual appearances to tactile interactions. We imagine a virtual 3D model as a real-world object and consider its tactile characteristics.

We consider points on a virtual mesh to be tactile salient if they are likely to be grasped, pressed, or touched by a human hand. For our concept of tactile saliency, the human does not directly interact with real objects, but considers virtual meshes as if they were real objects and perceives how he/she will interact with them. We focus on a subset of three tactile interactions: grasp (specifically for grasping to pick up an object), press, and touch (specifically for touching of statues). For example, we may grasp the handle of a cup to pick it up, press the buttons on a mobile device, and touch a statue as a respectful gesture. The ideas of grasp synthesis for robots [SEkB12] and generation of robotic grasping locations [VPV12] have been explored in previous work. However, the existing work in these areas solve different problems and have different applications. The problem we solve in this paper is to take an input 3D mesh and compute the relative tactile saliency of all vertices on the mesh.

Computing tactile mesh saliency from geometry alone is a challenging, if not impossible, computational problem. Yet humans have great intuition at recognizing such saliency information for many 3D shapes. While a human finds it difficult to assign absolute saliency values (e.g. vertex $i$ has value 0.8), he/she can typically rank whether one point is more tactile salient than another (e.g. vertex $i$ is more likely to be grasped than vertex $j$). Hence we do not, for example, solve the problem with a regression approach. The human-provided rankings lead us to a ranking-based learning approach. However, recent similar learning approaches in graphics [GAGH14, LHLF15] typically learn simple scaled Euclidean distance functions. In contrast, we combine a deep architecture (which can represent complex non-linear functions) and a learning-to-rank method (which is needed for our “ranking”-based data) to develop a deep ranking formulation for the tactile mesh saliency problem and contribute a new backpropagation as the solution.

We first collect crowdsourced data where humans compare the tactile saliency of pairs of vertices on various 3D meshes (Figure 2). We represent a 3D shape with multiple depth images taken from different viewpoints. We take patches from the depth images and learn a deep neural network that maps a patch to a saliency value for the patch center (Figure 3). The same deep neural network can
be used across different depth images and 3D shapes, while different networks are needed for each tactile modality. After the process, we can take a new 3D mesh and compute a tactile saliency value for every mesh vertex. Since our approach is based on ranking, these are relative values and have more meaning when compared with each other. We compute saliency maps for three tactile interactions for 3D meshes from online sources including Trimble 3D Warehouse and the Princeton Shape Benchmark [SMKF04].

2. Further Explorations

Starting from our new concept of tactile mesh saliency, there can be many potential avenues for future work. First, we can experiment with more data types. This includes other tactile modalities and other possible types of human interactions with virtual and real objects. We have collected data on user perceptions of interactions with virtual 3D meshes. In the future, we can also collect data where humans interact with real-world objects.

Second, there is more to deep learning that we can explore. We have leveraged two fundamental strengths of deep learning by having an architecture with multiple layers and by not using handcrafted 3D shape descriptors. However, one assumption we have made is that local information and a small patch size in our learning is enough. Even though we already achieve good results, it would be worthwhile to explore higher resolution depth images and patch sizes to account for more global information, experiment with a larger number of 3D models, and incorporate convolutional methods to handle a larger network architecture.

Third, we can leverage information computed from existing shape analysis methods. For example, if we can first segment and label a 3D mesh [KHS10], we may be able to use this information to compute saliency values. A segmented “handle” already tells us that it is likely to be grasped. Another example is the information from assigning materials to 3D models [JTRS12]. A “softer” handle may be more likely and comfortable to grasp. Combining these ideas with our method can be a direction for future work.
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