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Abstract

With the fast growth in wind energy, the performance and reliability of the wind power generation system has become a major issue in order to achieve cost-effective generation. Integration of condition monitoring system (CMS) in the wind turbine has been considered as the most viable solution, which enhances maintenance scheduling and achieving a more reliable system. However, for an effective CMS, large number of sensors and high sampling frequency are required, resulting in a large amount of data to be generated. This has become a burden for the CMS and the fault detection system.

This thesis focuses on the development of variable selection algorithm, such that the dimensionality of the monitoring data can be reduced, while useful information in relation to the later fault diagnosis and prognosis is preserved.

The research started with a background and review of the current status of CMS in wind energy. Then, simulation of the wind turbine systems is carried out in order to generate useful monitoring data, including both healthy and faulty conditions.

Variable selection algorithms based on multivariate principal component analysis are proposed at the system level. The proposed method is then further extended by introducing additional criterion during the selection process, where the retained variables are targeted to a specific fault. Further analyses of the retained variables are carried out, and it has shown that fault features are present in the dataset with reduced dimensionality.

Two detection algorithms are then proposed utilising the datasets obtained from the selection algorithm. The algorithms allow accurate detection, identification and severity estimation of anomalies from simulation data and supervisory control and data acquisition data from an operational wind farm.

Finally an experimental wind turbine test rig is designed and constructed. Experimental monitoring data under healthy and faulty conditions is obtained to further validate the proposed detection algorithms.
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# Nomenclature

## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>CMS</td>
<td>Condition Monitoring System</td>
</tr>
<tr>
<td>DFIG</td>
<td>Doubly-Fed Induction Generator</td>
</tr>
<tr>
<td>EMD</td>
<td>Empirical Mode Decomposition</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Mode and Effect Analysis</td>
</tr>
<tr>
<td>FMECA</td>
<td>Failure Mode Effects and Criticality Analysis</td>
</tr>
<tr>
<td>HAWT</td>
<td>Horizontal Axis Wind Turbine</td>
</tr>
<tr>
<td>HHT</td>
<td>Hilbert-Huang Transform</td>
</tr>
<tr>
<td>IGBT</td>
<td>Insulated Gate Bipolar Transistor</td>
</tr>
<tr>
<td>IMF</td>
<td>Intrinsic Mode Function</td>
</tr>
<tr>
<td>LCOE</td>
<td>Levelised Cost of Energy</td>
</tr>
<tr>
<td>MPPT</td>
<td>Maximum Power Point Tracking</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>Operation and Maintenance</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PC</td>
<td>Principal components</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional Integral</td>
</tr>
<tr>
<td>PLL</td>
<td>Phase Locked Loop</td>
</tr>
<tr>
<td>PMSG</td>
<td>Permanent Magnet Synchronous Generator</td>
</tr>
<tr>
<td>PRESS</td>
<td>Predicted Residual Sum of Squares</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse Width Modulation</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervisory Control and Data Acquisition</td>
</tr>
<tr>
<td>SCIG</td>
<td>Squirrel-Cage Induction Generator</td>
</tr>
<tr>
<td>SHM</td>
<td>Structural Health Monitoring</td>
</tr>
<tr>
<td>SSE</td>
<td>Sum Squared Error</td>
</tr>
<tr>
<td>WT</td>
<td>Wind Turbine</td>
</tr>
<tr>
<td>WRIG</td>
<td>Wound Rotor Induction Generator</td>
</tr>
</tbody>
</table>
Nomenclature

**Roman letters**

- *a* Axial induction factor
- *a'* Angular induction factor
- *a*\(_i\)(t) Instantaneous amplitude at level *i*
- *A* Turbine rotor swap area
- *b* Bias matrix
- *c* Blade chord
- *C*\(_{dc}\) DC-link capacitance
- *c*\(_i\)(t) *i*th intrinsic mode function
- *C*\(_p\) Turbine power coefficient
- *cpm* Combination performance measure
- *cppv* Cumulative partial covariance matrix
- *D* Discarded dataset
- *D*\(_{eq}\) Equivalent damping factors
- *e* Error between the actual and predicted signal
- *E(X)* Information entropy of variable *X*
- *F*\(_D\) Drag force
- *F*\(_L\) Lift force
- *F*\(_N\) Normal force
- *F*\(_T\) Tangential force
- *h* Sum of the squared correlation
- *h*\(_{ik}\) *i*th temporary IMF at *k* iteration
- *H(X)* Normalised information entropy of variable *X*
- *i* Current
- *I*\(_{dc}\) DC bus current
- *I* Generator current vector
- *J* Jacobian matrix
- *J*\(_{b,gb,g}\) Moment of inertias of the blades, gearbox and generator
- *K*\(_{eq}\) Equivalent elasticity stiffness
- *L* Characteristic roots/Eigenvalues
- *L*\(_{os,or,ms}\) Magnetising and leakage inductances of the stator and rotor windings in DFIG model
- *L*\(_{D,Q,d,q,f}\) Inductances of stator, rotor and field windings in PMSG model
- *m* Mass of the air
- *m*\(_{ik}\)(t) Mean value of the upper and lower envelope of *i*th IMF
<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Pitching moment</td>
</tr>
<tr>
<td>$M_{ff,sl,slq}$</td>
<td>Mutual inductances between stator, rotor and field winds in PMSG model</td>
</tr>
<tr>
<td>$P$</td>
<td>Active power of the generator</td>
</tr>
<tr>
<td>$P_w$</td>
<td>Power extracted from the wind</td>
</tr>
<tr>
<td>$P_{ref}$</td>
<td>Reference power (Rated power of the turbine)</td>
</tr>
<tr>
<td>$Q$</td>
<td>Reactive power of the generator</td>
</tr>
<tr>
<td>$Q$</td>
<td>Residual Q statistics</td>
</tr>
<tr>
<td>$r$</td>
<td>Pear's correlation coefficient</td>
</tr>
<tr>
<td>$r$</td>
<td>Generator winding resistance matrix</td>
</tr>
<tr>
<td>$r_z$</td>
<td>Fisher's correlation coefficient</td>
</tr>
<tr>
<td>$r_i(t)$</td>
<td>$i$th residual signal in EMD</td>
</tr>
<tr>
<td>$R$</td>
<td>Turbine rotor radius</td>
</tr>
<tr>
<td>$R$</td>
<td>Retained dataset</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Squared correlation coefficient</td>
</tr>
<tr>
<td>$S$</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>$S_{rr,d}$</td>
<td>Partial covariance matrix for retained variable set</td>
</tr>
<tr>
<td>$t_m$</td>
<td>Total cumulative percentage</td>
</tr>
<tr>
<td>$T^2$</td>
<td>Hotelling's T2 statistic</td>
</tr>
<tr>
<td>$T_e$</td>
<td>Electromagnetic torque</td>
</tr>
<tr>
<td>$T_{b,t,g,b,g}$</td>
<td>Torques in the blades, turbine, gearbox and generator</td>
</tr>
<tr>
<td>$T_{CI}$</td>
<td>Relative contribution index</td>
</tr>
<tr>
<td>$u_{rel}$</td>
<td>Incident air stream flows over the blade (wind speed)</td>
</tr>
<tr>
<td>$U$</td>
<td>Characteristic vectors/Eigenvectors</td>
</tr>
<tr>
<td>$v$</td>
<td>Voltage</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>DC bus voltage</td>
</tr>
<tr>
<td>$V$</td>
<td>Generator voltage vector</td>
</tr>
<tr>
<td>$W$</td>
<td>Weight matrix</td>
</tr>
<tr>
<td>$W_q$</td>
<td>Scaled eigenvectors of first $q$ column</td>
</tr>
<tr>
<td>$x_{up}(t)$</td>
<td>Upper envelope of the signal</td>
</tr>
<tr>
<td>$x_{low}(t)$</td>
<td>Lower envelope of the signal</td>
</tr>
<tr>
<td>$X$</td>
<td>Original dataset</td>
</tr>
<tr>
<td>$X_{ms}$</td>
<td>Mutual reactance in DFIG model</td>
</tr>
<tr>
<td>$X_{mD,mQ}$</td>
<td>Main reactance for PMSG</td>
</tr>
<tr>
<td>$X_{os,or}$</td>
<td>Leakage reactance of stator and rotor windings in DFIG model</td>
</tr>
</tbody>
</table>
### Nomenclature

- **$X_{oD, oQ, o_d, o_q}$**: Leakage reactance of stator and rotor windings in PMSG model
- **$Y$**: Output signals
- **$Y_q$**: Scaled PC scores of first $q$ column
- **$Z$**: Principal component scores

#### Greek letters
- **$\alpha$**: Angle of attack
- **$\beta$**: Pitch angle
- **$\eta_e$**: Percentage information entropy
- **$\theta$**: Angular displacement of the reference frame
- **$\theta_t$**: Twist angle
- **$\theta_r$**: Angular displacement of generator rotor
- **$\theta_i(t)$**: Instantaneous phase angle at level $i$
- **$\theta_{b,t,gb,g}$**: Angular displacements of the blades, turbine, gearbox and generator
- **$\lambda$**: Tip speed ratio
- **$\mu$**: Arithmetic mean of the dataset
- **$\rho$**: Air density
- **$\sigma$**: Standard deviations of the dataset
- **$\varphi$**: Angle of relative wind
- **$\psi$**: Flux linkage of each winding
- **$\Psi$**: Flux linkage vector
- **$\omega$**: Angular velocity of the reference frame
- **$\omega_r$**: Angular velocity of generator rotor
- **$\omega_e$**: Angular velocity of the grid voltage
- **$\omega_s$**: Synchronous speed
- **$\omega_i(t)$**: Instantaneous frequency
- **$\omega_{b,t,gb,g}$**: Angular speeds of the blades, turbine, gearbox and generator
- **$\Omega$**: Angular speed of turbine rotor

#### Subscripts
- **$abc$**: Three phase normal reference frame
- **$cond$**: Conduction
- **$d$**: Freewheeling diode
- **$d,q$**: dq0 reference frame
Nomenclature

*f*  Field winding
*igbt*  IGBT
*s*  Stator windings
*sw*  Switching
*r*  Rotor windings
*tar*  Targeting signal of interest

**Superscript**

\(^\prime\)  Equivalent rotor parameters in stator winding
*h*  Number of hidden layers
*i*  Input layer of the neural network
*o*  Output layer of the neural network
*pc*  Principal components
*ref*  Reference value for the controller
*T*  Transpose of matrix
*var*  Variables

**Accent marks**

\(^\wedge\)  Estimated value of the signal
\(-\)  Mean value of the signal
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Chapter 1. Introduction

This chapter begins with a brief overview of the current state of wind power. It then focuses on the importance of wind energy research and the need of a condition monitoring system for a wind turbine system. Thereafter, the motivation behind research in developing variable selection techniques for a cost-effective condition monitoring system is stated. The aim and objectives involved in the research are also listed. Finally, the layout of the dissertation is described.
1.1 The importance of wind energy research

In recent decades, due to the fast pace of technology development, the demand for electrical energy consumption has rapidly increased. Additionally, due to being faced with the reality of diminishing fossil fuel resources and the obligation to reduce greenhouse gases due to climate change, the urge to implement renewable energy resources is imperative. Many countries have issued policies and targets in favour of the establishment of commercial renewable power generation projects. The European Union (EU) has also published official directives that require 20% of the energy consumption in the EU to be renewable by 2020, of which a 15% share of energy from renewable generation was set aside for the United Kingdom [1]. In 2014, additional objectives have been proposed by the EU targeting an increasing percentage of renewable power generation to 27% and a reduction of greenhouse gas emissions of 40%, compared to the levels in 1990, by 2030 [2]. As in the United Kingdom, according to the roadmap published by the Department of Energy and Climate Change, the targets of renewable electricity by 2020 are 100% for Scotland, 40% for Wales and Northern Ireland is aimed to reach twice the amount of the current status, respectively [3].

With the recent advances in technology and commercial development in wind power, of all the renewable energy sources, wind power has shown the highest net capacity growth in Europe of 116.8 GW since 2000. By the end of 2014, a cumulative power of 128.8 GW had been installed, and it was predicted to produce, on average, 284 TWh yearly, which covers 10.2% of the total electricity consumption in Europe [4]. Moreover, Figure 1.1 shows the annual onshore and offshore wind power installed in Europe between 2001 and 2014. As can be seen, there is a steady growth rate of the annual total wind turbines that have been installed since 2001. The annual installation capacity of onshore turbines has become relatively stable since 2007. In contrast, there is a significant increase in offshore wind turbines installed yearly. In addition, according to the ‘Wind energy scenarios for 2030’ published by the European Wind Energy Association (EWEA), the estimated installed capacity by 2030, using a central scenario for onshore and offshore wind turbines, are 253.6 GW and 66.5 GW, respectively [5].
This corresponds to an increased rate of 23.6 and 43.84 times for onshore and offshore turbines compared to the 2014 data. These statistics show the great potential of wind power in energy generation, notably for the offshore system.

Figure 1.1 - Annual onshore and offshore installations (MW) in Europe [4]

Despite the significant energy generation potentials and benefits toward environmental issues of wind power, one of the most critical concerns is the high levelised cost of energy (LCOE) compared to the traditional generation technologies. This difference is primarily due to the high capital cost and the operation and maintenance cost. The estimated LCOE varies significantly according to the location, weather conditions and project. However, in the report published by the Department of Energy and Climate Change, the estimated LCOE for onshore and offshore wind turbines developed in 2010 are approximately 75 - 127 £/MWh and 149 - 191 £/MWh, respectively [3]. Although the onshore wind turbines are showing high competitiveness to conventional power generation techniques, offshore wind turbines still require further development and improvement in terms of lowering the LCOE, hence establishing stable, cost effective and environmental friendly energy sources. It is further mentioned in the report that, by 2020, the plan is to reduce the LCOE for onshore and offshore wind turbines to 71 - 122 £/MWh and 102 - 176 £/MWh, respectively [3]. In order to achieve these ambitious targets, further research and development in wind energy is essential.
Operation and maintenance (O&M) costs for wind turbines mainly involve the costs associated with routine maintenance, engineering and technician staff salaries, replacement parts and unexpected damage or maintenance. The O&M cost can take up to 10-15% of the total LCOE for onshore wind turbines, and the percentage goes up to approximately 25% for off-shore turbines [18, 49] primarily because of the extra cost from routine servicing and maintenance due to the poor accessibility of offshore sites. Weather conditions that result in a harsh sea or poor visibility also have a significant impact on operation and maintenance tasks, hence causing an increase in O&M expenditure. Consequently, any reduction of the cost in operation and maintenance will result in a lowering of the LCOE, hence enhancing the competitiveness and cost effectiveness of other energy sources.

When comparing the operation and maintenance aspects, the expenses that correspond with maintenance have a much higher percentage than that of operation, particularly for turbines that have been in operation for a lengthy period of time. After all, apart from the routine maintenance and exchange of parts, there is a considerable uncertainty of unexpected service or maintenance required under extreme conditions, which could cost a tremendous amount. Therefore, an effective maintenance strategy is necessary to provide reliable operation and to avoid catastrophic damages.

There are two main types of maintenance strategies [30]: corrective maintenance and preventive maintenance. The difference between the two types of maintenance primarily depends on the actions carried out before or after a failure has occurred. For corrective maintenance, action is performed after a fault is identified, and it is mainly aimed to restore the wind turbine to a functioning state. Preventive maintenance, on the other hand, is performed prior to the identification of a failure, hence reducing the probability of failure for the wind turbine and maintaining its healthy operation. This strategy can be further divided into scheduled maintenance and condition monitoring based maintenance.

Scheduled maintenance is executed at a regular time interval or quantitative measure which can be age related (i.e. the percentage of wear) [31]. This periodic
interval is system dependent, and it should be designed to minimise the probability of a failure rate. As such, the wind turbine is maintained in a healthy condition to minimise the cost and down time. As an example, for an onshore wind turbine, a scheduled maintenance can be performed every three months. As for the condition monitoring based maintenance, the service is carried out on the basis of the evaluation of a wind turbine's condition, where the turbine's operational performance is continuously monitored online through the condition monitoring system, hence achieving the optimal maintenance actions.

Figure 1.2 shows the comparison of the three types of maintenance strategies. As can be seen, the maintenance is performed posterior to the failure (breakdown point) for the corrective maintenance; the obvious disadvantage of such a strategy concerns the higher downtime for the wind turbine and the potential for severe consequential damage due to the failure. On the contrary, the scheduled maintenance is performed on a regular basis. However, this method is only suitable for age related faults where the fault can be quantified using probability distribution. The periodic inspection and replacement of the components might result in more frequent maintenance activities than actually required, thus limiting the life span for certain components. By incorporating the CMS, based on the performance of the wind turbine, maintenance is able to be performed optimally prior to the failure so that downtime can be minimised and for the full life span of the components are utilised. Furthermore, planning ahead for the maintenance becomes possible. This would be particular beneficial for offshore wind turbines, where uncertainties that stem from harsh weather conditions and deep sea water installations must be considered, hence resulting in an overall reduction in the O&M cost, which in turn reduces the LCOE. Consequently, an accurate and reliable CMS serves as the fundamental basis for the condition based maintenance.

1.2 Project motivation and aim

The purpose of the condition monitoring system is to monitor the performance and status of the wind turbine through sensor measurements and to identify the imminent or incipient failures of the wind turbine through the diagnosis and prognosis process by applying advanced signal processing and feature extraction
algorithms and techniques to the monitoring data. Therefore, it will allow an appropriate and logical scheduling of maintenance to be arranged as described earlier.

![Diagram of maintenance strategies](image)

**Figure 1.2 - Type of maintenance strategies: corrective, scheduled and condition monitoring based (CMB) maintenance**

The CMS process is composed of data acquisition, signal processing and diagnosis and prognosis [3]. Extensive researches have been carried out in the development of effective and accurate signal processing techniques or diagnosis and prognosis algorithms, as will be shown in Chapter 2. As previous studies have found, accurate and reliable measurement data form the fundamental basis for CMS. Currently, the information maximisation principle is adopted for CMS data acquisition, which means sensors are installed to obtain as much information as possible. Typically, a wind turbine has approximately 150-250 monitoring points installed [6], and the number increases significantly for wind farms. The large amount of data (e.g. with a sampling rate of 10 minutes, for a wind farm with 20 wind turbines, there will be approximately $1.6 \times 10^8$ measurements per year) will be stored and processed. This particular application will present a realistic challenge for condition monitoring techniques optimised for fault detection and diagnosis. Moreover, with a higher number of monitoring points required, this might reduce the overall reliability and accountability of the data obtained [77, 78].
The physical and geometrical placement of the monitoring sensors has the potential to cause redundancy within the measurement data, and repeated information might be acquired. An appropriate variable selection technique is desirable in order to identify and remove the unnecessary repetitiveness due to there being too many sensors carrying out similar functions. In the meantime, the method should be able to retain the provision of vital information, which is critical for fault diagnosis, prognosis and maintenance scheduling. The aim of this research is to develop variable selection algorithms that are able to identify an optimal set of monitoring variables from a large amount of data to establish more effective condition monitoring of the wind turbines. In this case, the reliability of data measurement improves, and the amount of data to be stored and processed is reduced, thus improving the overall performance, accuracy and cost of the development of the wind turbine CMS.

1.3 Objectives

In relation to the proposed research, the following objectives will be addressed:

Objective 1 – To conduct a theoretical review of the fundamental working principles, the parameters involved and the common failure modes of a wind turbine system.

Objective 2 – To review current researches in wind turbine condition monitoring algorithms and techniques.

Objective 3 – To model and simulate a wind turbine system with different configurations and to further investigate the dynamic behaviour of a wind turbine with different fault scenarios.

Objective 4 – To propose appropriate variable selection methodologies in order to minimise redundancies in the measurement data, whilst still maintaining sufficient information to detect faults.

Objective 5 – To validate and analyse the proposed algorithms for the particular target signal with simulation data and SCADA data from the operational wind farm.
Objective 6 – To further evaluate if vital information relating to the particular fault feature is maintained in the reduced variable set obtained from the proposed variable selection algorithms.

Objective 7 – To locate the fault and identify the severity of the fault through an analysis of a data anomaly utilising variables retained from the selection algorithm.

Objective 8 – To design and construct a wind turbine experiment test rig to further validate the proposed algorithm for the detection and severity estimation of the fault.

1.4 Layout of the thesis

The layout of this thesis is as follows: In the first chapter, the importance of wind energy research and motivation of the projects is discussed. Additionally, the aims and objectives associated with the research and the layout of the dissertation are presented.

In the second chapter, a review is performed on the working principle of modern wind power generation systems with different configurations, the common failure modes for the key components of wind turbines and the current researches in the wind turbine CMS techniques and algorithms.

In the third chapter, the mathematical modelling and simulation of wind turbines with a permanent magnetic synchronised generator (PMSG) and a doubly fed induction generator (DFIG) are carried out in a PSCAD/EMTDC package, respectively. The simulation of a DC-link capacitor ageing fault and a grid line-ground short circuit fault are performed, where the dynamic behaviour of the system during fault is studied. Lastly, simulation data is collected under different operation conditions, which will be used in later chapters for the validation of the proposed algorithms.

In the fourth chapter, a variable selection method based on the multivariate feature extraction through the principal component analysis is proposed, aiming to identify a set of variables with maximal information retained and minimal information redundancy at the system level. Furthermore, a modified method to
select a set of variables related specifically to a particular fault signal of interest is also proposed. Performance measures are offered and combined in order to evaluate the proposed selection algorithms. The proposed methods are then analysed and validated against simulation data obtained in Chapter 3 and SCADA data from a wind farm under different operational conditions.

The fifth chapter focuses on the further evaluation of the retained variable sets obtained from the selection algorithms proposed in Chapter 4 and demonstrates that vital information relating to the particular fault is still maintained. Two methods are adopted: a feature based technique is proposed to examine if the feature of a known fault is present in the retained variable set through a correlation test, and the ANN prediction model is developed to further evaluate the accuracy of the retained variable set.

In the sixth chapter, two fault detection algorithms are proposed by utilising the retained variable set obtained in Chapter 4. The former method incorporates the Hotelling's $T^2$ statistic to detect the anomaly in the measurement data. Thereafter, the identification of this anomaly is conducted by decomposing the $T^2$ statistic (during the period with abnormality), from which the variables contributing the most to this anomaly are identified. In the latter case, an empirical model for the particular fault is established based on the features obtained from the principal component analysis. This model then allows for the determination of the type of fault and for the estimation of the fault severity.

In the seventh chapter, the development of an experimental PMSG wind turbine test rig is presented, where the selection of components is discussed. An overview of the experiments carried out on the test rig is also given. Further validation of the fault detection algorithm proposed in Chapter 6 by means of the experimental data is given in the last section.

In the eighth chapter, a conclusion for the current research is given. Achievements corresponding to the objectives set out in this chapter and the contributions to knowledge arising from this research are presented. Finally, the limitations of the algorithms proposed in this research and recommendations for future research are discussed.
Chapter 2. Overview of the Wind Turbine Condition Monitoring Technologies

In this chapter, a review of the condition monitoring system and fault detection system (FD) for a wind turbine (WT) is given. Firstly, the background of current wind turbine technologies is described. Common failure modes of wind turbines are then discussed, followed by the techniques for evaluating turbine reliability. Subsequently, the review focuses on the condition monitoring system and fault detection, where different algorithms and methods are considered. These techniques range from statistical, time domain, frequency domain and time-frequency domain-based methods. Moreover, the integration of artificial intelligence in condition monitoring and fault detection is also addressed. Finally, this chapter covers the instrumentation required for effective data acquisition for wind turbine condition monitoring and a fault detection system, where challenges involved in the instrumentation are described.
2.1 Overview of WT technologies [7, 85, 86]

This section provides a general background of wind turbines. A detailed theoretical analysis and mathematical modelling of the wind turbine system and its subsystem is given in Chapter 3.

Wind energy is one of the most promising renewable power generation technologies. A wind turbine extracts energy stored in the airflow of natural wind and converts the kinematic energy into mechanical energy stored at the rotating turbine blades. This mechanical energy is then transformed into electrical power through an alternator or electrical generator.

The concept of capturing power from wind has existed for the last thousand years, where initially the wind energy was converted to mechanical power with the windmill [7]. The development of wind power began to decline after the appearance of thermal power, such as steam and oil engines. The attention to wind power then returned with the popularisation of electricity and the rapid development in aerodynamics through aeronautic research in the nineteenth century [7].

For modern wind turbines, different designs for capturing the wind power have been invented. The most popular concept is the horizontal axis turbine with two or three blades (Fig 2.1 a and c). However, vertical axis turbines, such as the Darrieus WT (Fig 2.1 b) and the Savonius WT (Fig 2.1 d) are also commonly used. Currently, the horizontal axis WT (HAWT) with three blades is the most mainstream of commercial wind turbines. Its customary use is mainly because the HAWT is considerably superior in regard to long-term investment due to higher generation efficiency and the possibility of developing larger sized turbines as a result of the less complicated design and configuration of HAWT [8].

A typical modern HAWT system consists of basic components/subsystems as shown in Figure 2.2 (a) and (b). The foundation is aimed to establish a reinforced and stable ground on which the wind turbine is stationed. It can be both a solid foundation for on-shore wind turbines and a floating foundation for off-shore wind turbines. The tower is installed to elevate the altitude of the turbine rotor. It has two main purposes: to permit a minimal ground clearance between the
lowest point of rotor swap area and the ground, where the swap area is an imaginary vertical surface created by the blade during rotation, and to increase energy capture, as the wind speed increases with elevation.

Figure 2.1 - Different types of wind turbine design concepts

The actual energy extraction from wind into mechanical rotation occurs through the turbine rotor. The rotor consists of a rotor hub and blades. The rotor hub acts as a central connection point between the blades and the rest of the system; the aerodynamic behaviour of the blades provides the capture of wind energy, and it can be either rigidly mounted to the rotor hub or allowed some degree of movement to optimise energy capture through a mechanism known as pitching. A detailed discussion of the blade and pitch is given in later sections.

The mechanical rotation from the rotor is transmitted to the electrical generator through the drive train. The drive train should withstand weight, reaction forces
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and torque exerted from other subsystems. Moreover, a gearbox can be installed to step-up the rotational speed depending on the types of generator used. The generator then converts the mechanical rotational energy into electrical energy. The most commonly used generators in the wind industry are the AC induction generator and the permanent magnetic synchronous AC generator.

![Diagram](image)

**Figure 2.2 - Basic structure and subsystems of HAWT with three blades**

The power generation has a direct relationship to the mechanical rotation, which is associated with the incoming wind. Because of the variable and stochastic behaviour of wind speed, the generated electrical power will have a random frequency and voltage. In order to deliver the power to the grid network, the regulation of the generated electrical power is acquired. Various techniques have been proposed; however, power electronics inverters have been proven to be the
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Best solution. It is adopted in order to realise the voltage stabilisation, filtering, grid synchronisation and other aspects. Moreover, a controller is installed to adjust the operating states of wind turbines for the achievement of certain functions, such as an effective power generation and optimal performance. This also includes systems such as the supervisory control and data acquisition (SCADA), which is responsible for the data acquisition, remote monitoring and control of the wind power generation system.

A wind turbine is generally installed in a harsh environment in order to increase its generation capacity factor. All the generation components are enclosed in the nacelle, where it acts as protection for the components inside. It also serves as the primary coupling between the tower and rest of the system, where a yaw drive mechanism is fitted and permits the turbine to adjust its area of swap facing the incoming wind at all times. Moreover, it provides a sturdy platform on which the drive train, generators and other components can be mounted. Finally, a ground station is generally constructed at the bottom of the tower. It serves the purpose of interfacing between the wind turbine and the grid network or load.

Wind turbines are usually installed either onshore or offshore. The main advantages of offshore wind turbines over onshore system are the significantly higher generation capacity factor due to a stronger wind profile and fewer environmental effects. These advantages are more obvious as the turbine is deployed farther away from the shore. However, positioning the wind turbine at a great distance from the shore will introduce several technical challenges and will also increase the capital and O&M cost.

All modern HAWT WTS have a similar structure, as described earlier. However, there are numerous configurations available that are categorised according to the properties or types of generators incorporated. Among these varieties, the four most commonly applied system architectures are shown in Figure 2.3 [9].

Figure 2.3 (a) shows the wind turbine architecture with constant speed. This means the turbine is optimised at one particular speed; any fluctuations in the wind speed will be transferred directly to the power output. A squirrel-cage induction generator (SCIG) is generally equipped and designed to operate at this specific speed. The gearbox is responsible for the increasing of the low rotor
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Figure 2.3 - Four commonly applied WT configurations

speed to match the generator rating. There are occasions where two sets of windings are installed on the generator, such that at different wind speeds,
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different windings are used to generate power efficiently. Moreover, the soft starter, the capacitor bank and the transformer are used to optimise performance and regulate the power generated to meet grid connection standards. Although, this type of system includes the advantages of a simple structure, a lower initial cost, higher robustness and reliability, it suffers from the following major drawbacks: 1) higher mechanical requirements of the components to withstand sudden and substantial changes of the wind speed; 2) the need for a stiff grid network due to the fluctuation of the electrical output; 3) the turbine power is optimised at a single wind speed.

The rest of the configurations in Fig 2.3 (b) - (d) all incorporate variable speed control, where the turbine is designed to maximise power over a range of wind speeds. Figure 2.3 (b) achieves the variable speed by using a wound rotor induction generator (WRIG) and a variable resistor connected in a series with the rotor winding of the generator. The speed of the generator is controlled by the slip, which in turn is the result of varying the total rotor resistance. The range of the variable speed is determined by the size of the variable resistance, and it is typically around 0-10% of the synchronous speed [9]. Again, the gearbox, the soft starter and the capacitor banks serve the same purpose as previous turbine architecture. This configuration has the advantage of being more efficient due to the variable speed. Also, it reduces the high requirement of mechanical components as there is less fluctuation. However, the system clearly becomes more complex, and the initial cost and reliability have been recognisable issues.

With the growth in power electronic industry, new wind turbine configurations have recently been developed in order to achieve variable speed operations through power converters. Fig 2.3 (c) shows the configuration utilising power converters; such a system is known as the doubly-fed induction generator (DFIG). The system uses a WRIG where the stator is directly connected to the grid and a power converter is installed in the rotor circuit of the generator. The variable speed is realised by controlling the voltage and frequency fed into the rotor winding, such that the slip can be controlled. Typically, the converter takes up to approximately 30% of the nominal power of the generator, which will result in a variable speed range of +/- 30% in relation to synchronous speed.
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[109]. The reason for positive and negative speed ranges is that the system is capable of a bi-directional power flow depending on the slip, hence the term ‘doubly fed'. When comparing the concept with variable resistance, where the energy produced during super synchronous speed is dissipated through the resistor, this power can also be captured and delivered to the network by integrating an AC-DC-AC power converter in the rotor circuit. Moreover, with the appropriate control of the power converter, it is capable of regulating the power output to meet grid connection standards. As such, the soft starter and the capacitor bank are eliminated. A detailed overview of the DFIG system will be given in the next chapter.

Finally, the last configuration shown in Fig 2.3 (d) uses a permanent magnetic synchronous generator (PMSG) and a full-scaled power converter. For the PMSG, it operates at a low rotational speed with a high number of poles; thus, the gearbox can be removed from the system. Power fluctuations due to variable wind speed are handled by the power converter, as well as other power regulations such as reactive power compensation and smooth grid connection. Because the gearbox has a high failure rate, the elimination of the gearbox increases the reliability of the system [10]. Thus, such a system is regarded as mainstream in off-shore wind turbine application. The utilisation of the power converter enables the system to have control over active and reactive power, to have faster response to transient behaviour and to increase the quality of the power output.

These different turbine architectures all require power control. This component serves two main purposes: to optimise power capture efficiency and to limit the power output at a very strong wind speed and correspondingly protect the turbine from getting damaged. This power control is usually carried out through the designing of the turbine blades’ aerodynamics or through the incorporation of a pitching mechanism. There are three main alternatives for power control: a) Passive control; b) Pitch (Active) control and c) Active stall control.

Passive control (stall control) operates purely based on the design of the blades’ aerodynamic, such that the laminar flow terminates when the wind speed reaches a limit (normally it is a turbine's rated power) and the replaced
turbulence flow will increase the drag force on the turbine blades and cause stalling, thus preventing the turbine speed to increase further.

A pitching mechanism is installed which allows the blade to rotate out of the wind using hydraulic or electrical motors. As a result, it changes its aerodynamic property, which is known as active control (pitch control). A threshold is predefined (at a specific wind speed); therefore, if the power output exceeds this limit, the pitching mechanism is activated in order to keep the power output at the rated level.

Active stall control is the combination of the above two control methods. During low wind speed, the blades are rotated at an angle to obtain a larger torque, thus achieving higher efficiency. However, when the limit is reached, different from the active control, the blades rotate in the opposite direction to increase the angle of attack, causing the blades to stall and stop the rotation. This method is commonly adopted for large powered turbines.

2.2 Common failure modes of the wind turbine system

Due to the harsh environments where wind turbines are installed, such as a strong turbulent wind profile, extremely low temperatures and an icing effect on the blades, the reliability of the system has a great influence on the efficiency, performance and cost of electricity, especially for off-shore WTs. In order to determine the reliability of a wind turbine, knowledge of the failure rate, $\lambda$ of the wind turbine and subsystems is need, such that it is the reciprocal of the mean time before failure. With the information on failure rates, a comparison of WTs’ reliability and a further investigation and identification of unreliable sub-assemblies can be achieved. Failure rates of the components vary according to the different designs, configurations and manufacturers. Unfortunately, for WT, there is not yet a formal standard on the information gathering on failure rates as there is in other industries [11]. However, studies have been carried out in developing standard approaches for data collection of reliability [12, 13]. To collect the data, the development of a standard structure or taxonomy of WT is necessary, and it should provide a detailed definition of the data that should be collected in terms of both the structure and functionality of WT. Tavner et al. [18]
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have adopted the standardised taxonomy developed by the ReliaWind project in their study on WT’s reliability and detailed information can be found in reference.

A number of researchers have conducted studies on the failure modes of turbines’ sub-assemblies and downtime from various sources. For instance, Ribrant et al. [14] investigated Swedish wind power plants from 1997-2005 and determined the percentage number of failures between 2000 and 2004 (Fig 2.4 a). Results show that the electrical system, sensors, blades/pitch and hydraulics have the highest failure rates. The downtime for the individual failure mode is also calculated in the study, where gears, the control system and the electrical system have the highest amount of downtime. Moreover, the institut fur solare energieversornungstechnik (ISET) conducted a survey on the reliability of 1500 WTs in operation in Germany over a period of 15 years [15, 16]. In this study, the sub-assemblies that had the highest failure rates proved to be the electrical system, the control system, the hydraulics and the sensors, as shown in Fig 2.4 b. It can be seen that the sub-assemblies with the highest failure rates from the two individual studies are similar. Furthermore, for each failure mode in the ISET study, the generator, gears and drive train have the longest downtime. Again, this is very similar to the findings from Ribrant et al.

Furthermore, Tavner et al. [18] have studied turbines’ reliability, availability and maintenance using data from different sources including the Windstats surveys in Denmark and Germany (WSDK and WSD) on wind turbines over a period of 25 years, the Landwirtschaftskammer (LWK) survey and the scientific measurement and evaluation programme (WMEP) survey on turbines in over 15 years of operation in Germany. All these surveys contain failure data from turbines with fixed and variable speeds as well as geared or direct drive configurations. Figure 2.5 shows an example of the failure rates and downtime of turbine sub-assembly using LWK and WMEP data [17, 18]. On the left-hand side of the plot, from point zero, are the failure rates per turbine per year for the two datasets, and the downtimes per failure (in days) for individual sub-system are shown on the right-hand side from zero. It can be seen that the electrical system has the
highest failure rate, while the gearbox has the highest downtime even though its failure rate is relatively low.

![Diagram of wind turbine components failure rates](image)

a) Figure 2.4 - Percentage number of failures of WT sub-assemblies. a) Swedish wind power plants 2000-2004 [8] b) ISET (Institut fur Solare Energieversornungstechnik) report [15, 16]

The number of failure rates and the downtime differ depending on the turbine type and configuration. The study shows that for a turbine, there is an overall failure rate of 1-3 failures per year with a downtime above 24 hours is common for onshore turbine. This number increases with turbine size. Moreover, a general trend of reduction in failure rates with time is found, indicating
advancement in WT technologies and the production of more reliable wind turbines [18]. It is concluded that the sub-assemblies of WT with the highest failure rates, in descending order, are the rotor pitch system, the power electronics converter, the electrical system, the rotor blades, the generator, the hydraulics and the gearbox. Apart from the yearly failure rate, the average downtimes of failure also have a tremendous impact on maintenance. A different ranking of failure downtime is obtained for these sub-assemblies, which is listed here in descending order: gearbox, generator, rotor blades, pitch system, power electronics converter, electrical system and hydraulics.

![Diagram showing WT sub-assembly reliability from the LWK and WMEP surveys [18]](image)

It can be noticed that the sub-assemblies with highest downtime are the principal component of the WTS, such as the gearbox and generator. Any replacement or maintenance of these components will require a much complex procedure and longer time. Furthermore, a recent study carried out by Faulstich et al. [20] has shown that for onshore WTs, 5% of the total downtime is caused by 75% of the faults; the remaining 25% of the faults are responsible for 95% of the downtime. Typical faults and their consequences for major components from the above mentioned list are discussed in detail in the following sections.

### 2.2.1 Turbine rotor failures

The common failures of a pitch system include mechanical issues, such as pitch bearing failure, oil leakage or pump failure for a hydraulic pitch system; while motor failure, motor converter failure and battery failure are categorised as an
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electrical pitch system. Any failure of the pitch system will affect the performance of the WT, causing asymmetrical aerodynamics forces. At most, it can damage principal components of the turbine as the turbine will operate above the rated value due to a high input wind profile [21]. The rotor blade is the fundamental component in the WTS, and common failure modes include mechanical imbalance, aerodynamic imbalance, lamination de-bonding, a crack due to lightning and icing [69]. These faults have direct effects on the blades’ aerodynamics and can cause excessive stresses on other components, thus significantly reducing the profitability of WTs. Fatigue is considered to be the major contributor for the blade failure, as unevenly distributed forces are applied on the blade and will result in excessive stress, which in turn causes microscopic cracks in the material. A crack will then propagate with time and lead to further deterioration of the composite material used for the blade. Moreover, lamination de-bonding and broken fibres are all caused by excessive tension or a compression load. Finally, extreme environmental conditions such as low temperatures, lightning and debris present in the wind are also factors that are responsible for certain failure modes. Such extreme conditions have the potential to alter the aerodynamic behaviour of the blade, increase wear or cause exposure to conditions beyond the designed conditions [22].

2.2.2 Drive train failures

The main bearing and shaft are responsible for the main power transmission between the turbine rotor and generator. A failure of the bearing will induce radial movement, torque variation and vibration. Common faults include bearing lubrication failure, bearing roller wear or corrosion, shaft misalignment, shaft bending as well as other effects. Notably, manufacturing errors, installation defects, improper maintenance, fatigue and extreme loads are the dominant causes for the failure. A gearbox is used for most of the WTS configurations and, as described earlier, it is the major contributor to the turbine’s downtime. Common failure modes are the gearbox bearing fault and gear teeth fault. Surveys have shown that the root cause of gearbox failure is due to the rapid change of torque from the stochastic wind profile, which will create an uneven load for the bearing and cause misalignment of the gear teeth. These phenomena
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will accelerate the wear of the components. Moreover, other causes of bearing and gear teeth failure are the elevated operating temperature and excessive contamination of the cooling lubricant due to failure of the gearbox cooling system. Any fault from the gearbox can result in an abnormal input to the generator, reducing efficiency or damaging the generator in extreme cases [18, 23].

2.2.3 Electrical generation failures

Previous studies have shown that the failure of the generator due to bearing, stator and rotor are 40%, 38% and 10%, respectively [49]. For the stator and rotor failures, the inter-turn short circuit fault is the most widespread fault. It can be caused by the degradation of winding insulation due to electrical and thermal stresses. When this happens, the motor winding can be partially or completely shorted; as a result, the output of the generator will be reduced due to winding asymmetry. In the case of rotor windings, deformation of the winding due to the exposure of high centrifugal forces is also a factor for the failure. This can have significant effects on the generator such as increased winding temperature and vibration and deformed voltage waveform. Moreover, any failure in the generator bearing can result in excessive vibration and rotor misalignment, which in turn cause eccentricity. The eccentricity of a motor occurs when the air-gap between the stator and rotor are non-uniform, thus leading to an unbalanced magnetic flux and effects on the output current. As stated earlier, the operating condition of the WT is non-stationary; hence, the bearing is subjected to a non-uniform load. Additionally, misalignment has a significant impact on the performance of the bearing. Under this condition, the bearing can suffer from abnormal stresses which wear the bearing faster and in-turn increase the mechanical vibration, consequently worsening the degradation to a greater extent. As a generator is responsible for the power generation, any failures of the components depending on the location and the severity can reduce the quality of power generated, damage the generator or even cause catastrophic damage to the turbine [24].

The failures of the power electronics not only have an effect on the turbine itself but can also affect the grid due to the poor quality of electrical outputs. Common failure modes are over-temperature, dc-link capacitor ageing, switching
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components failure due to bond wire lift off caused by temperature swinging (e.g. insulated-gate bipolar transistor (IGBT) and thyristor module). Soldering fatigue is also a main contributor to the converter failure. Because the converter suffers from thermal cycles, a crack can occur at the edge area of the soldering. As the degradation propagates, there is less area for the heat to dissipate, thus increasing the thermal resistance between the chip and the heat sink and overheating the component. Moreover, electrical overstress, electrostatic discharge and latching-up of the switching components are also possible causes of converter failure. These may cause a short circuit or thermally damage the module. Lastly, the DC chopper and crowbar can also suffer from fuse failure [24, 62].

A number of failure modes and the effects of the major subsystems of a WT are listed. The severity of these failures modes varies, where with critical failure, it can result in WT malfunction, loss of power generation or broken sub-assemblies; On the other hand, for minor failures such as oil leakage and a loose connection, it can be less significant. However, these failures can develop into critical failures if proper maintenance is not performed. Studies on the root causes of these failure modes can be found in several literatures. Table 2.1 lists all the possible root causes for the failure modes of a WT, and it is categorised into environmental, structural, electrical and wear [18, 26]. Any of the failure modes as described earlier can be traced to these root causes.

<table>
<thead>
<tr>
<th>Environmental</th>
<th>Structural</th>
<th>Electrical</th>
<th>Wear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong turbulent wind</td>
<td>Material defects</td>
<td>Overload</td>
<td>Aging</td>
</tr>
<tr>
<td>Icing</td>
<td>Installation defects</td>
<td>Insulation failure</td>
<td>Corrosion</td>
</tr>
<tr>
<td>Lightning</td>
<td>Manufacturing defects</td>
<td>Connection fault</td>
<td>Fatigue</td>
</tr>
<tr>
<td>Debris in the wind</td>
<td>Mechanical overload</td>
<td>Software failure</td>
<td>Thermal overload</td>
</tr>
<tr>
<td></td>
<td>Design defect</td>
<td>Calibration error</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maintenance error</td>
<td>Maintenance error</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1 - List of root causes for wind turbine system failure modes [18, 26]
2.3 Reliability of WT system

To effectively carry out a reliability analysis for WTs, a quantitative measure needs to be developed. Generally, the failure intensity function is used. Assume $N_0$ number of identical components to be examined. At any time $t$, there are $N_s$ number of fault free components and $N_f$ number of components with faults. Their respective reliability function/cumulative distribution function $R(t)$ and $Q(t)$ are [18, 19]:

$$R(t) = \frac{N_s(t)}{N_0} \quad (2-1)$$

$$Q(t) = \frac{N_f(t)}{N_0} \quad (2-2)$$

$$R(t) = 1 - Q(t) \quad (2-3)$$

and the failure intensity function $f(t)$ and the normalised failure intensity function to the number of fault free components $\lambda(t)$ are:

$$f(t) = \frac{1}{N_0} \left(\frac{dN_f(t)}{dt}\right) \quad (2-4)$$

$$\lambda(t) = \frac{1}{R(t)} \left(\frac{dR(t)}{dt}\right) \quad (2-5)$$

For any repairable system, its failure intensity can be modelled with the bathtub curve as shown in Figure 2.6 a. The bathtub curve for WTs’ failure intensity represents a discrete stochastic process, which can be described mathematically using the PLP (Power Law Process) [19]:

$$\lambda(t) = \frac{\beta}{\theta} \left(\frac{t}{\theta}\right)^{\beta-1} \quad (2-6)$$

where, $\beta$ is a dimensionless parameter determining the shape of the curve, $\theta$ is the scaling parameter with a unit of time.

During each stage of the bathtub with respect to time, the failure intensity function can be modelled with equation (2-6) using different $\beta$ as shown in Figure 2.6 b. During the early failure, it represents the infant mortality failure when new components are introduced and the failure rate decreases with time, $\beta < 1$. Then it moves to the intrinsic failure stage, where random faults occurs, but it
is relatively constant during this period and represents the product’s useful life with $\beta = 1$. Finally, at deterioration or the wear out stage, the component has reached the end of its life cycle, with a fast growth of failure rate and $\beta > 1$.

![Bathtub curve of repairable components’ failure intensity with time.](image)

**Figure 2.6 - Bathtub curve of repairable components’ failure intensity with time.**

a) bathtub curve at different stages in time; b) modelled bathtub curve with different shape parameter $\beta$

The model can be implemented to sub-systems. The reliability block diagram method is then adopted to connect individual sub-systems (both in parallel and in series) to represent the whole system’s functionality.
To actually enhance the reliability of WTS, actions can be carried out at different time periods: during the designing of the wind turbine, at the commissioning stage of the turbine and throughout the operation and maintenance of the turbine.

2.3.1 Failure mode and effective analysis

In his book on WT reliability, Tavner discussed several ways to improve reliability during the designing stage, such as adopting new design concepts and optimising wind farm configurations utilising FMEA (Failure Mode and Effects Analysis). Both Spinato et al. [10] and Polinder et al. [25] have compared turbines with the direct drives and geared generators from different sources. Spinato has shown that the reliability of the direct drive concept is not necessarily higher than the geared concept. This is mainly due to the fact that by eliminating the gearbox, the aggregated failure rate of the generator and converter from the direct drive concept has increased dramatically, as the generator used in this configuration is much more complex and the converters are fully scaled. However, the direct drive WT has better availability than the geared drive WT due to the fact that downtime relating the gearbox failures are substantially lower than electrical [25].

FMEA and FMECA (Failure Mode Effects and Criticality Analysis) are common bottom-up proactive failure analysis tools used during the designing of a product. Though the FMEA was designed to identify risks within a system, it can also be useful in determining components with higher failure rate, thus improve reliability. Generally, it evaluates a system by calculating the RPN (Risk Priority Number) for each component. The RPN is the product of occurrence, which is the frequency of root causes of a particular failure mode to occur; severity, which is the magnitude of the consequence of the failure; and detectability, which is the possibility for the fault to be detected before failure. FMECA is the extension of FMEA which also considers the relationship between the probability of failure mode and severity.

The application of FMEA and FMECA on WT can be found in several literatures. In [26], the researcher managed to show there is a relationship between the occurrence and mean time between failure, and between severity and mean time...
to repair. Moreover, both Shafiee et al. [28] and Kahrobaee et al. [27] have developed FMEA for WTs, where the failure severity is dependent on both the consequences of failure and the cost of damage to the equipment.

2.3.2 Enhancement of reliability through testing and commissioning

By carrying out sufficient testing and commissioning, the reliability of the system can be improved; the technique such as accelerated life testing is commonly adopted. System and sub-assemblies are tested under a controlled environment to simulate ageing, and the failure rates for individual components are collected. These data can provide valuable information in revising the design of WTs through FMEA/FMECA analysis. The accelerated life testing can be time consuming and costly for certain sub-assemblies of the WT. In the absence of such a technique, components or sub-assemblies of the WT are constantly tested throughout each stage from prototype to production to commissioning in order to raise the reliability of WT [18].

2.3.3 Maintenance of wind turbine

The improvement of reliability through designing and testing are carried out before commissioning of the WT. Methods such as FMEA require knowledge of the failure mode of the system and its sub-systems, as well as the root causes. Root cause analysis is a top-down process, where it tries to identify the main reason for specific failure mode, such as the main shaft failure as shown in Figure 2.7. However, the reliability can also be enhanced through appropriate monitoring of the turbine and effective maintenance. This process is regarded as a bottom-up process, as the monitoring system identifies anomalies through data collected and alerts the operator. This will allow the operator to carry out maintenance with provisional spare parts to reduce downtime and avoid catastrophic failure. This procedure leads to the discussion of condition monitoring system as detailed in the later sections.

2.4 Wind turbine condition monitoring system

A typical monitoring system setup of modern wind turbines is shown in Figure 2.8. It comprises of a SCADA system and a CMS, which serve different purposes. Both systems are reviewed in the following sections.
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2.4.1 SCADA system

The SCADA system was first introduced in the oil and gas industry. It was then adopted by the power generation industry in 1985 [18]. As its name implies, it
allows communication between the turbine and the remote control and monitoring centre. The channels used permit dual way communication, where the remote centre has direct control of the wind turbines and it can receive signals acquired from sensors. However, for wind turbine applications, the system is used more for monitoring than control. The turbine control is mainly performed through an on-board controller; however, operators have some degree of override authority.

The SCADA system usually has a sampling rate of <0.002 Hz, i.e. data is sampled every 5-10 minutes. However, the transient maximum, minimum, mean and standard deviation for some signals are also included, such as wind speed and power output. The measured signals vary as a result of different manufacturers; nonetheless, critical parameters such as vibration, temperature and electrical are always required. Moreover, systems also maintain an alarm and event log, registering any failures and vital operations. The monitoring data is usually stored at the central database or is transmitted to a centralised remote centre, where management and control of the WTs are performed. Although fast transient behaviour of the monitoring signals is not captured by the SCADA system due to the low sampling rates, the fact that data is already collected can be beneficial, which leads to the great potential of long-term fault diagnosis and prognosis utilising SCADA data [29].

2.4.2 Structural health monitoring

The structural health monitoring system is dedicated to ensuring the wind turbine’s structural components, such as the tower and blades, are in healthy condition. The importance of SHM is obvious, since the structure of the wind turbine provides the integrity of the system. As structural damages are usually a long-term process, the data sampling rate for the SHM system is typically low <5Hz [18]. Methods adopted in SHM are non-destructive, and many manufacturers have built-in sensor networks in the turbine structure for data collection. Commonly used techniques include thermal imaging, acoustic emission and ultrasonic methods [69].
2.4.3 Process of condition monitoring system

The condition monitoring system is aimed to determine the health condition of the wind turbine based on the signals collected continuously from sensors and predict incipient fault, together with fault identification. It has a much higher sampling frequency than SCADA data, which ranges from 1 Hz to 20 kHz [18]. This is because these data are reserved for diagnostic purposes; the transient behaviour of a certain fault can occur in milliseconds, i.e. a generator wind short circuit fault. A low sampling rate will not be able to capture these features, thus not being able to detect the faults accurately. Moreover, Hameed et al. [30, 50] have discussed the benefits of implementing condition monitoring-based maintenance, which has advantages over traditional corrective and preventive maintenance strategies.

The process of a CMS is shown in Figure 2.9. It mainly consists of three steps: data collection, data processing and decision making (diagnosis, prognosis and maintenance scheduling) [31]. To achieve an effective CMS, accurate data collection from sensors and precise diagnostic algorithms are needed. The former requires knowledge in sensors’ characteristics, performance, reliability, selection and optimal placement, while the latter focuses on the actual detection algorithms for individual failure mode, especially for sub-assemblies having higher failure intensity as discussed earlier.

![Figure 2.9 - Process chart of condition monitoring and fault detection system for a wind turbine](image-url)
2.5 Existing techniques for wind turbine condition monitoring

Essentially, condition monitoring is the action of processing information collected from sensors in a suitable format through the transformation or methods of some sort, such that a fault signature can be identified from a normal operation [48]. Typical processing techniques are given in different modes and can be categorised into time, frequency, (TF) Time-Frequency domain analysis and statistical and artificial intelligence techniques.

2.5.1 Statistical methods

Due to the high number of monitoring points and the size of the signals, it is highly common to use a statistical tool in WT fault detection. Based on the historical data of the WT, fault features or patterns are extracted from data to establish models for future FD. Several techniques have been adopted by researchers, including probabilistic models such as the Bayesian network [42] and estimation models such as maximum likelihood [43]. Clustering and classification based on statistical variances [33] and information entropy [44] have all been adopted by researchers. Moreover, the statistical process control method from quality control is also commonly used in wind turbine applications. Detailed applications of these techniques are discussed in later sections.

2.5.2 Time domain analysis

It might be advantageous to see the physical variation and transient change in time, where fault features may be obvious. Most of the descriptive statistic methods are carried out in time domain, such as the mean, median, maximum, standard deviation and skewness and kurtosis, which are high order statistics. Another technique commonly used in time domain is trend analysis [32]; it includes a synchronous average where the mean values of the subset of original data at a predefined window are calculated.

\[
\tilde{s}(t) = \frac{1}{N} \sum_{n=0}^{N-1} s(t + nT), 0 \leq t \leq T
\]

(2-7)

Where \( \tilde{s}(t) \) is the result signal, \( N \) is the number of samples within the selected averaging period \( T \), and \( s \) is the original time series data. The method is aimed to reduce noise level and effectively disclose a signal of interest. An extension of this
approach includes an autoregressive moving average. The method fits the original time series data to a parametric model where features can be extracted. Moreover, other methods such as correlation analysis [33] and principal component analysis (the focus of this thesis) are all based on time domain data.

### 2.5.3 Frequency domain analysis

In contrast, spectral analysis reveals the variation of signals with respect to frequency. It is helpful in the identification and separation of frequency components that are relevant. However, it usually requires an additional transformation from time domain data. The most common and conventional transformation is the fast Fourier transform (FFT) [34-36]. It is not unusual for information in a frequency domain signal to be contained more saliently than in a time domain. Moreover, high order spectral analysis not only considers frequency variation of the signal but also includes the phase information of the harmonic components and therefore improves the signal to noise ratio [37, 38]. Methods such as bispectrum analysis are also often found in the application of wind turbine condition monitoring.

### 2.5.4 Time-frequency domain analysis

Signals from wind turbines are considered as highly dynamic and non-stationary due to the variable load and speed. This limits the application of frequency domain techniques such as Fourier transform due to the fact that it is assumed for infinite length or periodic signals. Also, localisation in the time domain is not possible. Time-frequency domain analysis resolves this issue. Instead of representing the signal in one-dimension, signals are visualised in a two-dimensional plane with respect to both time and frequency. Common time-frequency transforms include STFT (short-time Fourier transform), wavelet analysis and HHT (Hilbert-Huang transform) [39-41].

### 2.5.5 Artificial intelligence methods

Implementations of artificial intelligence-methods in WT FD have also shown increasing trend. It is aimed to solve the problem by introducing human reasoning or mimicking the functionality of the human brain. Thus, solving problems which are non-parametric and non-linear is possible, as in ANN
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(artificial neural network) [45]. Also, it is possible to realise continuous monitoring and make accurate decisions utilising the expert system [46]. Moreover, fuzzy logic allows the system to make judgements beyond the binary right or wrong [47].

### 2.5.6 Application of condition monitoring techniques in wind turbine

Based on the techniques described earlier, researchers have developed many fault detection algorithms during the recent decades. These methodologies usually adopt multiple techniques or a combination of these techniques to achieve their target for different failure modes. In later sections, common methodologies employed in developing CMS for wind turbine applications are described. The review is carried out based on the turbine’s taxonomy described earlier, and it is focused on components that have high failure rates.

#### 2.5.6.1 Generator

A thorough review on the condition monitoring of rotating machines has been given in the reference [24]. Different types of monitoring techniques are revised, including temperature, chemical, vibration, electrical and artificial intelligence. Each of these techniques is implemented to different failure modes and mechanisms, including ageing due to temperature, electricity, mechanical forces and environmental factors; insulation failures, stator and rotor windings failures; and mechanical failures concerning the bearing and cooling system. However, due to the non-stationary and stochastic behaviour of wind, only some aspects of these techniques can be adopted and modified for wind turbine application.

It has been found that major failures of wind turbine generators are related to the stator, rotor and bearing with percentages of 38%, 10% and 40%, respectively [34]. Then, the stator unbalance, rotor unbalance and turn to turn fault of a wind turbine with a DFIG configuration are studied. The CSA (current signature analysis) of time domain data was used to extract the trend change of the current amplitude. Thereafter, FFT was applied to identify components that are related to the faults under investigation. Data collected from the experimental platform were used to validate the proposed methods. Results showed the unbalance of the stator and rotor and turn-to-turn fault can be identified by the line current.
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Watson [55] used a wavelet and CSA to detect a generator fault from an instantaneous power signal. It was concluded by the author that the rotor eccentricity in DFIG can be identified by the component from a wavelet at twice the slip frequency divided by pole pairs. This rotor eccentricity is mostly caused by bearing wear; hence, it can be used as a measure for bearing fault prediction. The reason for using a wavelet over traditional FFT is that the variable frequency characteristic of DFIG makes FFT infeasible in tracking the measure proposed. Moreover, literature [39] also presented the application of a wavelet to detect the short winding faults of a synchronous machine. The author proved there is a relationship between a short coil and the ratio of mechanical speed to reactance. Furthermore, short winding and rotor mass unbalance are investigated by Wilkinson [56]. The short time power spectral density method was applied to the mechanical rotational speed to detect faults. Finally, Saidi [37] proposed the application of higher order spectral techniques to detect the broken-bar faults of induction machines. Results have shown the method can effectively distinguish between normal and faulty conditions. Further analysis of the robustness of the proposed techniques was carried out through independent Monte-Carlo experiments by the author.

Apart from CSA and spectrum methods, Bennouna [57-59] has developed model dependent approaches for determining physical anomalies in generators. The data reconciliation concept is adopted to estimate the stator/rotor current and voltage in the $dq0$ axes. The errors between estimation and actual measurement are calculated dynamically. Based on the error and classical threshold test, an abnormality can be identified. Both linear and nonlinear systems are considered, which allows the application of the method to variable speed wind turbines. Finally, despite the ability of fault detection, this technique was capable of determining signal signatures relating to the load as well.

The information entropy-based method was proposed for the fault detection of a generator unbalanced mass [44]. The information entropy is the measure of randomness of a signal. The frequency spectra of WT signals during the development of fault generally produce the growth of characteristic frequencies relating to fault, increase the number of harmonics and create a more substantial
noise. These changes of the frequency spectra will result in the changing of its information entropy. Yang [44] has implemented this concept to test the unbalance of a generator shaft. Results show a clear relationship between a fault and its severity with information entropy.

In addition, the application of artificial intelligence methods in fault detection is proposed by [60]. The author established a data driven fuzzy model for the wind turbine fault diagnosis system. By employing the Takagi-Sugeno model, unbiased parameters of the model are estimated based on errors in the variable identification strategy. The author then applied clusters of rules to determine the output from parameterised functions (estimators). For different rules, only the parameters are changed. The signals used to create the model are selected based on measures from FMEA of failure modes. Different strategies of using banks of fuzzy estimators are also proposed, including multiple inputs and multiple outputs, and multiple inputs and a single output. Thereafter, threshold logic is used according to the residual mean and standard deviation. Data is sampled from a simulated wind turbine benchmark at 100 Hz. Several pitch faults are considered, such as the fixed pitch angle or scaling error. The proposed method is then compared with several other methods, including the Gaussian kernel and estimation-based solution, up-down counters, the combined observer, the Kalman filter and the general fault model. The measures used to compare methods are the false alarm rate, the missed fault rate, the true detection/isolation rate and the mean detection isolation delay. Results show that the technique is adequate for non-linear, non-stationary FD of a wind turbine. Moreover, the simplified fuzzy model is good for an online monitoring application. However, only simulation data is used in the validation. Moreover, Cross [61] has also proposed the state dependent and neural network model for the generator fault detection of wind turbines using SCADA data. The fuzzy inference threshold method is then proposed for identifying faults at three different warning levels in ascending order. Results have shown that an incipient level 1 warning is successfully detected 20 hours ahead [61].
2.5.6.2 Power electronics converter

Bin Lu carried out an in-depth review of fault detection and protection methods for general use of the IGBT power inverters [63]. He investigated a gate drive open circuit fault, a transistor short circuit fault and a gate misfiring. Out of the three faults, the misfiring fault had the fewest immediate consequences, but it was determined that it could damage the inverter in the long term, hence causing catastrophic failure. In regard to the transistor short circuit fault, it will lead to IGBT rupture, which is caused by an inaccurate gate voltage or component intrinsic failure. The gate drive open circuit fault is induced by wire de-bonding due to fast thermal change. A study that compared the multiple detection techniques was also carried out, which included the use of Park’s Vector in identifying a gate drive open circuit, where the fault is related to the magnitude and shape of the space vector trajectory calculated from the current in the dq0 axes. Notably, there is a change of the virtual capacitance in IGBT under a faulty condition, which in turn affects the gate voltage, and the transistor short circuit fault can be detected by monitoring the gate voltage. However, complex protection circuitry is needed, as is the use of a pattern recognition method for identifying a misfiring fault through a set of fuzzy rules. Again, some of the methods reviewed by Lu may not be applicable for wind turbine power converters due to the non-stationary and stochastic behaviour of the wind.

Moreover, the application of fault detection in wind turbine power electronics can be found in [64-68]. Ko et al. [64, 65] carried out a faulty switching detection of three-parallel voltage-source converter for wind turbine. The authors utilised three phase current vector patterns to capture features in a dq-reference frame. A fuzzy logic-based threshold is set for identifying an abnormality. Open fault switching and short fault switching are studied. The former can induce noise and vibration in the system, and the latter can cause an over-current and the demagnetisation of a synchronous generator. The method is beneficial as no additional sensors or excessive computation is needed. Further studies of the detection of simultaneous faulty switching were carried out. A neural network was adopted to recognise and classify these patterns. The authors also proposed fault tolerant procedures by introducing additional triacs to isolate the faulty
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switch device, hence reducing the system structure and corresponding power rating until the fault is fixed.

As described in earlier sections, power converters for a PMSG wind turbine with a synchronous generator generally have a full power rating. However, in the case of a DFIG system, the converter only handles a portion of the rated power. Additionally, because the converter is bi-directional, the fault behaviour and detection may be different from PMSG. You et al. [66] have investigated short circuits due to high voltage drops and heat dissipation when operating at a full rating for converters in DFIG. The possible operation conditions from the generator side of the converter proved to be normal, mono-tube short circuit, mono-tube turnoff, crossover short circuit, crossover turnoff, paracentric short circuit, ipsilateral full short circuit and ipsilateral full turn off. The actual fault can be any combination or permutation of these intrinsic conditions. The authors found that each of these faults distorted the phase voltage differently. With the use of a self-organising feature map neural network, which is a type of NN model with unsupervised learning, all the fault patterns are learnt and then applied to recognise and classify the faults. The method needs no supervision and is capable of self-learning. Even with the presence of noise, results showed a 98% correct fault recognition rate. The method is adaptive and able to expand its knowledge by adding a new fault pattern at any time. Similarly, the detection of a converter fault based on a neural network using the converter output voltage waveform is conducted in reference [67]. Authors carried out detection using spectrum magnitude, harmonics of the voltage signal and the phase angle harmonics in the direct-axis reference frame. Finally, Duan et al. [68] proposed a sample-based detection method for an open circuit fault based on voltage and current signals. He utilised the phenomenon that occurs during the open-circuit, when the free-wheeling diodes will suppress the phase current and force it to zero. With an appropriate threshold setting, the number of samples of the measurements at normal and faulty conditions is different.

2.5.6.3 Gearbox and bearing

Turbine’s gearbox and bearing has the highest downtime due to the complexity of repair work needed. Researchers have proposed FD algorithms to predict an
early warning for it, with different types of measurement and processing techniques having been adopted. The spectrum analysis of vibrational data is most commonly used. In literature [33], Zhang et al. analysed gearbox faults using jerk data from multiple accelerometers installed at different locations on an experimental testing platform. Correlation analysis is used to establish a baseline comparing data from normal and faulty operations at different speeds and torque settings in order to demonstrate the existence of faults. The authors further studied this phenomena using clustering, where data is categorised into groups with respect to speed. The Euclidian distance between these clusters can indicate any presence of failure within a gearbox. The same method is applied to the power spectrum of the vibration data, and similar results are obtained. In both cases, damages at the high-speed stage of the gearbox were identified. A data driven model was further established by using seven statistical methods, including Neural Networks (NN), Neural Network Ensemble (NNE), Boosting Tree Regression (BTR), Random Forest Regression, Classification and Regression Tree, Support Vector Machine and K Nearest Neighbor. Statistical control charts are used to detect the faults. The model is used to monitor vibration excitement on the high speed side of a gearbox. BTR yields the best accuracy and performance. The severity of the vibration is quantified, and control charts are implemented to identify abnormality. However, there was some inaccuracy because environmental factors were not considered.

The gear eccentricity of a gearbox with a synchronous generator was studied in [39]. Yang et al. used a wavelet-based technique; a thresholding wavelet coefficient was developed in order to reduce noise. Two thresholding approaches are proposed in the literature. Based on the data collected from an experimental test rig, the low-frequency amplitude of the modulated vibration signal was obtained. The modulated signal has a period of approximately 0.3s. The author demonstrated this phenomenon is related to gear-eccentricity. Moreover, the diagnosis of mechanical faults from electrical properties is also presented. Both of the wavelet maps of the generator current and gearbox vibration demonstrated a characteristic frequency of 300 Hz. This result is due to the strong linear relationship between the drivetrain torque and generator current.
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Yang et al. [51] presented a gearbox fault diagnosis using the Artificial Neural Network (ANN) with a vibration signal. Wavelet analysis was employed to decompose the vibration signal into levels of interest. Decomposed levels were fed into the BP NN with four identifiable outputs: normal, gentle fault, fault and bad fault. The results showed promising fault detection ability, where with the excellent property of self-learning, adaptive and non-linearity of the methodology, it can have wider applications. Moreover, Huang et al. [52] also investigated the application of wavelet neural networks of a gearbox fault based on vibration signals. Furthermore, a statistical tool such as the Maximum Likelihood Estimation (MLE)-based fault detection of a gearbox using vibration data was carried out in [43]. Amplitude demodulation was used to remove the white noise from the signal, where the parameters were estimated by MLE. The method was tested with real bearing signals with an outer race fault at 12 kHz. It demonstrated that the method can reveal characteristic frequency and associated harmonics of the signal by adjusting the signal to a noise ratio, thus identifying the failure.

Other measurements such as temperature and acoustic waves are also considered in a gearbox fault diagnosis. Guo et al. [32] proposed a method of using Auto-associative Kernel Regression (AAKR) to build a normal operational model of gearbox temperature and then compare it to an actual fault, which requires the construction of a memory matrix. The moving window statistical method was adopted to identify the residual’s mean and standard deviation as a measure of the performance. Power, wind speed, ambient temperature, gearbox temperature and one time delay of the gearbox temperature from SCADA data were used to build, validate and test the model, and the testing of faulty data was obtained through simulation. A threshold is defined as acting as a limit in determining a fault. Results show the model is capable of identifying rises in temperature and confirmed the SCADA alarm log. The author further commented that the method can be sensitive to the selection of the memory matrix, window size and the implementation of this concept to other sub-systems. Moreover, Acoustic Emission (AE) sensing is also used in gearbox fault detection. It is the measure of surface stress waves due to friction of the component surface. Lekou et al. [53] used AE in conjunction with vibration, temperature and rotational
speed to detect gearbox fault. However, a high sampling rate is necessary for an AE sensor to be effective. Thus, it can increase the cost of a condition monitoring system.

Finally, there is also research on utilising an expert system in the gearbox fault diagnosis. The SIMAP (Intelligent System for Predictive Maintenance) expert system was developed to perform online gearbox fault diagnosis and prognosis and to achieve optimum maintenance scheduling in reference [46]. It uses the gearbox bearing temperature, the gearbox oil temperature and the digital state of a cooler fan speed to continuously monitor the health condition of the gearbox. A prediction ANN model was established using normal operating data. This particular model is used to estimate the gearbox main bearing temperature, the thermal difference and the cooling oil temperature, and compares these elements to the online measurements, hence achieving fault detection. Expert fuzzy logic rules are adopted to perform a diagnostic test of the faults, i.e. if the gearbox main bearing temperature and thermal difference are all high and the cooling oil temperature is normal, then failure in the gearbox main bearing is certain. A further knowledge base was developed in order to accomplish CM-based maintenance scheduling. The performance of the autonomous maintenance scheduling was assessed by the change of health conditions before and after the maintenance. Moreover, Yang et al. [54] also used the expert system for identifying gearbox faults, such as a shaft fault and a bearing fault, based on a fault tree analysis in accordance to the physical structure of the gearbox. Fault tree analysis is a systematic top-down technique for identifying an undesirable state of a system using Boolean logic, and it is used in the development of a root cause analysis. Based on the fault tree model of the gearbox, a qualitative analysis of the basic events is carried out to obtain the diagnostic knowledge base for the expert system.

2.5.6.4 Rotor blades and others

Ciang et al. [69] conducted a review of the common techniques used in structural health monitoring of a wind turbine system. Methods in identifying failures from the turbine rotor, blade and tower were explained, and included the acoustic emission method, the thermal imaging method, the ultrasonic method, the
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modal-based method, the fibre optics method, the laser Doppler vibrometer method, the strain memory alloy method, the x-radioscopy method and the eddy current method. A summary of the strength and weakness of each method was given. However, detection algorithms are required for these techniques to function, and different methodologies have been proposed by researchers as will be discussed in the following sections.

Rumsey et al. [71] presented a fault detection of turbine blades through experiments. A 9 metre glass-epoxy and a carbon-epoxy blade were used in a fatigue test with a cyclic load at 1.2 Hz. During 700k cycles, incipient damage started, where a fine gel coating crack was found on the high pressure side. The damage continued until a visible crack near the mid-point on the high pressure side parallel to the chord axis was found at 2.5 million cycles. During the testing, several non-destructive detection techniques were implemented and monitored the blade. These techniques included a spectrum analysis of acoustic emission signals (proposed by the author), the NASA wave propagation-based method using fibre optic sensors and a modal analysis of blade deflection measured from a tri-axial accelerometer. Results showed that the spectrum analysis of acoustic emission signals installed near a crack has a clear increase of its acoustic energy from 0.01 MeV/cycle (no fault) up to 30 MeV/cycle (peak damage), which indicates the building up of fatigue damage. Moreover, a trend representing the deterioration of the blade was also found by the two other methods. However, results also suggested that these two methods can be sensitive to several factors. First, the locations of the sensors installed have a great impact on the detection accuracy. Second, it was demonstrated that the variation in ambient temperature would have a direct impact on the blade dynamic, such as the modal analysis of blade deflection. Thirdly, the presence of high noise in the measurements might affect the results.

The identification of blade imbalance through bi-spectrum and bi-coherence can be found in reference [38]. The bi-spectrum shows the third order cumulant sequence of the original time series data, which can also reveal the phase coupling between frequency components. The author has implemented the method and successfully identified blade imbalance fault using blade tip
acceleration and power output signals. Moreover, time-frequency domain analysis is commonly adopted in blade fault detection. A wavelet-based fault detection for turbine blades can be found in [70]. The author proposed the use of the Meyer function as the base function for wavelet analysis. The symmetrical and orthogonal properties of the Meyer function enhance the computational speed of the wavelet analysis. This method is validated through several different scenarios such as normal operation, changing the sensor's location and a damaged blade. Through a 2-D grey scale of the time-frequency domain representation, the damage of the blade can be identified. However, the author did not offer a detailed discussion of the types of faults and types of signals that were used in his study. Furthermore, in [41], blade imbalance, misalignment and inner race bearing fault were identified through the Hilbert-Huang transform, which is another time-frequency transformation method. The author first incorporated a phase loop lock to estimate the angular speed of the shaft from the stator current. This is beneficial as a low number of input signals are needed and reduce the signal-to-noise ratio. He then transformed the estimated angular speed into a time-frequency domain using HHT. The sum of amplitudes that transformed signals at a specific frequency is used to predict a fault and its severity. Since HHT is designed for non-linear and non-stationary signals, it makes it the perfect solution in wind turbine application.

Apart from fault detection algorithms targeting a specific failure mode, there are many researches in the diagnosis of wind turbine from a system level. With the aid of artificial intelligence, it is possible to achieve an autonomous condition monitoring and fault detection system. In [45], the author has adopted and compared several techniques in fault detection and identification at the system level, including ANN (Artificial Neural Network), a standard classification and regression tree, a boosting tree algorithm and a support vector machine. SCADA data is used for validating the proposed algorithms, and information about turbine failures came from the alarm and event log from SCADA data and the S curve. For fault detection and identification, three levels of prediction are proposed: determination if a fault is present, then the categorisation of fault severity and fault identification and, finally, actual predictions that are made with 5-60 min ahead. Three measures are used to validate the results: accuracy
(number of correct prediction/total number of fault), sensitivity (number of correct prediction/number of fault) and specification (number of correct prediction of normal/total number of normal). The results showed that the standard classification and regression tree method has the best performance and is used as main prediction algorithm with industrial SCADA data.

A study of fault diagnosis of wind turbine gearbox lubrication and cooling system is carried out in [72]. The author has implemented the Lating nestling method (petri nets), which is a mathematical graphical modelling language that describes discrete events, characterising behaviour and interactions between sub processes. Based on this graphical model, rule bases are established to identify faults through a series of processes, sub-processes, events and locations. Measurements from sensors are used to determine the state of the system. Finally, individual and combination failure modes can be determined from the model. The author created the model and proved faults can be identified but did not discuss the validation process with data from a wind turbine in detail.

A model-based solution using qualitative physics is proposed by Echavarria et al. [73]. It determines the system’s behaviour through qualitative characteristics of the physical system in time and quantifies this change. The behaviour is determined through physical phenomenon, system status and physical laws. Once the healthy model is established, any variation in the model indicates abnormality. Unlike other methods, historical data is needed, and this method is able to predict fault without the need of knowing it first. Moreover, sensor faults should also be able to be identified though this method. According to the author, for this method, minimal information is needed for the reasoning process, and no complex system of equations needs to be solved. The model is reusable, and robust. However, one major drawback is that it is time consuming to build the model, especially a comprehensive model representing a real wind turbine.

### 2.6 Instrumentation for condition monitoring system

Despite the fault detection algorithms reviewed in previous sections, data is the basis in realising a wind turbine condition monitoring system; therefore, data collection is an essential step. As shown in Figure 2.8, data collection consists of
the physical installation of sensors and digitises the analogue sensor outputs using an analogue-to-digital converter. The latter is a topic beyond this dissertation. There are three main issues regarding the physical sensors, which may have a great impact on the turbine condition monitoring and fault detection. These are sensor placement, sensor reliability and sensor/variable selection.

The physical placement of sensors has a direct effect on the data it collects, especially if the measurement is dedicated to a specific purpose. Information entropy, Fisher’s information and mutual information are the common techniques adopted in the optimal sensor placement on structures [74]. Moreover, Kincaid et al. [75] proposed an experimental design method for solving sensor and actuator locations for complex truss structures built at the NASA-Langley Research Centre through a discrete D-optimal design method.

Sensor reliability may be different for the same measurement. Factors such as environmental conditions, manufacturing errors and meteorological conditions can all affect the performance of the sensors. Rogova and Nimier have classified the reliability of sensors into three categories, the first being the physical characteristics such as the resolution, linearity and accuracy of the sensors, which are determined by the physical design, the material used and the manufacturing process. The second category is the reliability of the time domain waveform measurement, where the data collected can be directly evaluated with the desired or expected value, e.g. temperature and pressure. The third category involves the reliability of high dimensional measurements such as thermal imaging, which is usually used for pattern recognition and classification problems [76]. Both Elouedi et al. [77] and Guo et al. [78] have carried out reliability studies of sensors in classification problems based on the belief function from evidence theory. A comparison of the discounting factor as a measure for sensor reliability was performed, where the discounting factor is a coefficient that weights the belief function between the trustworthy sensor and the unreliable sensor.

For a complex system with a large sensor network, it has theoretically been proven that multisensory data fusion should improve the performance in aspects such as classification and recognition [76]. However, this is true only when the
optimal set of measurements, which are related to the problem in hand, is obtained. There are many researches on optimal sensor selection for different applications. Commonly adopted methods have included information entropy and Fisher’s information-based method. The application of the optimal selection for target localisation can be found in [79-81]; [82] has shown the application of information-based selection in sensor network managements. In addition, a model-based sensor selection strategy for health monitoring systems targeting to particular fault condition or diagnosis can be found in [83]. Finally, Hovland et al. [84] have suggested a stochastic dynamic programming method for solving the sensor selection of robotic systems in real time, where it is aimed to obtain a set of sensors dynamically which provides high quality and reliable measurements for a robotic controller. Unfortunately, there are limited researches on the optimal sensor selection for a wind turbine’s condition monitoring system.

2.7 Summary and discussion

In this chapter, different wind turbines’ architectures and their subsystems have been reviewed. The corresponding common failure modes and consequences have also been discussed. Additionally, the review covered the importance of reliability for a wind turbine system and the possible solutions for improving turbine reliability. The chapter then focused on the existing condition monitoring techniques and specifically addressed the components/subsystems that have the highest failure rate, as concluded earlier. Finally, the importance of reliable and accurate measurements for a condition monitoring system was discussed. The review has shown a substantial amount of literature on sensor selection in other applications. However, there are limited researches pertaining to variable selection for a wind turbine condition monitoring system; therefore, it is necessary to develop variable selection techniques for wind turbine condition monitoring and fault detection applications. In the next chapter, wind turbine modelling and simulation are presented.
Chapter 3.  Simulation of wind turbine system under healthy and faulty conditions

This chapter describes the mathematical modelling and simulation of a wind turbine system. It begins with a mathematical analysis of a wind turbine system with a PMSG (permanent magnetic synchronous generator) and DFIG (doubly fed induction generator). Thereafter, simulation models of the respective turbine system are created in PSCAD/EMTDC and the results of the model under various normal operation conditions are discussed. Finally, simulations of the wind turbine under abnormal conditions are performed, where the AC-DC-AC converter DC-link capacitor ageing fault and grid line-ground short fault are studied.
3.1 Wind turbine modelling [85, 86]

The main objective in building a wind turbine simulation model is to acquire relevant data of the turbine under different operation conditions, which can be used to validate the proposed algorithms in later chapters. Moreover, the process provides a thorough understanding of a wind turbine’s dynamic behaviour. The two most commonly used wind turbine designs are studied and simulated: a variable speed wind turbine with a PMSG (permanent magnetic synchronised generator) and pitch control, and a variable speed wind turbine with a DFIG (double fed induction generator).

3.1.1 Wind turbine with permanent magnet synchronous generator [97-100]

The subsystems of a PMSG wind turbine model are shown in Figure 3.1. The turbine mainly consists of the turbine rotor model, which includes: the wind turbine model, the speed and pitch controller, the mechanical drive train model, the permanent magnet synchronised generator model, the back-to-back power electronic converter model and controller and the electrical grid network model. Each model is discussed in detail in the following sections.

\[ KE = \frac{1}{2} mu^2 = \frac{1}{2} \rho Axu^2 \]  

(3-1)
where \( m \) is the mass of the air, \( \rho \) is the density of air, \( A \) is the cross-sectional area and \( x \) is the width of this unit of air. The actual power within this unit of air can then be determined by finding the derivative of the kinetic energy with respect to time:

\[
P_w = \frac{1}{2} \rho A u^3
\]  

This equation calculates the actual power within the wind that can be extracted. However, in reality, only a portion of this power can be extracted due to the physical presence of the wind turbine and the aerodynamic performance of the turbine blades. Betz has developed an actuator disk model which represents the ideal turbine rotor, as shown in Figure 3.2 [7, 85].

In Figure 3.2, a free stream with an incoming wind speed of \( u \) is going through an actuator disk (turbine rotor) with a radius of \( r \). The wind speed after the turbine rotor (downstream speed) is \( v \), and the pressure of the wind at upstream and downstream is \( p_u \) and \( p_d \), respectively. Based on the linear momentum theory and Bernoulli equation, Betz has been able to show that the power that can be extracted from the actuator disk is:

\[
P_w = \frac{1}{2} C_p \rho A u^3
\]
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\[ C_p = 4a(1-a)^2 \]  \hspace{1cm} (3-4)

\[ a = \frac{u-v}{u} \]  \hspace{1cm} (3-5)

where \( C_p \) is known as the power coefficient, and \( a \) is the axial induction factor.

Betz has also proven that the maximum value of \( C_p \) is 0.593, which means that when the aerodynamic of the rotor blades is disregarded, only 59.3% of the power in the wind can be extracted.

The previous model is a linear representation of the ideal turbine. In reality, the rotation of the rotor blades will create angular momentum, which in turn will induce a rotational flow after the rotor in the opposite direction. This process is known as the wake rotation. It has been proven by researchers that the presence of wake rotation will reduce the efficiency of energy extraction. Based on the actuator disk model and inclusive of the wake rotation, the power coefficient is:

\[ C_p = \frac{8}{\lambda} \int_0^\lambda a'(1-a)\lambda_r^3 d\lambda_r \]  \hspace{1cm} (3-6)

\[ \lambda = \frac{\Omega R}{u} \]  \hspace{1cm} (3-7)

\[ \lambda_r^2 = \frac{\Omega^2 r^2}{u^2} = \frac{a(1-a)}{a'(1+a)} \]  \hspace{1cm} (3-8)

where \( \lambda \) is the tip speed ratio, \( \Omega \) is the angular speed of turbine rotor, \( R \) is the radius of the rotor and \( \lambda_r \) is the local speed ratio at radius \( r \). It is also a function of axial induction factor \( a \) and angular induction factor \( a' \). After solving the above integral, the maximum power coefficient can be found [86]:

\[ C_{p,m} = \frac{8}{729\lambda^2} \left\{ \frac{64}{5}x^5 + 72x^4 + 124x^3 + 38x^2 - 63x - 12[\ln x] - 4x^{-1} \right\}^{x=0.25}_{x=(1-3a_2)} \]  \hspace{1cm} (3-9)

where, \( x \) is the substitution of \((1-3a_2)\) and \( a_2 \) is the upper limit of the axial induction factor when \( \lambda_r = \lambda \). It can be seen in Figure 3.3 that the theoretical maximum \( C_p \) increases as the tip speed ratio \( \lambda \) becomes larger, though it will never exceed the Betz limit.
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Figure 3.3 - Theoretical power coefficient curve with and without wake rotation

The above analysis covers the maximum conditions of power available in the wind stream for a turbine to extract. The actual extraction is dependent on the aerodynamic characteristic of the blades and the blades’ geometry. There is an entire area of study dedicated to the design and selection of turbine blades, though it is beyond the focus of this dissertation. However, the basic theory behind it will be laid out for simulation purposes. Figure 3.4 shows the cross-sectional view of a blade aerofoil with parameters that are relevant in the analysis.

Figure 3.4 - Blade geometry and parameters of a horizontal axis wind turbine
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In Figure 3.4, a stream of air flows over the aerofoil $u_{rel}$ at an angle $\varphi$, known as the angle of relative wind, which is the sum of the section pitch angle $\theta_p$ (consists of the blade pitch angle $\beta$ and the section twist angle $\theta$) and the angle of attack $\alpha$. This air flow creates a different pressure distribution across the top and bottom surfaces. These pressures and frictional force will resolve into lifting force $F_L (dF_L$ in Figure 3.4 is the incremental lift force, which is used in a later analysis), drag force, $F_D (dF_D)$ and pitching moment $M$ acting along the chord line $c$, which is the dotted line connecting the leading edge and the trailing edge of the aerofoil. It is common in an analysis to use coefficients to represent the relationships between these forces and the fluid flow conditions. The corresponding coefficients for the two forces $C_L$ and $C_D$ and the moments $C_M$ are:

$$C_L = \frac{F_L}{\frac{1}{2} \rho cl u^2}$$  \hspace{1cm} (3-10)

$$C_D = \frac{F_D}{\frac{1}{2} \rho cl u^2}$$  \hspace{1cm} (3-11)

$$C_M = \frac{M}{\frac{1}{2} \rho c^2 l u^2}$$  \hspace{1cm} (3-12)

where $\rho$ is the air density, $c$ is the chord length, $l$ is the aerofoil span (width) and $u$ is the wind speed. The lifting and drag forces are always perpendicular and parallel to the relative wind speed, respectively. The relative wind speed is the vector sum of the wind speed at the rotor, $u(1-a)$ and the wind speed due to rotor rotation, $r\Omega(1+a')$, where $\Omega$ is the angular speed of the rotor. The lifting and drag forces can then be resolved into the normal $F_N (dF_N)$ and tangential forces $F_T (dF_T)$, which contributes to the thrust and torque generated from the aerofoil.

During the analysis of the blade with the length of $R$, it is common to divide the blade into $N$ elements, where each has an incremental length of $dr$, as shown in Figure 3.5, known as the blade element theory. Based on the parameters defined in Figure 3.4, the following relationships can be obtained:

$$\tan \varphi = \frac{u(1-a)}{\Omega r(1+a') \lambda_r} = \frac{(1-a)}{(1+a')\lambda_r}$$  \hspace{1cm} (3-13)

$$u_{rel} = \frac{u(1-a)}{\sin \varphi}$$  \hspace{1cm} (3-14)
For a rotor with $B$ number of blades, the corresponding total normal force on the section and the differential torque due to tangential force with distance $r$ from the centre are:

\begin{align}
  dF_N &= \frac{1}{2} B \rho u_{rel}^2 (C_L \cos \varphi + C_D \sin \varphi) cd r \\
  dQ &= \frac{1}{2} B \rho u_{rel}^2 (C_L \sin \varphi - C_D \cos \varphi) cd r
\end{align}

Based on the linear momentum theory, the differential trust $dT$ and differential torque $dQ$ as a function of axial and angular induction factors are:

\begin{align}
  dT &= 4a (1 - a) \rho \pi r u^2 dr \\
  dQ &= 4a' (1 - a) \rho \pi r^3 u \Omega dr
\end{align}
With the four equations from momentum and blade element theories, it is possible to determine the parameters of the flow conditions with some assumptions. There are two main methods used: one is a graphical method determining the lifting coefficient and axial induction factors [87]; the other is an iterative method solving for axial and angular induction factors [88]. With the flow conditions, the power coefficient can then be calculated by:

$$C_p = \frac{8}{\lambda^2} \int_{\lambda_h}^{\lambda} \left[ 1 - \left( \frac{C_D}{C_L} \right) \cot \phi \right] a' (1 - a) \lambda_r^3 d\lambda_r$$  \hspace{1cm} (3-23)

where, $\lambda_h$ is the local tip speed ratio at the centre of the rotor and $\lambda_r$ is the local tip speed ratio at distance $r$ from the centre. As it can be seen, the power coefficient is now a function of both the tip speed ratio and the pitch angle $\beta$ ($\beta = \phi - \alpha - \theta$). In the simulation model, equation (3-3) is used to calculate the actual power extracted with the power coefficient at different tip speed ratios and pitch angles.

### 3.1.1.2 Speed and power control

Based on equations (3-3) and (3-23), the power extraction rate is dependent on the tip speed ratio, which is a function of wind speed, rotor rotational speed and the pitch angle. By controlling these parameters, the power extraction efficiency can be optimised.

Speed control in this context refers to the turbine’s ability to operate at a range of wind speed. Initially, wind turbines are designed and operated at a fixed wind speed. This implies a disregard of the wind speed; the rotational speed of a turbine rotor is dependent on the gearbox specification, grid supply frequency and generator characteristics. Such a design has the main drawback of a low efficiency of power extraction, as the power coefficient of the turbine blades is designed optimally at a fixed speed. Moreover, the fixed speed wind turbine lacks power quality control and induces high mechanical stresses to the components.

The PMSG wind turbine is normally of variable speeds. This is realised by the presence of a full scaled power converter, such that the fast wind fluctuation is absorbed by the power converter and maintains a stable output that meets the grid requirement through appropriate control algorithm. In this case, the turbine
blade can be designed to have maximum power efficiency over a range of wind speed, where pitch angle control can be integrated. Compared to the fixed wind speed turbine, variable speed control provides a higher power capture rate and reduces the high mechanical stresses due to wind fluctuation. Moreover, the power converter allows the system to improve the quality of the electricity generated. An obvious disadvantage of variable speed turbines concerns the additional losses due to power converters. However, the improvement of the power capture rate can easily compensate for this loss and results in an overall efficiency enhancement [86]. Moreover, as more components are needed for this design, the capital cost and reliability issues increase.

The power extraction can also be optimised by controlling the aerodynamic behaviour of turbine blades. The relationship of wind speed and power output can show the power extraction efficiency with different control strategies as in Figure 3.6. According to the blade characteristics and the natural distribution of wind speed, there are three main stages that are critical for a wind turbine. First is the cut-in speed, which is the minimal wind speed required for the turbine rotor to have a sufficient torque to rotate. No power is generated below this speed, which is typically around 3-4 m/s. Second, with increasing wind speed until the rated speed, the turbine power increases up to the rated speed with designed behaviour. This is the normal operational zone for the turbine. Finally, the cut-out speed is where the turbine stops generating power due to the high forces, which may post as a risk in terms of damaging the turbine structure. As can be observed in the Figure 3.6, different control strategies will result in a different power curve.

In Figure 3.6, the first thing to notice is the difference between the fixed and variable speeds during a normal operation zone. For the fixed speed, the power extraction is optimal at a single speed; for variable speed, this is optimised for a range of wind speed. Moreover, by utilising dynamic pitch control, the power generation above the rated speed can be optimised. In contrast, with stall control, the power extraction will start to decrease due to the increase of turbulence and cause the turbine to stall, such as the curves with fixed pitch in Figure 3.6. This
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behaviour is dependent on the inherent aerodynamic characteristics of the turbine blade during the design.

![Wind turbine power curve characteristics under different conditions](image)

Figure 3.6 - Wind turbine power curve characteristics under different conditions

In the simulation of a PMSG wind turbine, a dynamic (active) pitch control strategy is adopted. The controller block diagram is shown in Figure 3.7. The controller consists of two parts: the generation of reference pitch angle and the pitch actuator model. There are two modes of reference pitch angle, which depend on the actual power $P_g$. The selector outputs the reference pitch angle $\beta_{\text{ref}}$ to be 0 when the actual power is lower than the reference power (rated power) $P_{\text{ref}}$. On the contrary, when the actual power is greater than the reference power, the $\beta_{\text{ref}}$ is obtained from the proportion-integral (PI) controller based on the difference of actual power and reference power, $P_{g,\text{err}}$. Because the sensitivity of the torque is minimal in relation to the pitch angle at the rated power, a gain scheduling block is used to compensate for the higher controller gain required [89, 90]. Moreover, the reference pitch angle is passed to the actuator model and limited between 0 and 25°. The final output pitch angle $\beta$ is fed into the aerodynamic model as shown in Figure 3.1.

### 3.1.1.3 Drive train model

A wind turbine drive train model mainly consists of blades and a pitching mechanism, a rotor hub and a rotor shaft that act as the main coupling component between the rotor and the generator, and the gearbox that may be
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included depends on the turbine design. The model represents the dynamical behaviour of these mechanical components in terms of the torque, rotational speed, inertia and other aspects. These mechanical behaviours have a direct influence on the output electrical power, such as the torsional mechanics of components, tower effect and vibration due to wind shear and tower shadow. In terms of the power generation point of view, the latter two behaviours have less of an impact than the torsional mechanics; thereby, the drive train model mainly analyses the torsional dynamics of the components.

![Pitch angle controller block diagram](image)

Figure 3.7 - Pitch angle controller block diagram

The drive train model can be considered as a multi-mass system and as adopting a classical rotational analysis; the dynamic equations can be formulated with the physical parameters of the components. Many different models have been developed in the recent decades. O. Wasynczuk et al. [91] established a 5-mass drive train model of a MOD 2 (HAWT with 2 blades) type wind turbine, where the dynamical behaviour of the turbine under random wind fluctuation with both fixed and variable pitch modes was investigated. Moreover, a 5-mass model of a fixed speed HAWT with three blades was studied by I.P. Girsang et al. [92] from NREL (National Renewable Energy Laboratory). In their model, a detailed dynamic analysis of the multistage gearbox, including a planetary gear set and two parallel gear sets, was carried out. On the contrary, a 3-mass model was presented in [93], where the three masses represent the bending effects of the flexible part of turbine blades, the turbine rotor including the rigid part of the turbine blades, the hub and low speed shaft and the gearbox, high speed shaft and generator. The researchers believe that this flexibility has a substantial impact on the power generation. However, the main issue with such a model is the difficulty of distinguishing between the rigid and flexible parts of the turbine
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blades. It can be seen that each of these models focuses on a different aspect of component dynamics. In their literature, Muyeen et al. [90, 94] determined that a 6-mass drive train model is needed to precisely represent the transient behaviour of a wind turbine system. The model consists of the inertia from each blade, the hub, the gearbox and the generator as shown in Figure 3.8 a). The torque, angular speed and displacement for each component are represented as $T$, $\omega$ and $\theta$ with respective subscription. The elasticity stiffness constant, $K$, and damping factors, $D$, used in the analysis are not shown in the figure. The author further discussed simplified 3-mass and 2-mass models, and it has been concluded that it is sufficient to transform the 6-mass drive train model into a 2-mass model with equivalent parameters as shown in Figure 3.8 b). The simplified 2-mass model is widely used in wind turbine simulation, where the authors from [95-97] have adopted this model to simulate gearless variable speed wind turbines and study the dynamics of a wind turbine system.

![Wind turbine drive train model](image)

Figure 3.8 - Wind turbine drive train model: a) 6-mass drive train model; b) 2-mass drive train model.
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In our simulation, the 2-mass drive train model is implemented. As shown in Figure 3.8 b), the model consists of the equivalent turbine inertia, $J_t$, and generator inertia, $J_g$. The mathematical representation of the model is:

\[
J_t \frac{d\omega_t}{dt} = T_t - K_{eq}(\theta_g - \theta_t) - D_{eq}(\omega_g - \omega_t) \tag{3-24}
\]

\[
J_g \frac{d\omega_g}{dt} = -T_g + K_{eq}(\theta_g - \theta_t) + D_{eq}(\omega_g - \omega_t) \tag{3-25}
\]

\[
\frac{d\theta_t}{dt} = \omega_t \tag{3-26}
\]

\[
\frac{d\theta_g}{dt} = \omega_g \tag{3-27}
\]

where $K_{eq}$ and $D_{eq}$ are the equivalent stiffness and damping factors, $\omega_t$ and $\omega_g$ are the turbine and generator angular speed and $\theta_t$ and $\theta_g$ are the angular displacement of the turbine and generator, respectively.

3.1.1.4 Permanent magnetic synchronised generator model

The modelling of a PMSG can be derived from the classical analysis of synchronous machines. The graphical representation of a typical three-phase synchronous machine with two salient poles and star connection is shown in Figure 3.9. The overall coordination system used in the analysis is defined in Figure 3.9 a), where $a_s-a_s'$, $b_s-b_s'$ and $c_s-c_s'$ are the three sinusoidally distributed windings with a displacement of 120\(^\circ\). The rotor is rotating with an angular speed of $\omega_r$, and the machine angular displacement is $\theta_r$; a direct axis is defined for the rotor, and it is 90\(^\circ\), lagging the quadrature axis. Figure 3.9 b) and c) show the windings for the stator and rotor, respectively. Because a symmetrical system is considered, the three-phase stator windings are the same and have a resistance of $r_s$ and a number of turns of $N_s$. The rotor has a field winding $f_d$ and a damper winding $k_d$ on the $d$-axis, as well as two other damper windings, $k_{q1}$, and $k_{q2}$, in the $q$-axis.

In developing the mathematical models for the synchronous machine, certain assumptions are made in order to simplify the analysis: the machine stator windings are considered to be symmetrical; the flux distribution across the air-gap between the stator and rotor is perfectly sinusoidal; the physical position of the rotor has no effect on the permeance of the magnetic flux; and the saturation and hysteresis losses are not considered. These assumptions have been proven to
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be valid for obtaining a precise model of the machine [98]. With the predefined convention of the generator, the voltage equations of the synchronous machine in the machine parameters are:

\[ V_{abcs} = -r_{s}I_{abcs} + \frac{d}{dt}\psi_{abcs} \]  

(3.28)

\[ V_{dqr} = r_{dqr}I_{dqr} + \frac{d}{dt}\psi_{dqr} \]  

(3.29)

\[
\begin{bmatrix}
\psi_{abcs} \\
\psi_{dqr}
\end{bmatrix} =
\begin{bmatrix}
L_{S} & L_{SR} \\
L_{SR}^T & L_{R}
\end{bmatrix}
\begin{bmatrix}
-I_{abcs} \\
-I_{dqr}
\end{bmatrix}
\]  

(3.30)

where \( V_{abcs}, I_{abcs} \) and \( \psi_{abcs} \) are vectors of a three-phase stator voltage, current and flux respectively; \( V_{dqr}, I_{dqr} \) and \( \psi_{dqr} \) are vectors of rotor voltage, current and flux in the \( dq \)-axes; \( r_{abcs} \) and \( r_{dqr} \) are the stator and rotor winding resistance matrix; The flux vectors are a function of current and inductances as shown in equation (3.30), and the inductance is dependent on the physical parameters of each winding, such as the number of turns and the angular position of the rotor. Detailed derivation of the inductance matrix can be found in [98]. The presence of the time varying inductances has increased the complexity in solving equations (3.28) to (3.30). Therefore, an alternative approach of adopting a \( dq0 \)
reference frame transformation in order to simplify the generator equations by eliminating the time dependent inductance as shown in Appendix A.1.

In the case of a permanent magnet synchronous machine, it has similar structure to a synchronous machine including stator windings, damper winding in direct and quadrature axes, and the field winding, which is replaced with a magnet that provides the equivalent magnetic field. The presence of the permanent magnet enables the machine to excite by itself, thus reducing the interaction between the stator and rotor windings and simplifies the mathematical model. The mathematical representation of the PMSG with one damper winding on the direct and quadrature axes in the dq0 frame using equation (A-1) can be written as:

\[
\begin{align*}
    v_D &= -r_s i_D - \omega_r \psi_Q + \frac{d\psi_D}{dt} \\
    v_Q &= -r_s i_Q + \omega_r \psi_D + \frac{d\psi_Q}{dt} \\
    v_f &= r_f i_f + \frac{d\psi_f}{dt} = 0 \\
    v_d &= r_d i_d + \frac{d\psi_d}{dt} \\
    v_q &= r_q i_q + \frac{d\psi_q}{dt}
\end{align*}
\]

where \( v_D, v_Q, \psi_D \) and \( \psi_Q \) are the voltage and flux linkage of the stator in the dq0 frame; \( v_f, r_f, i_f \) and \( \psi_f \) are the field winding voltage, resistance, current and linkage flux, respectively; and the voltage, resistance, current and linkage flux of the direct and quadrature damper winding have the subscript \( d \) and \( q \), respectively.

The flux linkage equation is:

\[
\begin{align*}
    \psi_D &= -L_D i_D + m_f i_f + m_{sd} i_d \\
    \psi_Q &= -L_Q i_Q + m_{sq} i_q \\
    \psi_f &= L_f i_f \\
    \psi_d &= L_d i_d + m_{fd} i_f - m_{sd} i_D \\
    \psi_q &= L_q i_q - m_{sq} i_Q
\end{align*}
\]

where \( L_D, L_Q, L_d \) and \( L_q \) are the inductances of stator and damper windings in the dq0 frame; the mutual inductances between the field winding and the \( d \)-axis stator winding, the damper windings are \( m_f \) and \( m_{fd} \), respectively; and \( L_f \) is the main field winding inductance. The mutual inductances between stator windings and damper windings in the dq axes are \( m_{sd} \) and \( m_{sq} \), respectively.
It can be seen that in order to solve this equation, inductances of each winding are needed. However, in practice, the manufacturers generally do not provide inductances in the forms as described in equations (3.36) to (3.40). Instead, Table 3.1 lists all the machine parameters provided by the manufacturers in reactances and time constants [98, 100]. Each of these parameters is determined from the equivalent circuit of the machine as shown in Figure 3.10. The mathematical relationship between the parameters given by manufacturers and the parameters in equations (3.31) to (3.40) is given in the Appendix A.2.

### Machine parameters in reactance and time constants

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_d$</td>
<td>Unsaturated $d$-axis synchronous reactance</td>
</tr>
<tr>
<td>$X_q$</td>
<td>Unsaturated $q$-axis synchronous reactance</td>
</tr>
<tr>
<td>$\dot{X}_d$</td>
<td>Unsaturated $d$-axis synchronous transient reactance</td>
</tr>
<tr>
<td>$\dot{X}_q$</td>
<td>Unsaturated $q$-axis synchronous transient reactance</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Unsaturated $d$-axis short circuit transient time constant</td>
</tr>
<tr>
<td>$T_{do}$</td>
<td>Unsaturated $d$-axis open circuit transient time constant</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Unsaturated $d$-axis short circuit sub-transient time constant</td>
</tr>
<tr>
<td>$\dot{T}_{do}$</td>
<td>Unsaturated $d$-axis open circuit sub-transient time constant</td>
</tr>
<tr>
<td>$T_q$</td>
<td>Unsaturated $q$-axis short circuit sub-transient time constant</td>
</tr>
<tr>
<td>$\dot{T}_{qo}$</td>
<td>Unsaturated $q$-axis open circuit sub-transient time constant</td>
</tr>
</tbody>
</table>

Table 3.1 - Synchronous machine parameters given by the manufacturer

Figure 3.10 shows the equivalent circuit of the PMSG model in a $dq0$ frame. It is common practice to refer variables of the rotor side to the stator side to reduce complexity, and this can be found based on the turn ratio between each winding. Based on the equivalent circuit [98, 99], the PMSG can be modelled as:

\[
\begin{align*}
    v_D &= -r_I i_D - \omega_r \psi_Q + \frac{d\psi_D}{dt} & (3.41) \\
    v_Q &= -r_I i_Q + \omega_r \psi_D + \frac{d\psi_Q}{dt} & (3.42) \\
    v'_r &= r_I i_f + \frac{d\psi_f}{dt} = 0 & (3.43) \\
    v'_q &= r_I i_q + \frac{d\psi'}{dt} & (3.44) \\
    v'_r &= r_I i'_r + \frac{d\psi_r'}{dt} & (3.45)
\end{align*}
\]
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Figure 3.10 - Equivalent circuit model of PMSG in dq0 frame: a) d-axis; b) q-axis

\[ \psi_D = X_mD(-i_D + i'_q + i'_d) - X_{\sigma D}i_D \]  
\[ \psi_Q = X_mQ(-i_Q + i'_q) - X_{\sigma Q}i_Q \]  
\[ \psi'_r = constant \]  
\[ \psi'_d = X_mD(-i_D + i'_q + i'_d) + X'_{\sigma D}i'_d \]  
\[ \psi'_q = X_mQ(-i_Q + i'_q) + X'_{\sigma Q}i'_q \]

where the superscript ' represents the equivalent parameters of the rotor side in the stator side. \( X_{mD} \) and \( X_{mQ} \) are the main reactances for the direct axis and the quadrature axis; \( X_{\sigma D}, X_{\sigma Q}, X_{\sigma d}, X_{\sigma q} \) are the leakage reactance of stator and damper windings in the \( dq0 \)-axes, and the permanent magnet is modelled as a current source with a constant magnetic flux with an equivalent resistance of \( r'_r \).

By solving equations (3-41) to (3-50) with the parameters of a given machine, the stator voltage, current and flux can be found. These variables can then be used to calculate the electromagnetic torque \( T_e \) of the machine:

\[ T_e = \frac{3}{2} p(\psi_D i_Q - \psi_Q i_D) \]
where $p$ is the number of magnet pole pairs.

In the modelling of the PMSG for a wind turbine, it is commonly found in literature that the damper windings of the machine are neglected and still provide sufficient accuracy. This can further simplifies equations (3-41) to (3-50), and left with the voltage and flux linkage equation of the stator windings in the $dq0$ frame and the constant flux produced by the magnet [101, 102]. However, in this paper, the complete model with damper windings is adopted.

### 3.1.1.5 Full rated power electronic converter and control

For a variable speed, direct driven PMSG wind turbine, the back-to-back power converter is an essential component. It consists of a machine side converter, which converts the variable AC power output from the generator to DC power and maximises power extraction through the regulation of the generator speed; a DC-link capacitor that acts as an energy storage; and a grid side converter which is aimed to invert the DC power back into stable AC to meet the grid standard. Traditionally, the back-to-back converter uses the diode rectifier and thyristor inverter. Because of the fast development in power electronics, with increases in the size and reliability of power switching transistors such as insulated-gate bipolar transistor (IGBT), this make the implementation of IGBT in wind power applications possible [101]. Different converter topologies and control algorithms have been proposed by researchers. A converter with an uncontrolled rectifier with a DC-DC converter known as a switch mode rectifier and IGBT inverter for stand-alone PMSG wind turbine is proposed in [103]. Moreover, a converter with controllable IGBT rectification and an inverter can be found in [104-107]. The converter output and the DC-link voltage are controlled to its rated value by the converter current in the $dq0$-axes. For the machine side converter, an independent active and reactive power scheme is used. The active power is controlled to be optimal at any given speed through maximum power point tracking (MPPT) by the $d$-axis rotor current, and the reactive power is controlled by the $q$-axis rotor current.

In our simulation, the aim is to generate wind turbine data to validate the proposed algorithm. Therefore, a benchmark model developed by PSCAD/EMTDC with a diode rectifier and thyristor converter is adopted, as
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shown in Figure 3.11 [112]. For this model because the AC to DC rectification is not controllable, the converter has no control over the generator speed. An RLC circuit is then used to filter out noise and stabilise the electrical voltage input for the inverter. The inverter converts the DC voltage back to AC voltage, where it is controlled by the firing pulses generated from the controller based on the DC bus current and voltage. An additional phase locked loop (PLL) is used to synchronise the phase angle of the converted AC.

![Figure 3.11 - Schematic of the PMSG wind turbine power electronic converter topology and control [112]](image)

The structure of the controller used to generate the firing pulses is shown in Figure 3.12. The controller used a voltage dependent current limiter based on the DC-link voltage and DC-link current before the capacitor to maintain the DC-link voltage within a predefined limit. It then produces a reference DC-link current after the capacitor. The error between the reference and actual current is passed through a gain, PI controller and limiter to produce the acquired firing pulses to operate the thyristor. The controller stabilises the DC-link voltage, thus avoiding its collapse due to a high current drawn from the converter. Simulation model is developed in PSCAD and validated under various operational conditions as shown in later section.

![Figure 3.12 - Grid side thyristor controller block diagram](image)
### 3.1.2 Wind turbine with double-induction generator [98, 108, 109]

In order to have a better understanding of wind turbine systems, the double fed induction generator (DFIG) wind turbine is also simulated. DFIG is one of the alternative solutions for variable speed wind turbines. In contrast to the PMSG, the DFIG wind turbine generally uses a wound rotor induction machine with stator windings directly connected to the grid and the rotor connected to the AC-DC-AC power converter. Because both stator and rotor windings are connected to the electrical source, the term ‘doubly fed’ is used. As for the PMSG, the high number of poles enables the generator to operate at a low speed that matches the turbine rotor speed, which can eliminate the use of a gearbox. However, the high number of poles also dramatically increases the size and complexity of the generator, which in turn increases the manufacturing and assembling cost. Moreover, for the DFIG, the AC-DC-AC converter is aimed to control the excitation voltage and the frequency of the rotor at a desired value, and it only handles a portion of the rated power. In contrast to a PMSG, a full rated power converter is not needed. This reduced power rating is not only reflected in cost and reliability but is also responsible for fewer harmonics induced to the grid [110].

A wind turbine with a doubly fed induction generator is simulated to study the dynamic behaviour of the system, and a comparison with a turbine with a PMSG is also carried out. Figure 3.13 shows the block diagram of a DFIG wind turbine model. In later sections, a detailed discussion of the DFIG modeling is given, including induction generator, power electronic converter and control strategies.

---

**Figure 3.13 - DFIG wind turbine model block diagram**
3.1.2.1 Double fed induction generator model

Wound rotor induction machines are normally used in a DFIG wind turbine, where the separated static rotor winding terminal is accomplished through a slip-ring mechanism. Figure 3.14 shows the graphical representation of a two-pole three-phase induction machine in a star connection. The coordination system of the machine is shown in Figure 3.14 a). $a_s$-$a_s'$, $b_s$-$b_s'$, $c_s$-$c_s'$ and $a_r$-$a_r'$, $b_r$-$b_r'$ and $c_r$-$c_r'$ are the three-phase stator and rotor windings displaced with 120°. The rotor will rotate at an angular velocity of $\omega_r$ and has a displacement with the stator $\theta_r$. The stator and rotor windings are shown in Figure 3.14 b) and c), with each having resistances of $r_s$ and $r_r$ and the number of turns of $N_s$ and $N_r$, respectively.

Figure 3.14 - Schematics of a two-pole three-phase induction machine in a star connection: a) coordination system; b) stator winding; c) rotor winding [98]
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Again, assumptions are made during the formulation of a mathematical model for the induction machine: The machine windings are considered geometrically symmetrical and sinusoidally distributed; equivalent concentrated windings are used to replace the actual windings; stator and rotor magnetic flux harmonics are negligible; magnetic saturation, core loss and skin effect are not included in the analysis; finally, windings resistance and reactance do not vary with the temperature. Based on these assumptions and the machine convention defined in Figure 3.14, the voltage and flux equations of the machine are:

\[
\begin{align*}
V_{abcs} &= r_s I_{abcs} + \frac{d}{dt} \Psi_{abcs} \quad (3-52) \\
V'_{abcr} &= r_r I'_{abcr} + \frac{d}{dt} \Psi'_{abcr} \quad (3-53) \\
\begin{bmatrix}
\Psi_{abcs} \\
\Psi'_{abcr}
\end{bmatrix} &=
\begin{bmatrix}
L_s & L'_{sr} \\
L'_{sr} & L'_r
\end{bmatrix}
\begin{bmatrix}
I_s \\
I'_r
\end{bmatrix} \quad (3-54)
\end{align*}
\]

where, the subscript \(abcs\) and \(abcr\) denotes the parameters of the three-phase stator and rotor windings, the superscript ‘ indicates the equivalent rotor winding variables in the stator winding based on an appropriate turn ratio; \(V\), \(I\) and \(\Psi\) are the voltage, current and flux linkage vectors, \(r\) is the diagonal matrix of the winding resistance, \(L\) are the inductances matrix associated with each winding including self-inductances \(L_s\) and \(L'_r\) and mutual inductances \(L_{sr}\) and \(L'_{sr}\), respectively. Similar to the PMSG model, reference transformation is applied in order to simplify the equations by removing the time dependent inductances as shown in Appendix A.1.

However, it is worth mentioning that there are three reference frames commonly selected for particular purposes (Fig 3.15), where the selected reference frame has a displacement of \(\theta\) to the stator winding \(A\) and rotating at a speed of \(\omega\). One is the rotor reference frame \((\omega=\omega_r)\), where an analysis of any unbalance or discontinuity in the rotor winding is preferred in the rotor reference frame. On the contrary, an analysis with an unbalance or discontinuity in the stator winding is ideally carried out in stationary reference frame \((\omega=0)\). Finally, a synchronous reference frame \((\omega=\omega_s\, \omega_s\) is the synchronous speed) is normally used in a control system analysis or in a simulation of transient behaviour of the machine.
Depending on the purpose of the study, an appropriate reference frame can be selected.

Figure 3.15 - Coordination system of the machine stator winding, rotor winding and transformed reference

Similar to the PMSG model, it is common practice to use reactance instead of inductances in the voltage equation, and the equivalent circuits of the induction machine are shown in Figure 3.16. The corresponding voltage and flux linkage equations of the machine in the arbitrary frame are given:

\[ v_{ds} = r_s i_{ds} - \omega \psi_{ds} + \frac{d\psi_{ds}}{dt} \]  
\[ v_{qs} = r_s i_{qs} + \omega \psi_{qs} + \frac{d\psi_{qs}}{dt} \]  
\[ v_{0s} = r_s i_{0s} + \frac{d\psi_{0s}}{dt} \]  
\[ v_{dr} = r_r i_{dr} - (\omega - \omega_r)\psi_{dr} + \frac{d\psi_{dr}'}{dt} \]  
\[ v_{qr} = r_r i_{qr} + (\omega - \omega_r)\psi_{qr} + \frac{d\psi_{qr}'}{dt} \]  
\[ v_{0s}' = r_r i_{0s}' + \frac{d\psi_{0s}'}{dt} \]
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\[ \psi_{ds} = X_{qs} i_{ds} + \frac{3}{2} X_{ms} (i_{ds} + i'_{dr}) \]  
\[ \psi_{qs} = X_{qs} i_{qs} + \frac{3}{2} X_{ms} (i_{qs} + i'_{qr}) \]  
\[ \psi_{0s} = X_{qs} i_{0s} \]  
\[ \psi'_{dr} = X'_{qs} i'_{dr} + \frac{3}{2} X_{ms} (i_{ds} + i'_{dr}) \]  
\[ \psi'_{qr} = X'_{qs} i'_{qr} + \frac{3}{2} X_{ms} (i_{ds} + i'_{dr}) \]  
\[ \psi'_{0r} = X'_{qs} i'_{0r} \]  

where the subscript \( ds, qs, 0s, dr, qr \) and \( 0r \) refers to the stator and rotor in the \( dq0 \) reference frame, respectively; the superscript \( ' \) represents the equivalent parameters of the rotor side in the stator side. \( X_{ms} \) is the mutual reactance of the stator and rotor windings; \( X_{qs} \) and \( X_{qr} \) are the leakage reactance of the stator and rotor windings in \( dq \)-axis; \( r_s \) and \( r_r \) are the winding resistance of both stator and rotor; \( v, i \) and \( \psi \) are the voltage, current and magnetic flux of the machine.

With equations (3-55) to (3-66), the dynamic behaviour of the induction machine can be analysed. The electrical torque of the system is calculated using equation (3-67).

\[ T_e = \frac{3}{2} p \left( \psi_{ds} i_{qs} - \psi_{qs} i_{ds} \right) \]  

Based on equations (3-55) to (3-66), the active and reactive power \( P \) and \( Q \) of the machine can be found by:

\[ P = \frac{3}{2} \left( v_d l_d + v_q l_q \right) \]  
\[ Q = \frac{3}{2} \left( v_q l_d - v_d l_q \right) \]  

During steady state condition, the power balance equation can be expressed as:

\[ P_{loss} = P_{elec} - P_{mech} \]  

where \( P_{loss}, P_{elec} \) and \( P_{mech} \) are the power loss, active power and mechanical power, respectively. As the electrical power consists of stator power \( P_s \) and rotor power \( P_r \), together with the assumptions given earlier (a lossless machine is considered), the power transfer equation between the stator-rotor air gap for a lossless induction machine is:

\[ P_r = -s P_s \]  
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Figure 3.16 - Equivalent circuit model of wound rotor induction machine in $dq\theta$ arbitrary frame: a) $d$-axis; b) $q$-axis; c) $\theta$-axis

where the negative sign indicates an opposite direction of power flow to the convention defined, and $s$ is the slip of the generator and is:

$$s = \frac{\omega_s - \omega_r}{\omega_s}$$

(3-72)

where $\omega_s$ is the synchronous speed of the machine at 50 Hz. Based on equations (3-71) and (3-72), it can be seen that there are several operation modes for the induction machine, and it is dependent on the rotor speed of the machine, as depicted in Table 3.2.
Table 3.2 - Power flow under different operation modes of an induction machine

<table>
<thead>
<tr>
<th>Operation mode</th>
<th>Motor mode (supplied from main, ( P_s &gt; 0 ))</th>
<th>Generator mode (fed to main, ( P_s &lt; 0 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super-synchronous speed (( \omega_r &gt; \omega_s ))</td>
<td>Supplied from main, ( P_r &gt; 0 )</td>
<td>Fed to main, ( P_r &lt; 0 )</td>
</tr>
<tr>
<td>Sub-synchronous speed (( \omega_r &lt; \omega_s ))</td>
<td>Fed to main, ( P_r &lt; 0 )</td>
<td>Supplied from main, ( P_r &gt; 0 )</td>
</tr>
</tbody>
</table>

During motor mode and with motor convention, as defined earlier, power is supplied from the main (\( P_s > 0 \)). Rotor power is supplied from main (\( P_r > 0 \)) when the rotor speed is greater than the synchronous speed and the rotor delivers power to the main (\( P_r < 0 \)) when the speed is smaller than the synchronous speed. Similarly, for the generator mode where power is fed to the main (\( P_s < 0 \)), during sub-synchronous speed, the rotor outputs power (\( P_r < 0 \)) and during super-synchronous speed, the rotor absorbs power from the main (\( P_r > 0 \)). Because of this unique property of an induction machine, with appropriate control strategies, the DFIG can be realised [108].

3.1.2.2 Partial rated power converter and control

A schematic diagram of the DFIG wind turbine with a power converter is shown in Figure 3.17. Unlike in the PMSG, in which the power converter has to handle the full power rating of the generator; for the DFIG, the converter is placed on the rotor circuit, which typically handles 30% of the rated power of the generator. Again, the converter consists of a rotor side converter, a DC-link and a grid side converter [111]. Each of these components and their respective control is discussed in later sections.

![Figure 3.17 - Schematic of the DFIG wind turbine with power electronic converter](image)
The main purposes of the rotor side converter are to provide excitation to the rotor and to achieve active and reactive power control. The control block diagram of the rotor side converter is shown in Figure 3.18 a). It consists of two consecutive PI controllers, where the outer PI loop controls the active and reactive power flow. The \(d\)-axis reference rotor current is forced to 0 and controls all reactive power required by the generator. This reference current \(i_{rd}^{ref}\) is obtained from the PI controller providing the error of reactive power between reference and actual value. The active power is controlled by the \(q\)-axis reference rotor current, where it is obtained from the error signal of the actual and reference rotor speed obtained from maximum power point tracking with the PI controller. The inner control loop is aimed to produce an optimal rotor excitation current to the induction machine by controlling the rotor current. The \(dq\)-axes rotor voltage \(v_{rd}'\) and \(v_{rq}'\) are obtained from the \(dq\)-axes current error signal in association with the PI controller. The decoupling of the \(dq\)-axes rotor voltage is obtained by compensating terms \(\Delta v_{rd}\) and \(\Delta v_{rq}\), and achieving independent control of active and reactive power.

\[
\Delta v_{rd} = \sigma (\omega_s - \omega_r) L_r i_{rq} \tag{3-73}
\]

\[
\Delta v_{rq} = (\omega_s - \omega_r) (L_o i_{ms} + \sigma L_r i_{rd}) \tag{3-74}
\]

\[
\sigma = 1 - \frac{L_{ms}^2}{L_s L_r} \tag{3-75}
\]

\[
L_o = \frac{L_{ms}^2}{L_s} \tag{3-76}
\]

where \(\sigma\) and \(L_o\) are the leakage factor and equivalent inductance; \(i_{ms}\) is the stator flux current in the stator flux orientation. \(L_s\) and \(L_r\) are the stator and rotor self-inductances (\(L_s = L_{ms} + L_{os}\) and \(L_r = L_{ms} + L_{or}\)). Finally, the reference \(dq\)-axes voltage is converted back to three-phase voltage and the switching signals for the IGBTs are obtained with the use of pulse width modulation (PWM).

The grid side converter controls the flow of active and reactive power, the power factor and the magnitude of the rotor power disregard of the direction of flow; the grid side converter also maintains the DC-link voltage. Moreover, the converter output is synchronised to match the grid standards. The control block diagram of grid side converter is shown in Figure 3.18 b). It also adopted a
Simulation of wind turbine system under healthy and faulty conditions

double closed loops decoupling vector control strategy. The outer control loop stabilises the DC-link voltage and determines the $d$-axis reference current $i_{sd}^{ref}$, which is then used to control the flow of active power. The inner loop forces the power factor to unity by controlling the $q$-axis current $i_{sq}$ to the reference value $i_{sq}^{ref}$. These current terms are then used to produce a reference voltage $(v_{sd}^{ref}, v_{sq}^{ref})$ through decoupling and compensation with equation 3-77 and 3-78.

\[
\Delta v_{rd} = \omega_e L i_{sq} + v_{sd}
\]

(3-77)

\[
\Delta v_{rq} = \omega_e L i_{sd}
\]

(3-78)

where $\omega_e$ is the angular velocity of the grid voltage and $L$ is the inductance of the filter. Based on the reference voltages, the switching signals are then produced with PWM. In this model, switching dynamics of the IGBTs are not included in the model. During a steady state condition, the stator voltage is constant, and the active power and reactive power are proportional to the $dq$-axes current. Detailed description and derivation of the controller can be found in [109].

\[
P = \frac{3}{2} v_s i_{sd}
\]

(3-79)

\[
Q = \frac{3}{2} v_s i_{sq}
\]

(3-80)
3.1.3 Simulation results and discussion

The wind turbines are simulated in PSCAD/EMTDC. PSCAD/EMTDC is a general-purpose industrial standard simulation program with a graphical interface for studying the transient behaviour of complex electrical networks. The software allows a flexible time step ranging from nanoseconds to seconds to simulate electromagnetic transients in the electrical network. Also, the graphical environment enables the user to analyse the results and manage the data accordingly. Benchmark models of both the PMSG and DFIG wind turbines in PSCAD/EMTDC are adopted and the simulation results are given in the following sections [112, 113].

3.1.3.1 PMSG wind turbine

Based on the model discussed in Section 3.1.1, and using the model developed by PSCAD/EMTDC as a basis, the complete PMSG wind turbine simulated in PSCAD/EMTDC is shown in Figures 3.19-22. The turbine has a rated power of 3 MW at 13 m/s and a cut-in and cut-out speed of 4 m/s and 25 m/s, respectively. The dynamic pitch control is adopted, where the pitch angle is set to zero when the wind speed is below the rated value. The generator has a rated phase-to-phase voltage of 690 Vac at 50 Hz and parameters associated with the generator as described in equations (3-41) to (3-50) are given in the Appendix A.3. The DC-link has a rated value of 1613.9 V and upper and lower limits of 1760 V and 1440 V, respectively. The upper limit acts as over-voltage protection, as the output voltage of the generator is proportional to the speed, and there is no speed control for the generator. The lower limit is responsible for short-circuit protection in case of a grid fault to secure the DC bus.

Figure 3.19 - PMSG wind turbine model with an electrical network connection
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Figure 3.20 - Controller of the AC-DC-AC converter for the PMSG wind turbine model.

Figure 3.21 - PMSG wind turbine power generation model
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Figure 3.22 - Grid network model of the PMSG wind turbine

A simple radial distribution model with 34.5kV/300MVA is considered to simulate the grid network as shown in Figure 3.22. Several loads are connected at different locations of the grid model, where it is labelled as nodes 1, 2 and 3. The transmission losses between each node are considered, and it is modelled with equivalent resistance and inductance. The output voltage drop, due to losses of the grid, behaves the same as described by:

\[ \Delta V = RI \cos \varphi + LI \omega \sin \varphi \]  

(3-81)

where \( I \) is the grid current, \( L \) and \( R \) are the equivalent transmission line inductance and resistance, \( \omega \) is the angular velocity of grid frequency and \( \varphi \) is a leading or lagging phase angle. Moreover, a load with a power rating of 2.133 MW/1.6 MVar is connected at node 1; loads with ratings of 0.266MW/0.2MVar are connected at nodes 2 and 3 as shown in Fig 3.22. The simulation is run for 100 seconds and has a time step of 100 \( \mu \)s. The simulation results are presented and discussed.

As an example, some of the outputs from the simulation are plotted in Figure 3.23. From top to bottom, it includes the input wind speed, the pitch angle of the blade, the mechanical torque from the turbine and electromechanical torque from the generator, the mechanical power generated from the turbine, the DC-link voltage and currents, active and reactive power at the common point of coupling (PCC as shown in Fig 3.19), a thyristor firing angle and grid voltages at
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different locations as described earlier. A constant wind speed of 13 m/s is simulated first. It can be seen that the pitch angle remained constant as the input wind speed is not above the rated value. Moreover, the first 40s of the plot show the wind turbine's starting-up behaviour.

Figure 3.23 - Simulation result of the PMSG WT under constant wind speed
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It is evident that the mechanical torque and power have a high initial value and stabilize with time. Moreover, between 0-5 s, the DC-link capacitor is under a pre-charging condition and no power is generated. The DC-link voltage starts to increase between 5-10 s, until the voltage stabilizes and reaches the threshold value and the inverter starts to output power to the grid. It then takes approximately 20 s for the system to reach the steady state and deliver constant power. Results show the active power and reactive power at the grid connection are approximately 2 MW and approximately zero MVar, respectively. It should be noted that this value is smaller than the rated value even though the input wind speed is at 13 m/s. This is because the generator speed control is not possible with uncontrollable rectification, such that MPPT is not included in the model. Hence, the power coefficient for the turbine blades is not optimal. Finally, it can be seen in the last plot that the grid voltages at different nodes have minimal losses, which is determined by equation (3-81).

To further test the simulation, real wind measurements from the Hazelrigg site at Lancaster University have been used. Constant wind speed was used during the start-up period and then switched to real wind data. Results from the simulation are shown in Figure 3.24. It can be seen that the dynamic pitch controller in the model allows blade pitch regulation, such that when the mechanical turbine power is greater than the rated value, the power output is reduced by increasing the pitch angle. It should be noted that when the fluctuation of the input wind speed is too large, the response of the turbine torque and power is not optimised, where overshoot and oscillation can be identified. This is mainly because the pitch controller is not tuned for such high wind speed fluctuation. As the optimisation of the controller is not the focus of this study, and the results are still able to reflect the dynamic behaviour of the wind turbine, the simulation results are assumed to be adequate to validate the proposed variable selection algorithms in later chapters. Moreover, it can be seen from the second and fifth plots in Figure 3.24 that there is a slight delay for the pitch angle. This is due to the presence of a pitch actuator mode in the simulation.

Furthermore, the sixth plot shows that the controller is able to maintain the DC-link voltage constant, resulting in a stable output voltage from the inverter. In
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contrast, the mechanical speed, power outputs and DC-link currents (as shown in the 7th and 8th plots in the Figure 3.24) are strongly related to the wind speed with a minor delay. The output active power at the grid connection varies from 2MW to the rated value depending on the wind speed. On the other hand, the reactive power is compensated by the capacitor before connecting to the grid, resulting in minimal reactive power to be injected into the grid.

Figure 3.24 - Simulation result of the PMSG WT with real wind speed measurement from the Hazelrigg site at Lancaster University.
3.1.3.2 DFIG wind turbine

With the theory from Section 3.1.2 and a base model from PSCAD, the complete DFIG wind turbine model simulated in PSCAD/EMTDC is shown in Figures 3.25 and 3.26. The simulated system has a rated power of 2 MW at 12 m/s and a rated stator phase to phase voltage of 690 V at 50 Hz. The output of the wind turbine is connected to the grid with a rated power of 500 MW at 20 kV/50 Hz. The parameters of the wound rotor induction machine are shown in the Appendix A.3. As the generator stator and rotor windings have a ratio of 0.3, this causes the rotor voltage at a different rating. Therefore, a transformer with a star-star configuration is used to avoid a difference in phase windings voltage. The back-to-back converter is added in the rotor circuit, adjusting the supply to the rotor with appropriate controls. The detailed control for the rotor side and grid side converters is shown in Figures 3.27 and 3.28.

Figure 3.25 - DFIG wind turbine model with an electrical network connection
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Figure 3.26 - DFIG wind turbine power electronics model

Figure 3.27 - Rotor side inverter control algorithm
For the rotor side converter, the controller independently produces the reference current of the rotor in the $dq0$ frame based on the reactive power reference and speed reference. In our simulation, the reactive power reference is set to 0, and the speed reference is obtained based on wind speed. The reference current $I_{rd\_ref}$ and $I_{rq\_ref}$ is then transformed back to the $abc$ frame. By incorporating the hysteresis controller, the switching sequences for the rotor side IGBT converter can be generated.

The grid side controller uses PWM to produce the required switching sequences for the IGBT converter with phase lock loop (PLL) integration, where the PLL is aimed to synchronise the grid side converter output to the grid standard. The reference voltage used to produce the PWM waveform is obtained by controlling
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the DC-link voltage and the reactive power. The desired DC link voltage is at 0.8 kV, and the reference reactive power is set to 0 MVar.

A constant wind speed of 12 m/s is used in the simulation at a time step of 100 μs for 20 s. Figure 3.29 shows the wind speed, mechanical and generator torque, the mechanical and reference mechanical speed of the generator, the active and reactive power of the stator, the rotor and at point of coupling, the DC-link currents and voltage, the rotor currents, the slip and the voltage at PCC.

![Simulation result of the DFIG WT under constant wind speed](image_url)
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The system stabilises at approximately 5 s. As expected, at 12 m/s, the machine is operating at its rated power, where the active power and reactive power measured at the PCC are 2 MW and 0 Mvar, respectively, and a stable phase voltage at the PCC of 400 V/50 Hz is measured. Moreover, it can be seen that the mechanical speed is above the synchronous speed, which results in a negative slip of -0.1 at the steady state condition.

The DFIG model is simulated again with a wind speed sweep from 8 m/s to 20 m/s. The wind speed is set to 8 m/s for the start up and until it reaches the steady state condition; then, at 10 s, the wind speed sweep is applied. Figure 3.30 shows the dynamic behaviour of the mechanical speed, slip, power and torque of the generator. As can be seen, as the wind speed increases, the angular speed of the generators increases; hence, the slip starts to decrease. The rotor power changes from negative to positive as the slip changes from sub synchronous speed to super synchronous speed, which means the power is supplied to the rotor at low wind speed, and at high wind speed, the rotor is delivering power to the grid. Moreover, the stator power increases until the rated wind speed is reached, at which time the rated generator power of 2MW is obtained.

![Graph showing the dynamic behaviour of mechanical speed, slip, power and torque of the generator.](image)

Figure 3.30 - Behaviour of machine power and torque under a varying rotor slip.

To test the model further, actual wind speed data from the Hazelrigg site at Lancaster University is used in the simulation (Figure 3.31). An initial wind speed
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of 11 m/s is set and then switched to an actual wind speed at 10 s. As can be seen, as the wind speed changes, the mechanical speed, slip, torque and power vary accordingly. However, the DC-link voltage remains constant at 800 V. Moreover, the frequency of rotor currents changes with respect to the slip. Between 5 to 7 s, the slip is approximately 0, which means the DFIG operates as a synchronised asynchronous generator with a continuous rotor voltage and current.

Figure 3.31 - Simulation result of the DFIG WT with real wind speed measurement from the Hazelrigg site at Lancaster University
3.2 Simulation of wind turbine in abnormal conditions

In the previous section, PMSG and DFIG wind turbines under normal operating conditions have been simulated. The results for each model have been discussed in detail. However, normal operation data is less abundant in the condition monitoring perspective. The transient responses and performances of wind turbines under faulty conditions will be more valuable for further condition monitoring and fault detection studies. The common failures of a wind turbine system have been reviewed in Chapter 2. In our study, two electrical faults are simulated to study their impact on the whole system.

3.2.1 DC-link capacitor ageing faults in power converters

For modern multi-megawatt turbines, power converters have become imperative component due to their advantages. Power electronics modules such as IGBT generally have acceptable reliability. On the other hand, DC-link capacitors are considered one of the weakest components used in multi-MW power converters in the wind turbine [114]. The DC link capacitors are required to sustain high ripple currents leading to self-heating. This can result in the deterioration of the electrolyte material and the loss of electrolytes by vapour diffusion, especially in high ambient operating temperatures. When the capacitor is operating at higher temperatures than the rated temperature, the DC voltage will be de-rated. Furthermore, the working life of a capacitor is also dependent upon the operating voltage, current, and frequency. Consequently, failure of the DC-link capacitor can be crucial for reliable wind power generation.

A capacitor ageing fault is introduced by varying the capacitance during the simulation. The simulation is run for 200 s and the fault is injected at 100 s. Results from the simulation are shown in Figure 3.32, where data during the starting-up period (t<50 s) are neglected, as we are solely interested in the steady state condition. The original capacitor has a value of 2.3 F and at t = 50 s, the capacitance is reduced by 5% (2.18 F). It can be seen that there is a transient change when the fault is introduced in the DC link voltage plot. Moreover, this transient change is almost impossible to distinguish in other plots, as it is overlapped with the variation due to variable wind speed.
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Figure 3.32 - Simulation result of a PMSG WT with real wind speed measurement under a capacitor ageing fault

The simulation is repeated with a varying of severity ranging from a 0% no fault condition to -16% (1.93 F). Any further increase of the fault severity will cause the simulation to be unstable. Figure 3.33 shows the transient change in the DC-link voltage and currents at different severities. It can be seen that both DC-link voltage ($V_{DCbus}$) and current 1 ($I_{dc,1}$) undergo apparent changes with higher severity. In contrast, the DC-link current 2 ($I_{dc,2}$) remains the same under
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different fault level. This behaviour is expected as the DC-link current 2 is measured after the capacitor in the DC-link, as shown in Figure 3.19.

![DC-link voltage and current under a capacitor fault at different severities](image)

**Figure 3.33** - DC-link voltage and current under a capacitor fault at different severities

### 3.2.2 Grid unbalanced ground short faults

One of the requirements for a wind turbine to have grid connection is that the turbine has to comply with the grid code. This means the turbine should be able to ride through transient faults from the grid. In this study, the unbalanced grid fault is considered, where the mutual effects and the dynamic behaviour of a wind turbine to the power system under a transient fault are studied. The single phase-to-ground short circuit fault, the phase-to-phase short circuit fault and the three phase-to-ground fault are simulated. Moreover, in our study, the aim is not to develop a voltage ride through strategies; rather, our aim is to simulate the fault and acquire data to validate proposed algorithms. Therefore, the severity of the fault is simulated by varying the resistance between the phase and the ground. During a fault-free condition, the resistance is assumed to be 1 MΩ, and the severity is then considered as a decrement of the percentage of resistance at the fault-free condition. Figure 3.34 shows the simulation result of a single phase-to-ground fault located at node 2, as shown in Figure 3.22 at 0.001% severity with a duration of 0.1 s introduced at 60 s. The 0.001% severity represents a fault resistance between a phase and the ground with value of 10 Ω.
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(0.001% of the normal condition 1 MΩ). A transient change in the grid current at nodes 2 and 3 is identifiable. Because the simulated grid has a large power rating compared to the wind turbine, the grid is stiff enough to withstand the fault without causing any voltage drop.

Figure 3.34 - Simulation result of a PMSG WT with a real wind measurement under 0.001% severity (10 Ω) and a 0.1 s duration single phase-to-ground fault.
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Moreover, since a single phase-to-ground fault is simulated, only one of the phases has significant variation, as shown in the top plot of Figure 3.35. It can be seen that the fault phase current is tripled compared to the normal condition. Similarly, results for phase-to-phase fault and three phase-to-ground fault are shown in the middle and bottom plot of Figure 3.35, respectively.

Figure 3.35 - Simulation result of a PMSG WT with a real wind speed measurement under 0.001% (10 Ω) severity and 0.1 s duration; a) single phase-to-ground fault; b) phase-to-phase fault; c) three phase-to-ground fault

Also, Figure 3.36 shows an example of a single phase-to-ground fault with varying resistance from fault free condition (1 MΩ) to 0.1 Ω. The behaviour of the grid current, voltage and active power under different fault severities can be seen.

Figure 3.36 - Grid current, voltage and power under a single phase-to-ground fault simulation in a PMSG WT at different severities.
Lastly, as an example, simulation results including the grid current, voltage and active power of the phase-to-ground fault in the DFIG wind turbine model are shown in Figure 3.37, where resistance varied from 1 MΩ (fault-free condition) to 0.1 Ω and these values was used to simulate different fault severities.

Grid current, voltage and power of a single phase-to-ground fault simulation in a DFIG WT at different severities.

3.3 Summary and discussion

In this chapter, an analysis and modelling of both PMSG and DFIG variable speed wind turbines have been carried out. The models are simulated in PSCAD/EMTDC to study their dynamic responses under constant speed and real wind speed. During the modelling, certain assumptions were made to simplify the analysis, as the aim of the simulation was to obtain an adequate turbine model under different operation conditions and acquire relevant data to validate proposed algorithms in later chapters. Results show the simulation models are comprehensive. Moreover, two major electrical related fault conditions have been considered and simulated in our study. These are the DC-link capacitor ageing fault and the grid phase-to-ground fault. More results will be presented in the following chapters during the validation of the proposed algorithms. In the next chapter, the proposed variable selection algorithms are described. Validation of the proposed algorithms will be carried out with the data obtained in this chapter and from SCADA data obtained from an operating wind farm.
Chapter 4. Variable Selection based on Principal Component Analysis

For an operational wind turbine, hundreds of sensors are installed to monitor the status and condition of the system. However, there are inter-dependencies amongst these monitoring variables, which can create information redundancies. This will in turn increase the installation cost and create challenges when developing a condition monitoring system for wind turbines. Therefore, in this chapter, a multivariate feature extraction-based variable selection method is proposed to identify a set of variables contributing to the system most whilst with minimal information redundancies at the system level. Additionally, a modified method to identify a set of variables related to a particular fault signal of interest is presented. A basic theory of the employed methodologies is discussed first, and then the proposed variable selection algorithms and performance measures are described. The proposed algorithms are then validated against simulation data obtained from the previous chapter and SCADA data from an operational wind farm under different operational conditions.
4.1 Methodologies

4.1.1 Basic data mining techniques

Data mining is the analysis and exploration of meaningful patterns or systematic relationships between variables from a large set of data [115]. The concept was formed as a branch of applied artificial intelligence (AI) beginning in the 1960s [116]. With the development of computer systems, new data mining techniques have been introduced, particularly in the past decades. Both Friedman and Hand have demonstrated the relationship between data mining and statistics, placing emphasis on their similarities and differences [117, 118]. Major data mining techniques that have been developed include association rules, characterisation, clustering, decision trees, feature extraction techniques and neural networks. The application of these methodologies can be found in different disciplines, including the social sciences, management science, economics and engineering. Moreover, Liao et al. [116] conducted a survey of data mining techniques from 2000 to 2011 and categorised common data mining techniques as follows: neural networks, algorithm architecture, dynamic prediction-based, analysis of systems architecture, intelligence agent systems, modelling, knowledge-based systems, system optimisation and information systems.

As in the application of data mining in wind power, many literatures can be found in wind speed or power prediction, performance monitoring and analysis and fault diagnosis and prognosis. Accurate power prediction can be helpful in the operation management and on-site management of wind farms. Kusiak et al. [119] have adopted weather data to predict short-term and long-term power with a neural network, support vector machine regression, classification and regression tree and random forest algorithms. Feature selection is used to reduce the dimension of predictors and enhance model accuracy. The final model is able to predict a maximum short-term power of up to 12 h forecast and a 84 h forecast length for long-term predictions. Moreover, accurate monitoring of the turbine during operation is necessary for convenient maintenance scheduling and performance optimisation. Astolfi et al. [120] have proposed performance indicators based on data mining techniques by post-processing the SCADA data from both on-shore and off-shore wind farms sited in southern Italy.
Geographical, meteorological and system dynamic aspects are all considered in establishing the performance metric such as the multifunctioning index, the polar efficiency index, the stationarity index and the misalignment index. The former two indexes evaluate the system at a macro level, and the latter two indexes are dedicated to turbine assessment under wake effects. Finally, research in utilising data-based fault detection can be found in [121, 122]. Prediction models of the wind turbine are proposed, and various measures are used to distinguish normal and faulty operation conditions. In this study, a principal component analysis-based feature extraction technique is used as the basis for the proposed variable selection algorithms.

### 4.1.2 PCA-based feature extraction

Essentially, PCA is a variant of multivariate analysis that relies on the data-analytic technique and attempts to reveal the multivariate structure of the data. It transforms a set of data in a higher dimension into a set of orthogonal principal components (PCs) in the lower dimensional space. The PCs are found by maximising their variance and ranking them in terms of their magnitude. Because of the orthogonality property, these PCs are linearly uncorrelated [123, 124]. PCA was initially used as a dimension reduction technique in different fields [125]. Due to their unique properties, researchers have shown that by retaining the first few components, the dimension of the data can be reduced dramatically, while minimal information is sacrificed. Further application of PCA in the feature selection technique incorporated into a forecasting model, such as regression and an artificial neural network (ANN), can be found in [126, 127]. Moreover, PCA-based fault detection methods have been applied for wind turbines gear box faults and electrical machine faults [128, 129].

The orthogonal transformation of a given dataset $X$ ($p \times n$ dimensions) with $p$ variables and $n$ samples is essentially the rotation of the coordinate axes such that the variance of the dataset is maximised. The resulting principal component scores, $Z$, will have $p$ number of PCs with $n$ samples in the new coordinate. The transformation of the dataset is calculated by singular value decomposition (SVD) of the covariance matrix $S$ of the dataset $X$ by optimising the variance. This means that the first principal component to be found will have the highest
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variance, and the following PCs have their variances in a descending order. Because the transformation is carried out orthogonally, each PC is linearly uncorrelated to another. Evidently, each of these PCs is considered as a specific feature of the original dataset \( X \).

PCs are obtained by satisfying the relationship in (4-1) using SVD and the determinental equation (4-2) of the covariance matrix \( S \) of dataset \( X \),

\[
U' S U = L \quad (4-1)
\]

\[
|S - lI| = 0 \quad (4-2)
\]

where \( L \left( l_1, l_2, \ldots, l_p \right) \) is the diagonal matrix known as the characteristic roots (eigenvalue of \( S \)), and \( U \) is the corresponding characteristic vectors or eigenvectors \( (u_1, u_2, \ldots, u_p, \text{where } u_i \text{ are the columns of } U) \). \( S \) is the covariance matrix of the original dataset and it is found by:

\[
s_{ij} = \frac{n \sum_{t=1}^{n} x_{i,t} x_{j,t} - \sum_{t=1}^{n} x_{i,t} \sum_{t=1}^{n} x_{j,t}}{n(n-1)} \quad (4-3)
\]

The relationship between the PCs \( Z \left( z_1, z_2, \ldots, z_p \right) \) and the original dataset \( X \) after normalisation is mathematically expressed below:

\[
\begin{align*}
    z_1 &= u_{11}x_1 + u_{12}x_2 + \cdots + u_{1p}x_p \\
    z_2 &= u_{21}x_1 + u_{22}x_2 + \cdots + u_{2p}x_p \\
    &\vdots \\
    z_p &= u_{q1}x_1 + u_{q2}x_2 + \cdots + u_{qp}x_p
\end{align*} \quad (4-4)
\]

A detailed description of finding the principal components through variance optimisation can be found in [9, 10].

**4.1.3 Hilbert-Huang transform**

Measurements from the sensor are always in the time domain. However, in certain applications, data in other domains such as frequency or time-frequency domains can reveal hidden features from the time domain. We use the fast Fourier transform (FFT) and the Hilbert-Huang transform (HHT) to transform the time series data into frequency and frequency-time domain data. The HHT is a combination of empirical mode decomposition (EMD) proposed by Huang and the Hilbert spectral analysis [130]. EMD can decompose the signal into a series of oscillatory signals known as intrinsic mode functions (IMF). The Hilbert
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transform is then used to calculate the instantaneous frequency change with respect to time at different oscillatory frequencies. The HHT is considered to be adaptive and able to analyse data from nonlinear and nonstationary processes, which is able to extract features in time-frequency-energy space.

Zhang has applied the HHT in earthquake motion recordings [131], where it was proved that HHT outperforms the conventional methods such as FFT to analyse non-stationary dynamic earthquake motion recordings. Moreover, the signal reconstructed from certain levels of IMF can be useful for capturing important frequency-time features contained in the original signal. It has also been shown that under certain conditions, the HHT is superior to the short-time Fourier transform (STFT) and wavelet analysis to analyse vibration signals for machine health monitoring and to diagnose localised defects in roller bearings [132].

4.1.3.1 Empirical mode decomposition

EMD decomposes the original signals $x(t)$ into a set of IMFs, each of which represents the intrinsic oscillatory modes of the signal at different frequency bands. According to Huang, the IMF has to satisfy two properties: 1) the number of zero-crossings and extrema must be equal or at most differ by one; 2) the mean value of the envelope defined by local maxima and minima has to be zero at any point. Therefore, the IMF is found by first identifying the local extrema and then by fitting the cubic spline line through all the maxima and minima to obtain the upper envelope $x_{up}(t)$ and lower envelope $x_{low}(t)$. Their mean is defined as $m_{ik}(t)$, and the difference between the original signal and the envelope mean is $h_{ik}(t)$.

$$m_{ik}(t) = \frac{x_{up}(t) + x_{low}(t)}{2}$$

$$h_{ik}(t) = h_{i(k-1)}(t) - m_{ik}(t)$$

The process is known as sifting and repeats $k$ times until the $h_{ik}(t)$ satisfies the criteria defined for the IMF, where $h_{i(k-1)}$ is the original signal when $k=1$. Moreover, a stopping criterion is needed for the sifting process to terminate in order to obtain meaningful IMF. The longer sifting will reduce the amplitude modulation and results in a frequency modulated signal. The most commonly adopted criterion is based on the convergence test, such that the normalised
squared difference (SD) between $h_{ik}$ and $h_{i(k-1)}$ is smaller than a predefined value and is found by:

$$SD_k = \frac{\sum_{t=0}^{n}|h_{i(k-1)}(t) - h_{ik}(t)|^2}{\sum_{t=0}^{n} h_{i(k-1)}^2}$$  \hspace{1cm} (4-7)

Huang et al. [130] have shown that the SD threshold value of 0.3 is a sufficient and reasonable choice.

Once an IMF is found, it is then subtracted from the original signal, and a residual signal $r_i(t)$ is obtained. The process repeats $i$ iterations until the final residual is a constant or a monotonic function.

$$c_i(t) = h_{ik}(t)$$  \hspace{1cm} (4-8)

$$r_i(t) = x(t) - c_i(t)$$  \hspace{1cm} (4-9)

The original signal can be reconstructed by summing all the IMFs and the residual using the formula below.

$$x(t) = \sum_{i=1}^{n} c_i(t) + r_n(t)$$  \hspace{1cm} (4-10)

**4.1.3.2 Hilbert spectral analysis**

The Hilbert transform calculates the instantaneous frequency of the IMFs obtained through EMD. The original signal can be expressed as the real part $\Re$ of the form $z(t) = x(t) + jy(t)$:

$$x(t) = \Re \left( \sum_{i=1}^{n} a_i(t) e^{i \int \omega_i(t) dt} \right)$$  \hspace{1cm} (4-11)

where $y(t)$ is the complex conjugate of $x(t)$, $n$ is the total number of IMFs, $a_i$ is the amplitude of the signal of IMF at level $i$, $\omega_i(t)$ is the frequency of the signal at level $i$ and $j^2=-1$.

At level $i$, the corresponding amplitude $a_i(t)$ and phase $\theta_i(t)$ can be found by:

$$a_i(t) = \sqrt{c_i(t)^2 + y_i(t)^2}$$  \hspace{1cm} (4-12)

where $c_i(t)$ is the IMF at level $i$, and

$$\theta_i(t) = \tan^{-1}\left(\frac{y_i(t)}{c_i(t)}\right)$$  \hspace{1cm} (4-13)
Finally, the instantaneous frequency $\omega_i(t)$ at level $i$ can be found by:

$$\omega_i(t) = \frac{d(\theta_i(t))}{dt}$$  \hfill (4-14)

Consequently, the HHT transforms the original time series signal $x(t)$ into a new set of instantaneous frequency signals $f(t)$, i.e. the frequency changing with respect to time of $x(t)$. In our study, all IMFs, with the exception of the residual, are used to reconstruct the instantaneous frequency data for sensor selection in order to avoid feature losses due to data transformation.

### 4.2 Variable reduction algorithm using PCA

Currently, the information maximisation principle is the methodology adopted in wind turbine condition monitoring data acquisition systems [18], which means the number of sensors installed depends on the trade-off between obtaining as much data as possible and the cost. For the measurements collected from sensors installed on the wind turbine, relationships must exist among them, and this can induce redundancies within the data. Thus, an appropriate sensor selection technique is desirable in order to identify and remove these unnecessary redundancies since too many sensors are providing similar information. In the meantime, the method should be able to retain the provision of vital information, which is critical for fault diagnosis, prognosis and maintenance scheduling. Moreover, it is aimed for the actual number of physical sensors to be reduced through estimation of the least significant variables. For wind turbines, the method can be used to reduce the complexity and the cost associated with developing a condition monitoring system.

#### 4.2.1 Variable reduction at system level

Due to the unique properties of variance maximisation and the orthogonality of transformed PCs following PCA, it has been used widely in dimension reduction and feature extraction applications. The variable selection problem can be considered as an extension of the dimension reduction problem. If the problem is simply to preserve most of the variability in the dataset, the solution can be relatively simple. However, for a dataset that contains a high degree of inter-correlation between variables, such as condition monitoring data collected from...
wind turbines, there is repeated information amongst variables that needs to be identified and removed. This makes the PCA analysis a suitable candidate in developing the optimal variable selection algorithm for wind turbine condition monitoring systems. By transforming the multi-collinear data through PCA, each principal component corresponds to a particular feature of the data (including noises), and because these components are uncorrelated, there is no redundancy present. Then, PCs with low variance can be discarded to achieve dimension reduction with minimal information lost. Cost functions, which are related to the selected PCs and the original variables, are then used to obtain an optimal set of original variables. The three proposed selection algorithms for variable selection at the system level are described individually.

### 4.2.1.1 B2 method

For the transformed PCs $Z(p \times n)$, the set of $q$ PCs $R^{pc}$ to be retained is found by satisfying equation:

$$ R^{pc}_j = \arg \min_{i \in p} l_i, j \in q $$

(4-15)

where $l$ is the eigenvalue vector found from SVD, $i$ is the index for PCs and $j$ is the index for the $q$ selected PCs. The eigenvectors in equation (4-5) is used to relate the original variable to the selected PC. By examining the eigenvectors, variables satisfying equation (4-16) are removed, and the rest of the variables are retained $R^{var}$.

$$ D^{var}_j = \arg \max_{k \in R^{pc}} u_k, j \in q $$

(4-16)

where $u_k$ is the corresponding eigenvector for the selected PC. Once a variable is retained, the corresponding PC’s eigenvalue and eigenvectors are removed from $L$ and $U$ for the next iteration. A stopping criterion is introduced and evaluated at every iteration, and it is used to terminate the selection algorithm until a predefined threshold value is reached to obtain the optimal number of the retained set $R^{var}$. A detailed discussion on stopping criteria will be discussed in a later section. The predefined threshold value has a great influence on the number of variables being retained, which in turn indicates the amount of information retained.
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4.2.1.2 B4 method

Similar to the B2 method, the selection process is carried out by satisfying equation (4-17) in order to identify the set of PCs to be retained. Then, the retained variable set $\mathbf{R}_{\text{var}}$ from $X$ is obtained using equation (4-16). Again, the algorithms terminate if the predefined threshold value is satisfied.

$$
\mathbf{R}_{j}^{pc} = \arg \max_{i \in p} l_i, j \in q
$$

(4-17)

As can be seen, the B2 selection method is based on the concept of identifying and discarding variables that have the least variability from the dataset, and the remaining variables then contain the major portion of variance. The B4 method directly identifies variables which preserve a larger proportion of the variability of the dataset.

4.2.1.3 H method

The H method is derived from one of the criteria for the principal variables proposed in [136, 137], where the cost function relies on the optimisation of minimising the squared norm of the original variables. The H method examines the H values, $h_1, h_2, \ldots, h_p$, and selects a set of variables which is based on equation (4-18). H values are calculated and ranked in a decreasing order for all original variables. Variables that have the highest H value are retained first. Again, the process stops when the criteria exceed the predetermined threshold.

$$
\mathbf{R}_{j}^{\text{var}} = \arg \max_{j \in q} h_j; h_j = \sum_{i=1}^{p} (l_i u_{ji})^2, i \in p
$$

(4-18)

where $l$ and $u$ are the eigenvalue and eigenvector, respectively, as described earlier. By utilising the squared norm, the selection exploits the multivariate structure of the original dataset, where it captures features that are not included in the retained variable set from each iteration. This may result in a better performance over the B2 and B4 methods.

4.2.2 Stopping criterion

Stopping criterion used in the selection algorithms, as described in the previous section, has a significant influence on the performance of the method. Different stopping criterion can be found in literature. Regardless of the type of criteria to
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be used, varying the threshold value will always affect the number of retained PCs and variables, hence the amount of information preserved. Therefore, the problem of identifying the right stopping criteria and the optimal threshold value need to be addressed first.

The question of how many principal components should be retained is application dependent [124]. Different rules have been proposed by researchers; however, the choice of a stopping threshold value differs from datasets. The commonly used methods include analysis of the individual eigenvalue, cumulative percentage of total variation, cross-validation and screen plot.

One of the pre-requirements for PCA is that the dataset used has to be standardised, which means a zero mean and unit variance. Assume that the original datasets $X$ are independent between variables, and then their corresponding PCs should also have unit variance. Based on this assumption, by analysing the variance of the PCs (eigenvalues, $L$), any PCs having variance greater than 1 should be kept [123, 124]. However, it has been argued that the threshold for this selection criterion is dataset dependent. Jolliffe et al. [133, 134] have shown that the threshold value of 0.7 is reasonable. An alternative criterion is to calculate the total cumulative percentage variance of the number of selected PCs with equation:

$$t_m = 100 \times \frac{\sum_{k=1}^{q} l_k}{\sum_{k=1}^{p} l_k}$$  (4-19)

where $l_k$ is the eigenvalues obtained from PCA, $q$ is the number of PCs retained and $p$ is the total number of variables in the original dataset. However, this method requires an additional threshold value in determining the optimal number of PCs to be retained. A sensible threshold value between 70% and 90% is suggested in [124], depending on the number of samples and variables from the dataset.

A more commonly used graphical method known as the screen plot analysis is the plot of eigenvalue $l_k$ against $k$, where the judgement of the number of PCs retained depends on the steepness of the plot ($l_{k-1}$ to $l_k$ and $l_k$ to $l_{k+1}$), as shown in Figure 4.1. The method selects $q$ number of PCs such that the change of steepness
of the plot is minimal (red dotted line in Fig 4.1). Nevertheless, this method requires human supervision as it is difficult to solve the problem analytically. The two methods described involve a degree of subjectivity; therefore, a more analytical solution can be found with a cross validation method.

![Figure 4.1 - Example of screen plot in determining number of PCs retained](image)

The main purpose of cross validation is to estimate the original dataset \( \mathbf{X} \) from \( q \) number of PC scores equation (4-20) and determine an optimum value for \( q \) based on the predicted residual sum of squares (PRESS) eq. 4-21.

\[
\hat{\mathbf{X}}_k = \hat{\mathbf{Z}}_k \hat{\mathbf{U}}_k^T + \mathbf{\varepsilon}
\]  

\[
\text{PRESS}(k) = \sum_{i=1}^{n} \sum_{j=1}^{P} \hat{x}_{i,j}^k - x_{i,j}
\]  

where \( \hat{\mathbf{Z}}_k \) and \( \hat{\mathbf{U}}_k \) are the estimated PC scores and eigenvectors and \( \mathbf{\varepsilon} \) is the error between the estimated and actual data using \( k \) PCs. A relationship between the PRESS measure and varying number of PCs retained is used to determine the optimum solution. A main point during cross validation is that when estimating \( \hat{x}_{i,j} \), the original data \( x_{i,j} \) (the \( i^{\text{th}} \) variable and \( j^{\text{th}} \) sample of \( \mathbf{X} \)) should not be included when establishing the model. A drawback of the method has been pointed out in [138] with the data use in this study, PCs with important information may occasionally be discarded, but it can be used as a reference for the minimal number of PCs desired. In our study, the screen plot and cross validation.
validation are used in combination to determine the number of PCs for the proposed selection algorithms, as described in the previous section.

4.2.3 Performance measure

Once a set of variables are retained, three performance measures are proposed in order to validate the result from the selection algorithms described. Each of these measures analyses a different aspect of the retained dataset. An evaluation is then made using these three measures in combination.

4.2.3.1 Cumulative variance

Variance is usually used to measure the dataset variability. However, because normalisation is a requirement for PCA, such that each variable in the dataset has unit variance, the calculation of cumulative variance from the normalised dataset will not help. Alternatively, cumulative percentage variance based on partial variance is used. It measures the percentage variability of the retained variables with regards to the whole dataset, where the multivariate structure of the dataset is considered. For a dataset $X (p \times n)$ with $q$ variables ($q < p$) being retained and $m$ variables ($m = p - q$), the covariance matrix of the dataset $X$ can be divided into $S_{rr} (q \times q)$, $S_{rd} (q \times m)$, $S_{dr} (m \times q)$, $S_{dd} (m \times m)$, as shown in (22). The subscripts $r$ and $d$ represent the retained set with $q$ number of variables and the discarded set with $m$ number of variables, respectively.

\[
S = \begin{bmatrix} S_{rr} & S_{rd} \\ S_{dr} & S_{dd} \end{bmatrix}
\]  \hspace{1cm} (4-22)

The partial covariance matrix $S_{rr,d}$ for retained variables is:

\[
S_{rr,d} = S_{rr} - S_{rd}S_{dd}^{-1}S_{dr}
\]  \hspace{1cm} (4-23)

The cumulated percentage partial variance ($cppv$) can then be obtained by the equation below, where $tr$ is the trace of the partial covariance matrix, i.e. sum of the elements on the main diagonal.

\[
cppv = \frac{tr(S_{rr,d})}{tr(S)}
\]  \hspace{1cm} (4-24)

4.2.3.2 Average correlation coefficient

For a retained set of variables, $cppv$ measures the variability, but it does not explain any repetition/redundancy among retained variables, such as that among
power, current and voltage. This measure only calculates fluctuation of the magnitude of the signal. Thus, an average correlation coefficient $r_a$ based on Pearson’s correlation coefficient is introduced to measure the degree of associations between variables in the dataset. Due to the fact that Pearson’s correlation coefficients are not additive, the average correlation coefficient cannot be calculated using a simple arithmetic mean. To be able to calculate the average correlation coefficient, Pearson’s correlation coefficient is first transformed using Fisher’s transformation, and then the arithmetic average of the transformed value is converted back with Fisher’s inverse transform. The Fisher’s transform and its corresponding inverse transform are given below:

$$r_z = \frac{1}{2} \ln \left( \frac{1 + r}{1 - r} \right)$$  \hspace{1cm} (4-25)

$$r = \frac{e^{2r_z} - 1}{e^{2r_z} + 1}$$  \hspace{1cm} (4-26)

where $r_z$ is the transformed correlation coefficient, and $r$ is the Pearson correlation coefficient. This measure considers the multi-collinearity behaviour of the dataset. A higher value indicates high degrees of correlation among the dataset, and a low value indicates less dependency between variables. Moreover, the method not only considers the magnitude of dependency but also includes the direction of the associated variables.

### 4.2.3.3 Information entropy

The cppv and average correlation coefficient are dependent on the sample size of the dataset, and this may lead to a biased result. Therefore, information entropy is used to further validate the results. As a measure of information discrepancy, entropy has been used extensively in communication, data compression and data encoding [139], as well as in feature selection and classification for ANN and fault detection [140]. After the application of PCA, the information entropy of the original dataset and those retained variables from each selection method are calculated individually.

With a given variable $X$ and the probability mass function of the variable $p(x) = Pr(X = x), x \in \mathbb{R}$, the information contained or the uncertainty in the variable $X$ can be quantified by the information entropy $E(X)$:
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\[ E(X) = - \sum_{i=1}^{n} P(x_i) \log_b P(x_i) \]  \hspace{1cm} (4-27)

where \( P(x_i) \) is the probability \( p(X=x_i) \), and \( b \) is the base for each different entropy unit. In this dissertation, the Shannon's entropy is used, where \( b=2 \); hence, the unit of the entropy is the bit. Moreover, normalised entropy is also introduced in order to compare different variables, as the normalised entropy is bounded between 0 and 1, which is obtained by:

\[ H(X) = - \sum_{i=1}^{n} \frac{p(x_i) \log_b(p(x_i))}{\log_b(n)} \]  \hspace{1cm} (4-28)

where \( n \) is the length of the signal, and \( \log_b(n) \) is the maximum entropy of the signal. Based on the normalised information entropy, the percentage information entropy \( \eta_e \) of any retained set of variables can be found, where it is the ratio of the normalised entropy of retained variables \( E_r \) and the original datasets \( E_t \), where \( E_r \) and \( E_t \) are the sum of entropy of the retained variables and original data, respectively.

**4.2.3.4 Combination performance measure**

Since all three measures are bounded within the same range, and each measure focuses on a specific nature of the dataset, a more generalised result can be obtained using a combination performance measure:

\[ cpm = (1 - cppv) + (1 - \eta_e) + |r_a| \]  \hspace{1cm} (4-29)

where \( 1 - cppv \) and \( 1 - \eta_e \) measure the variance and information entropy losses due to discarded variables, and \( |r_a| \) is the magnitude of the overall correlation coefficient of the dataset. As each of these three terms is bounded between 0 and 1, and this result in the \( cpm \) being bounded between 0 and 3. The smaller the \( cpm \) the higher the performance, such that the retained variables have minimal information losses, multi-collinearity and redundancies.

**4.2.4 Variable reduction based on particular targets**

The three selection algorithms described in Section 4.2.1 mainly investigate the variability of the data, and this can be useful and accurate during fault-free conditions. When faulty data is used, the method may result in false outcomes, as
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In most cases the variability of transient change due to a fault is insignificant compared to the overall trend of the dataset. Therefore, a targeted selection method is proposed, named the T method. The algorithm maximises the variance and minimises the correlation of the selected variables. It also seeks the underlying features of the predefined fault signal/variable within the dataset and retains a set of variables that most effectively explains these features. The selection of PCs is based on equation (4-30):

$$\mathcal{R}_j^{\text{PC}} = \arg \min_{i \in p} \left( r_{i,j}^2 - r_{i,\text{tar},k}^2 \right), j \in q$$

where it selects a set of $q$ PCs $\mathcal{R}_j^{\text{PC}}$ by minimising the squared correlation difference between original variables $r_{i,k}^2$ and PCs $r_{i,\text{tar},k}^2$. The subscript $i$, $k$ and $\text{tar}$ are the $i^{\text{th}}$ variable from the original dataset, the $k^{\text{th}}$ principal component and the targeting variable, respectively. The square correlation for each term is found by:

$$r_{i,j}^2 = \left\{ \frac{\sum_{i=1}^{p} (x_i - \bar{x}) (z_j - \bar{z})}{\sqrt{\sum_{i=1}^{p} (x_i - \bar{x})^2 \sum_{j=1}^{p} (z_j - \bar{z})^2}} \right\}^2$$

which is also equivalent to:

$$r_{i,j}^2 = l_i u_{i,j}^2$$

where $l_i$ and $u_{i,j}$ are the eigenvalue and eigenvector obtained from SVD. The selection of original variables based on $\mathcal{R}_j^{\text{PC}}$ is then obtained:

$$\mathcal{R}_j^{\text{var}} = \arg \max_{k} u_{k}, j \in q, k \in \mathcal{R}_j^{\text{PC}}$$

where $j$ and $k$ are the index for the selected original variables and retained principal components, respectively. The retained variable set $\mathcal{R}_j^{\text{var}}$ is updated each iteration, and the same stopping criterion as discussed in Section 4.2.2 is used to terminate the process until the threshold is reached.

4.3 Data pre-processing for validation (simulation and SCADA data)

To validate the proposed algorithms, simulation data obtained from Chapter 3 and SCADA data from an operational wind farm are used. Data pre-processing is necessary for the algorithms to perform accurately and reliably. Moreover, the
original time domain dataset is transformed into frequency and frequency-time domain prior to the selection algorithm.

4.3.1 Data pre-processing

As PCA is a statistical tool, in order to perform the analysis, certain pre-requirements of the datasets are needed. As described in Chapter 2, SCADA contains various measurements from a wind turbine including constant variables, discrete signals (such as control set points) and missing values which may due to sensor malfunction or system downtime. These variables can be ineffective to PCA, hence the selection algorithm. Therefore, in our study, constant variables and discrete signals are excluded prior to the analysis. Moreover, for any missing values at the $j^{th}$ sample from a variable, the corresponding values for the entire row at sample $j$ are removed. Finally, normalisation of the dataset is carried out to allow for comparison between variables or datasets, as the normalised datasets $\bar{X}$ have zero mean and unit variance:

$$\bar{X} = \frac{X - \mu}{\sigma}$$  \hspace{1cm} (4-34)

where $X$ is the original dataset, $\mu$ is a vector of the arithmetic mean and $\sigma$ is the vector of the standard deviation of the dataset.

The constant variables and missing values are not present in the simulation data simply because only useful data is collected during the simulation process, and the only discrete signals are the switching pulses for the inverters. These variables are also excluded before selection algorithms are applied. Therefore, the only pre-processing step needed for the simulation data is the normalisation using equation (4-34). On the contrary, the SCADA data is obtained from an operational wind farm, and the pre-processing processes described earlier are necessary in order to identify and remove data which may lead to biased results such as constant variables and digital signals. The SCADA data consist of sensor measurements of 26 wind turbines across a time span of 16 months. The data is acquired at a sampling rate of two seconds and are processed and stored at 10-minute intervals in order to significantly reduce the amount of data that needs to be processed, while still reflecting the normal and faulty status of wind turbine
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operations. Each turbine consists of 128 variables, including various temperatures, pressures, vibrations, power outputs, wind speed and digital control signals. In this study, the data used is the 10-minute averages for each variable.

To understand the SCADA data further, these variables are categorised based on their type of measurement, including different angles, electrical parameters, set points, pressures, vibrations (oscillations), speeds, wind related, temperatures and miscellaneous. Variables that fall under the category of set points are considered as discrete control signals. One example is Pit_PID1_P, which is the proportional parameter for the PID controller. Figure 4.2 from top to bottom shows the example of a discrete signal, the pitch angle set point and the active power before and after the pre-process of missing values from the SCADA data. It can be seen that during the period where no active power is produced (red dots in the middle plots), the pitch angle set points are abnormally high, reaching approximately 90°. This may be because an alarm was raised and the operator intentionally shut down the turbine, thus causing false readings such as pitch angle set point.

A total of 77 variables are obtained after the pre-processing, and an example of monthly normalised active power, generator speed and main line-to-line voltage (L1-L2) is shown in Figure 4.3. These datasets are then used in the later validation processes.

Figure 4.2 - Example of SCADA data. Top: discrete control signal to be removed, pitch angle set point; middle: original active power before pre-processing; bottom: active power after pre-processing
Figure 4.3 - Example of monthly active power (top plot), generator speed (middle plot) and line-to-line main voltage (bottom plot) after pre-processing

4.3.2 Data transformation into frequency and time-frequency domains

The analysis of the measurement data focuses on the transient characteristics not only in the time domain but also in terms of the frequency and instantaneous frequency time domains. The traditional fast Fourier transform is used to obtain data in the frequency domain:

\[ F(t) = \frac{1}{n} \sum_{i=0}^{n-1} x_i e^{-j2\pi n i} \quad 0 < k < n - 1 \]  

(4-35)

where \( n \) is the total number of samples in the original dataset \( X \), and \( j \) is the complex notation.

Figure 4.4 shows an example of active power in the time and frequency domain from the PMSG simulation data using practical wind speed as the input wind profile. As shown in the bottom plot of Figure 4.4, the low frequencies are due to wind speed variation. Moreover, there are several spikes at the frequency of 50, 150 and 300 Hz, respectively, which may represent the fundamental frequency and corresponding harmonics of the electrical power. Finally, noise is also a major contributor in the FFT plot.
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The frequency time domain data is obtained using HHT, as described in Section 4.1.3. Intrinsic mode functions are first calculated for each variable through empirical mode decomposition. The instantaneous frequency for each IMF is then found using the Hilbert transform except for the last IMF, where it is monotonic. Then, by summing all the instantaneous frequencies, the reconstructed frequency time domain data is obtained. As an example, Figure 4.5 shows the active power from PMSG simulation in the time domain, the extracted IMFs (1-8) and the reconstructed instantaneous frequency time domain data. It can be seen that the frequency of the IMFs decreases until it becomes monotonic. Moreover, it can be seen that there is a sudden change of frequency between IMF3 and IMF4. The high frequency IMFs may relate to the electrical power, while the low frequency IMFs may represent variations of wind speeds. The residual usually represents the trend of the original data as concluded in [130]. The last plot shows the instantaneous frequency variation with respect to time.

The same procedures are applied to all simulation and SCADA datasets to obtain the pre-processed data in frequency and frequency time representations. These newly obtained datasets are then used as inputs to perform the proposed variable selection algorithms. Results are then compared and discussed in later sections.
Figure 4.5 - Decomposed intrinsic mode functions of active power of PMSG based on wind turbine simulation data and the reconstructed instantaneous frequency data using HHT
4.4 Verification of the methods

To verify the proposed selection algorithms and their robustness, different types of datasets are used. A summary block diagram of the validation processes at the system level and the targeted method are shown in Figures 4.6 and 4.7. It includes different operational conditions, types of systems and data domain representations. The proposed algorithms are applied to each dataset, and the performance is evaluated with measures described earlier. Based on this process, results are given in later sections.

Figure 4.6 - Block diagram of variable selection validation process using different types of datasets at the system level

Figure 4.7 - Block diagram of targeted variable selection validation process using different types of datasets

4.4.1 Validation in normal operational condition

During a normal condition, the selection is carried out at the system level, where it focuses on maximising variability and minimising redundancies of the measurements. Thus, a set of variables is selected that represents the general trend of the dataset.
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4.4.1.1 Simulation and SCADA data

Both simulation and SCADA datasets are used, where the SCADA data has a total of 77 variables. In the case of simulation data, both PMSG and DFIG-based wind turbines, as described in Chapter 3, are used. A total number of 46 and 36 variables for each system and the variable names and description of the variables are provided in Tables 4.1 and 4.2, respectively. The dataset mainly consists of mechanical power, torque and speed, and electrical power, torque, voltages and currents at different locations within the system as described in Chapter 3.1.3.

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable Name</th>
<th>Description</th>
<th>No.</th>
<th>Variable Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( I_{dc1} )</td>
<td>Dc-link current before capacitor</td>
<td>24</td>
<td>( Q_3 )</td>
<td>Grid reactive power at node 2</td>
</tr>
<tr>
<td>2</td>
<td>( V_{dc} )</td>
<td>DC-link voltage</td>
<td>25</td>
<td>( Q_g )</td>
<td>Reactive power at PCC (after transformer)</td>
</tr>
<tr>
<td>3</td>
<td>( I_{dc2} )</td>
<td>DC-link current after capacitor</td>
<td>26</td>
<td>( V_{a1} )</td>
<td>Grid phase A voltage at node 1</td>
</tr>
<tr>
<td>4</td>
<td>( Q_{grid} )</td>
<td>Reactive power at PCC (before transformer)</td>
<td>27</td>
<td>( V_{b1} )</td>
<td>Grid phase B voltage at node 1</td>
</tr>
<tr>
<td>5</td>
<td>( P_{grid} )</td>
<td>Active power at PCC (before transformer)</td>
<td>28</td>
<td>( V_{c1} )</td>
<td>Grid phase C voltage at node 1</td>
</tr>
<tr>
<td>6</td>
<td>( I_{dc-ref} )</td>
<td>Reference DC-link current after capacitor</td>
<td>29</td>
<td>( V_{a2} )</td>
<td>Grid phase A voltage at node 2</td>
</tr>
<tr>
<td>7</td>
<td>( \alpha )</td>
<td>Firing angle</td>
<td>30</td>
<td>( V_{b2} )</td>
<td>Grid phase B voltage at node 2</td>
</tr>
<tr>
<td>8</td>
<td>( \beta )</td>
<td>Pitch angle</td>
<td>31</td>
<td>( V_{c2} )</td>
<td>Grid phase C voltage at node 2</td>
</tr>
<tr>
<td>9</td>
<td>( Q_{gen} )</td>
<td>Generator reactive power</td>
<td>32</td>
<td>( V_{a3} )</td>
<td>Grid phase A voltage at node 3</td>
</tr>
<tr>
<td>10</td>
<td>( T_t )</td>
<td>Turbine torque</td>
<td>33</td>
<td>( V_{b3} )</td>
<td>Grid phase B voltage at node 3</td>
</tr>
<tr>
<td>11</td>
<td>( P_{gen} )</td>
<td>Generator active power</td>
<td>34</td>
<td>( V_{c3} )</td>
<td>Grid phase C voltage at node 3</td>
</tr>
<tr>
<td>12</td>
<td>( T_{gen} )</td>
<td>Generator torque</td>
<td>35</td>
<td>( I_{a1} )</td>
<td>Grid phase A current at node 1</td>
</tr>
<tr>
<td>13</td>
<td>( P_t )</td>
<td>Turbine power</td>
<td>36</td>
<td>( I_{b1} )</td>
<td>Grid phase B current at node 1</td>
</tr>
<tr>
<td>14</td>
<td>( \omega )</td>
<td>Turbine mechanical speed</td>
<td>37</td>
<td>( I_{c1} )</td>
<td>Grid phase C current at node 1</td>
</tr>
<tr>
<td>15</td>
<td>( v_w )</td>
<td>Wind speed</td>
<td>38</td>
<td>( I_{a2} )</td>
<td>Grid phase A current at node 2</td>
</tr>
<tr>
<td>16</td>
<td>( P_{source} )</td>
<td>Grid source active power</td>
<td>39</td>
<td>( I_{b2} )</td>
<td>Grid phase B current at node 2</td>
</tr>
<tr>
<td>17</td>
<td>( P_1 )</td>
<td>Grid active power at node 1</td>
<td>40</td>
<td>( I_{c2} )</td>
<td>Grid phase C current at node 2</td>
</tr>
<tr>
<td>18</td>
<td>( P_2 )</td>
<td>Grid active power at node 2</td>
<td>41</td>
<td>( I_{a3} )</td>
<td>Grid phase A current at node 3</td>
</tr>
<tr>
<td>19</td>
<td>( P_3 )</td>
<td>Grid active power at node 3</td>
<td>42</td>
<td>( I_{b3} )</td>
<td>Grid phase B current at node 3</td>
</tr>
<tr>
<td>20</td>
<td>( P_g )</td>
<td>Active power at PCC (after transformer)</td>
<td>43</td>
<td>( I_{c3} )</td>
<td>Grid phase C current at node 3</td>
</tr>
<tr>
<td>21</td>
<td>( Q_{source} )</td>
<td>Grid source reactive power</td>
<td>44</td>
<td>( I_{ga} )</td>
<td>Phase A current at PCC</td>
</tr>
<tr>
<td>22</td>
<td>( Q_1 )</td>
<td>Grid reactive power at node 1</td>
<td>45</td>
<td>( I_{gb} )</td>
<td>Phase B current at PCC</td>
</tr>
<tr>
<td>23</td>
<td>( Q_2 )</td>
<td>Grid reactive power at node 2</td>
<td>46</td>
<td>( I_{gc} )</td>
<td>Phase C current at PCC</td>
</tr>
</tbody>
</table>

Table 4.1 - Variable names of the PMSG-based wind turbine simulation data
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For both PMSG and DFIG simulation data, the fault-free data with actual wind speed is obtained at a sampling rate of 1 ms over a period of 10 s and yield a total of 10000 numbers of samples for each variable. In the case of SCADA data, a month’s worth of data is used. In order to obtain healthy turbine data, typical wind speed vs. active power curve (S-curve) is adopted to distinguish the overall health condition of the turbine. S. Gill et al. [22] have shown that the S-curve can be used as a metric for determining a turbine’s operation conditions. Based on the S-curve metric, healthy turbine data is selected from the 26 wind turbines. Figure 4.8 shows S-curves of different wind turbines from the wind farm. The top plot shows the power curve of a healthy turbine where all alarms registered in the alarm log from the SCADA database are removed. The middle plot gives a reasonable power curve, which comes from a healthy turbine. However, there are still outliers, indicating the existence of anomalies. The timestamp of these outliers coincides with the information recorded in the alarm log in the SCADA

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable Name</th>
<th>Description</th>
<th>No.</th>
<th>Variable Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$V_w$</td>
<td>Wind speed</td>
<td>19</td>
<td>$V_{a_rms}$</td>
<td>Phase A stator rms voltage</td>
</tr>
<tr>
<td>2</td>
<td>$\omega_{\text{ref}}$</td>
<td>Reference turbine speed</td>
<td>20</td>
<td>$V_{b_rms}$</td>
<td>Phase B stator rms voltage</td>
</tr>
<tr>
<td>3</td>
<td>$\omega_{\text{mech}}$</td>
<td>Turbine mechanical speed</td>
<td>21</td>
<td>$V_{c_rms}$</td>
<td>Phase C stator rms voltage</td>
</tr>
<tr>
<td>4</td>
<td>$T_{\text{mech}}$</td>
<td>Turbine torque</td>
<td>22</td>
<td>$V_{a_rms}$</td>
<td>Phase A rotor rms voltage</td>
</tr>
<tr>
<td>5</td>
<td>$T_{\text{elec}}$</td>
<td>Generator torque</td>
<td>23</td>
<td>$V_{b_rms}$</td>
<td>Phase B rotor rms voltage</td>
</tr>
<tr>
<td>6</td>
<td>$s$</td>
<td>Generator slip</td>
<td>24</td>
<td>$V_{c_rms}$</td>
<td>Phase C rotor rms voltage</td>
</tr>
<tr>
<td>7</td>
<td>$I_{d_\text{c1}}$</td>
<td>DC-link current 1</td>
<td>25</td>
<td>$V_{a_rms}$</td>
<td>Phase A rms voltage at PCC</td>
</tr>
<tr>
<td>8</td>
<td>$I_{d_\text{c2}}$</td>
<td>DC-link current 2</td>
<td>26</td>
<td>$V_{b_rms}$</td>
<td>Phase B rms voltage at PCC</td>
</tr>
<tr>
<td>9</td>
<td>$V_{d_c}$</td>
<td>DC-link voltage</td>
<td>27</td>
<td>$V_{c_rms}$</td>
<td>Phase C rms voltage at PCC</td>
</tr>
<tr>
<td>10</td>
<td>$P_{d_\text{c1}}$</td>
<td>DC-link active power 1</td>
<td>28</td>
<td>$I_{a_rms}$</td>
<td>Phase A stator rms current</td>
</tr>
<tr>
<td>11</td>
<td>$P_{d_\text{c2}}$</td>
<td>DC-link active power 2</td>
<td>29</td>
<td>$I_{b_rms}$</td>
<td>Phase B stator rms current</td>
</tr>
<tr>
<td>12</td>
<td>$P_t$</td>
<td>Turbine power</td>
<td>30</td>
<td>$I_{c_rms}$</td>
<td>Phase C stator rms current</td>
</tr>
<tr>
<td>13</td>
<td>$P_g$</td>
<td>Active power at PCC</td>
<td>31</td>
<td>$I_{a_rms}$</td>
<td>Phase A rotor rms current</td>
</tr>
<tr>
<td>14</td>
<td>$P_s$</td>
<td>Generator stator active power</td>
<td>32</td>
<td>$I_{b_rms}$</td>
<td>Phase B rotor rms current</td>
</tr>
<tr>
<td>15</td>
<td>$P_r$</td>
<td>Generator rotor active power</td>
<td>33</td>
<td>$I_{c_rms}$</td>
<td>Phase C rotor rms current</td>
</tr>
<tr>
<td>16</td>
<td>$Q_g$</td>
<td>Reactive power at PCC</td>
<td>34</td>
<td>$I_{a_rms}$</td>
<td>Phase A rms current at PCC</td>
</tr>
<tr>
<td>17</td>
<td>$Q_s$</td>
<td>Generator stator reactive power</td>
<td>35</td>
<td>$I_{b_rms}$</td>
<td>Phase B rms current at PCC</td>
</tr>
<tr>
<td>18</td>
<td>$Q_r$</td>
<td>Generator rotor reactive power</td>
<td>36</td>
<td>$I_{c_rms}$</td>
<td>Phase C rms current at PCC</td>
</tr>
</tbody>
</table>

Table 4.2 - Variable names of the DFIG-based wind turbine simulation data
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data as shown as red dots. The bottom plot shows the S-curve of a turbine with a known fault, where it can be seen that there is a reduced power output irrespective of the wind speed. The turbine that produces the best S-curve (without alarm) is used.

Figure 4.8 - S-curve of SCADA data with different processing steps: a) fault free turbine without alarm, b) fault free turbine with alarm, c) faulty turbine

Before carrying out the selection algorithm, threshold values to terminate the selection process need to be first determined. The screen plot and cross-validation techniques as described in Section 4.2.2 are applied to the three datasets. Figures 4.9 to 4.11 show the results from the three datasets (PMSG, DFIG and SCADA), respectively. The top plot shows the cumulative variance-based SCREEN plot, and the bottom plot shows the squared residual from cross-validation.

For the PMSG data, it can be seen that the optimal number of PCs from the two techniques are 25 and 8, respectively; the cumulative variance and PRESS are 99.92% and $3.43 \times 10^4$, respectively, as shown in Figure 4.9 (PRESS is a measure of the total absolute residual, thus a smaller PRESS indicates a higher model fit). As already discussed in Section 4.2.2, the cross-validation technique may occasionally eliminate important information. However, it is useful to provide a benchmark for the minimal limit. As for the SCREEN plot, the curve is practically flat with 25 numbers of PCs, and a very high cumulative variance is obtained. Any further increase in the number of PCs will have an insignificant increase in the
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cumulative variance. Therefore, the threshold value of 25 PCs is used for the selection algorithm using PMSG data. Similarly for the data obtained from DFIG based simulation and SCADA data, the cumulative variance and PRESS are (99.93%, 5.96×10^4) and (99.7%, 3.59×10^4) respectively; the optimal threshold values are 20 and 35 for each dataset, as shown in Figures 4.10 and 4.11.

Figure 4.9 - Optimal threshold value for selection algorithm using PMSG data: a) SCREEN plot of cumulative variance; b) PRESS from cross-validation

Figure 4.10 - Optimal threshold value for selection algorithm using DFIG data: a) SCREEN plot of cumulative variance; b) PRESS from cross-validation
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With the pre-processed data and optimal threshold value, the proposed selection algorithms are carried out for each dataset. The performance measures for each input dataset using different selection algorithms are calculated and shown in Table 4.3. By looking at each measure individually, the cumulative variances from the time and frequency domains have similar values and are considerably higher than those from instantaneous frequency data for all three types of datasets (PMSG, DFIG and SCADA). This might be because during the reconstruction of the instantaneous frequency data from IMFs in HHT, certain features of the dataset are lost. Moreover, the instantaneous frequency data represents the localised oscillatory phase change with respect to time; thus, it only contains a portion of the total features (only oscillatory phase change) within the dataset. Hence, during variable selection, the algorithms focusing on the instantaneous frequency might ignore certain information from the overall dataset. Furthermore, results show that the H method has the lowest performance among the three selection methods, and the B2 method has the highest cumulative variance for all three domains.

As for the average correlation coefficients, values of 0.1484, 0.3394 and 0.3588 are found for the three original datasets. These values serve as the basis when examining the performance of the selection algorithms. When comparing to these benchmarks, the results show that the B2 and B4 methods produces a lower average correlation coefficient in all three domains. This indicates the selected

Figure 4.11 - Optimal threshold value for selection algorithm using SCADA data: a) SCREEN plot of cumulative variance; b) PRESS from cross-validation
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variables have low interdependencies. In addition, it should be noted that a higher average correlation coefficient than the original dataset can be obtained, implying the presence of a higher degree of redundancies among the retained variables, such as results using the H method. In addition, since the cppv and average correlation coefficient may lead to biased results, the percentage entropy is shown in Table 4.3. A similar trend can be observed, such that the B2 and B4 have the highest percentage entropy, and the H method has the lowest. Moreover, the percentage entropies obtained in time, frequency and instantaneous frequency domain data have a descending order. These findings agree with the results from the cumulative percentage variance and average correlation measures.

To visualise the results from each selection algorithm, scatter plots of the cumulative percentage variance and average correlation coefficients of each variables are plotted. Figures 4.12 to 4.14 shows all the results using three different datasets from three selection algorithms in different domains, where the blue crosses are all the variables from the original datasets, and the red circles represent the retained variables from the corresponding selection algorithm and domain. Overall, the scatter plots show positive relationships between the cppv and the average correlation coefficients, where variables having high cppv tend to also have a higher absolute correlation coefficient. This behaviour is the most obvious for the SCADA dataset (Fig 4.13), as it contains actual measurements from a physical system rather than simulations. Moreover, it can be seen from the figures that the H method tends to retain variables which have high cumulative variance, and this is expected as it is depicted by its cost function. However, some of these high variance variables also have high correlations among each other, which will increase information redundancy considerably in the retained variables. This behaviour also explains why the H method has poor results in Table 4.3, as high redundancies are involved in the retained set of variables. On the contrary, the retained variables from the selection methods which produce high performance, such as B2 and B4, are spread across the entire area (both low and high cumulative variances). The majority of the retained variables have low average correlation coefficients and selectively retain variables with high correlation and variance.
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<table>
<thead>
<tr>
<th></th>
<th>Time</th>
<th>Frequency</th>
<th>Instantaneous frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PMSG data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative variance</td>
<td>100%</td>
<td>99.19%</td>
<td>99.60%</td>
</tr>
<tr>
<td>Average correlation</td>
<td>0.1484</td>
<td>0.0518</td>
<td>0.0565</td>
</tr>
<tr>
<td>Percentage entropy</td>
<td>100%</td>
<td>86.86%</td>
<td>89.50%</td>
</tr>
<tr>
<td><strong>DFIG data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative variance</td>
<td>100.00%</td>
<td>99.67%</td>
<td>97.67%</td>
</tr>
<tr>
<td>Average correlation</td>
<td>0.3676</td>
<td>0.0317</td>
<td>0.0801</td>
</tr>
<tr>
<td>Percentage entropy</td>
<td>100.00%</td>
<td>84.82%</td>
<td>79.97%</td>
</tr>
<tr>
<td><strong>SCADA data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative variance</td>
<td>100%</td>
<td>97.17%</td>
<td>98.42%</td>
</tr>
<tr>
<td>Average correlation</td>
<td>0.3588</td>
<td>0.0777</td>
<td>0.0650</td>
</tr>
<tr>
<td>Percentage entropy</td>
<td>100%</td>
<td>80.37%</td>
<td>81.71%</td>
</tr>
</tbody>
</table>

Table 4.3 - Results from selection methods B2, B4 and H in the time, frequency and instantaneous frequency domains using simulation and SCADA data
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Figure 4.12 - Average correlation coefficient vs. cumulative variance with three selection methods in the time, frequency and instantaneous frequency domain using PMSG-based simulation data.
Figure 4.13 - Average correlation coefficient vs. cumulative variance with three selection methods in the time, frequency and instantaneous frequency domain using DFIG-based simulation data
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Figure 4.14 - Average correlation coefficient vs. cumulative variance with three selection methods in the time, frequency and instantaneous frequency domain using SCADA data
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This finding implies that critical information will also exist in variables with low variances, which is consistent with the result found by Hawkins in his research [141]. As for the selection in different domains, the behaviour, as described earlier, still holds but is less observable in the frequency and instantaneous frequency domains, which further explains the relative low performance.

Finally, Figure 4.15 shows the combination performance measure calculated using equation (4-29). Results from three selection methods using different data in all domains are shown in the three plots, respectively. It can be seen that the B2 and B4 methods in the time domain have the best performance, as they have the lowest cpm (described in Section 4.2.3.4). The cpm of the B2 and B4 methods in the frequency domain has an increasing behaviour with PMSG, DFIG and SCADA data. This is because the PMSG dataset might have relatively less frequency variations compared to the other two datasets, as the system is connected through a direct AC-DC-AC inverter. In contrast, for the DFIG dataset, the system’s frequency domain features are more abundant, due to the constant variation of the rotor current and frequency as a result of the inverter control. Similarly, for the SCADA dataset, more measurements are included which enriches the frequency domain features such as vibration and environmental signals. Overall, the results show that the B2 and B4 selection methods in the time domain outperform the others.

Figure 4.15 - Combination performance measure of different selection algorithms using different data
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In terms of the variables retained, for the PMSG simulation data, variables such as pitch angle, torque and active/reactive power at the grid coupling point are always selected. For variables with high dependency among them, such as the active/reactive power, voltage and currents at different locations of the grid, as well as DC bus voltage and currents, at least one variable is retained. As for the DFIG simulation data, apart from torque and active/reactive power at grid coupling point that are retained, parameters related to the machine rotor are also selected. The simulation data is relatively simple in structure, as dominant variables are electrical. On the contrary, the SCADA data have a more complex data composition, as data consist of more signal variability, including various temperatures and environmental parameters. Apart from the general parameters such as gearbox and generator temperatures, oscillations and vibrations, most variables retained are electrical related. Variables such as pitch angle or environmental conditions (e.g. air pressure, ambient temperature) are always selected because they are less likely dependent on other parameters. Furthermore, for variables with a high degree of dependencies such as temperature generators L1 and L2, only one is selected. Finally, it is worth noting that with the wind speed or related variables, at least one is always selected. A complete table of retained variables for each selection method can be found in the Appendix B.1.

4.4.1.2 Effect of sampling frequency on the selection algorithm

In order to assess the robustness of the proposed selection algorithm, the PMSG simulation is carried out at varying sampling frequencies from 50\(\mu\)s to 2000 \(\mu\)s. Figure 4.16 shows an example of the phase current at the point of coupling (as shown in Fig 3.19) using different sampling rates. The blue, green and red plots represent waveforms with sampling rates of 50, 1000 and 2000 \(\mu\)s, respectively. It can be seen that at 2000 \(\mu\)s, certain harmonics, especially during the failing edge, are not captured as in data sampled at 1000 or 50 \(\mu\)s. Moreover, the waveform with sampling rates between 1000 and 50 \(\mu\)s still exhibit a minor difference.

A higher sampling frequency can ensure that more transient features within the signals are captured. The selection algorithms are tested with the data collected
Variable selection based on principal component analysis at varying sampling rates, and the combination performance measures are shown in Figure 4.17. The \textit{cpm} calculated from three selection algorithms are plotted individually in the figure. It can be seen that the \textit{cpm} remains almost constant until the sampling rate increases and reaches 1000 μs. As the sampling rate increases above 1000 μs, there is a minor drop of \textit{cpm}. However, overall, the performance of the selection algorithms is relatively insignificant from the sampling rate of the data.

Figure 4.16 - PMSG simulation phase current at point of coupling with varying sampling frequencies

Figure 4.17 - Combination performance measure of three selection methods using PMSG simulation data with varying sampling frequencies
Moreover, Figure 4.18 shows the retained variables using three selection algorithms with data using different sampling rates. The x axis shows the variables in the dataset (Table 4.1), and the y axis shows the number of occasions when each variable is selected. For each dataset, the retained variable set will have a value of 1, and those discarded will have a value of 0. With a total number of 6 datasets used (at different sampling rates), if the retained variables remain the same for each case, the resulting bar chart should have a value of 6 for all retained variables, which indicates the sampling rate has no impact on the selection algorithm. It can be seen that only the H (bottom plot of Fig 4.18) method has the same set of variables retained. On the contrary, for the B2 (top plot) and B4 (middle plot) methods, there is minor difference in the retained variables (variables with a bar value of 1). However, the majority of the retained variables are the same. This can prove that regardless of the sampling rate, the selection algorithms are robust and their effects are insignificant.

![Bar charts showing retained variables for different selection methods](image)

Figure 4.18 - Retained set of variables from three selection methods using PMSG simulation data with varying sampling frequencies

In conclusion, results show that the B2 and B4 methods in the time domain have the ability to identify redundancies and reduce the dimension of the dataset significantly without losing much information.

### 4.4.2 Validation in faulty condition

During faulty conditions, the variability and redundancies are considered, and the proposed algorithm is able to select variables that are targeted to a particular
fault signal of interest. As proven in the previous section, the proposed selection algorithms using PMSG, DFIG simulation data and SCADA data in the time domain outperforms the other domains. Therefore, in a later section, only time domain data is considered in evaluating the proposed targeted selection algorithm as described in Section 4.2.4.

For the PMSG and DFIG simulation, data with the capacitor ageing fault, single phase-to-ground fault, phase-to-phase fault and three phases-to-ground fault, as described in Chapter 3.2, are used. The data is collected for a period of 10 s at a sampling rate of 250 μs, and the faults are introduced at 5 s. The capacitor ageing fault for PMSG and DFIG data has a severity of capacitance change of -1% and -35% with respect to the fault free condition (0%), respectively. The negative sign indicates that the capacitance value is decreased by a certain percentage compared to the healthy condition. It is worth mentioning that the PMSG system is more susceptible to a DC-link capacitor ageing fault, where the DFIG system is able to withstand a relative high variation of the DC-link capacitance. For the single phase-to-ground, phase-to-phase and three phase-to-ground faults, the severity of fault is simulated with a resistance change of 0.0001% (from the fault free condition (1 MΩ) for both systems. Examples of the waveforms during faulty conditions were presented in the simulation chapter (Figures 3.32 to 3.37).

Finally, for the SCADA data, based on the alarm log and investigation of the dataset, turbines with a generator fault and a gearbox fault have been identified and used in a later validation process. Figures 4.19 and 4.20 plot some of the variables from the SCADA data for turbines with the generator fault and gearbox fault, respectively.

To perform the proposed targeted selection algorithm, it is necessary to define a targeting signal for a particular fault. For a capacitor ageing fault, the DC-link voltage is used, as any changes of the DC-link capacitance will have a direct impact on the voltage. In the case of the phase-to-ground faults, the active power at the point of coupling is selected. The targeting signals for the two types of faults are the same for both PMSG and DFIG simulation data. Moreover, the gearbox bearing temperature and the generator winding temperature are nominated as the targeting signal for the two types of faults.
With the targeting variable defined, the T selection algorithm proposed in Section 4.2.4 is applied with the same procedure used in earlier sections. The performance measures as described in Section 4.2.3 are calculated for each dataset. Table 4.4 lists all the performance measures of all the datasets under different faulty conditions. The targeting variable for each case is also included. It can be seen that all datasets have a \( \text{cppv} \) above 97\%, indicating the retained variable set obtained from the T selection algorithm has a high percentage of variance of the original dataset. Moreover, there are significant reductions of the average correlation compared to the original data, which implies low
Variable selection based on principal component analysis

redundancies within the retained variable set. Finally, reasonable percentage entropy is also obtained.

<table>
<thead>
<tr>
<th>PMSG simulation data</th>
<th>Type of data</th>
<th>Original data</th>
<th>Capacitor ageing fault</th>
<th>Single phase-to-ground fault</th>
<th>Phase-to-phase fault</th>
<th>Three phase-to-ground fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target signal</td>
<td></td>
<td>DC-link voltage</td>
<td>Active power at PCC</td>
<td>Active power at PCC</td>
<td>Active power at PCC</td>
<td></td>
</tr>
<tr>
<td>Cumulative variance</td>
<td>1</td>
<td>99.61%</td>
<td>99.47%</td>
<td>99.45%</td>
<td>98.82%</td>
<td></td>
</tr>
<tr>
<td>Average correlation</td>
<td>0.1435</td>
<td>0.0618</td>
<td>0.0377</td>
<td>0.0373</td>
<td>0.0862</td>
<td></td>
</tr>
<tr>
<td>Percentage entropy</td>
<td>1</td>
<td>87.50%</td>
<td>85.83%</td>
<td>81.30%</td>
<td>82.79%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DFIG simulation data</th>
<th>Type of data</th>
<th>Original data</th>
<th>Capacitor ageing fault</th>
<th>Single phase-to-ground fault</th>
<th>Phase-to-phase fault</th>
<th>Three phase-to-ground fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target signal</td>
<td></td>
<td>DC-link voltage</td>
<td>Active power at PCC</td>
<td>Active power at PCC</td>
<td>Active power at PCC</td>
<td></td>
</tr>
<tr>
<td>Cumulative variance</td>
<td>1</td>
<td>96.15%</td>
<td>98.32%</td>
<td>97.59%</td>
<td>98.44%</td>
<td></td>
</tr>
<tr>
<td>Average correlation</td>
<td>0.3596</td>
<td>0.0616</td>
<td>0.0176</td>
<td>0.0878</td>
<td>0.0754</td>
<td></td>
</tr>
<tr>
<td>Percentage entropy</td>
<td>1</td>
<td>76.67%</td>
<td>80.16%</td>
<td>80.58%</td>
<td>76.79%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SCADA data</th>
<th>Type of data</th>
<th>Original data</th>
<th>Gearbox fault</th>
<th>Generator fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target signal</td>
<td></td>
<td>Gearbox bearing temperature</td>
<td>Generator winding temperature</td>
<td></td>
</tr>
<tr>
<td>Cumulative variance</td>
<td>1</td>
<td>97.11%</td>
<td>97.42%</td>
<td></td>
</tr>
<tr>
<td>Average correlation</td>
<td>0.3412</td>
<td>0.0677</td>
<td>0.0588</td>
<td></td>
</tr>
<tr>
<td>Percentage entropy</td>
<td>1</td>
<td>75.91%</td>
<td>78.09%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4 - Results from targeted selection algorithm using simulation and SCADA data with various types of faults in time domain

The retained variables are very similar to those obtained using data under a normal operating condition. In the case of PMSG data, variables such as pitch angle, torque and power at PCC are always retained with data under different
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faulty conditions. However, for variables with high dependency, the selection is determined by the targeting variable rather than the variance of the data as in the B2 or B4 method. Thus, the algorithm selects the variable which shares a common feature with the targeting variable, e.g. for PMSG data under a capacitor ageing fault, between DC-link currents 1 and 2 (as shown in Fig 3.19), which are currents before and after the DC-link capacitor; the DC-link current 1 is selected using the T selection algorithm. This is because the current before the capacitor would have more transient change during the fault than the DC-link current 2, as can be seen on the seventh plot in Figure 3.32.

Similar results are obtained for the DFIG data, where wind speed, mechanical speed and electrical power are always selected, even with data under different faulty conditions. Moreover, the generator rotor voltage and current are always retained as well, which is because the high variability of the rotor voltage and current due to inverter control. Overall, the retained variables for data with a capacitor ageing fault and grid phase-to-ground faults are similar. This can be a result of the system configuration of the DFIG wind turbine, as any fault in the grid will also have an impact on the DC-link of the WT, hence the rotor current and voltage. This result also suggests that the composition of the simulation data is relatively simple, as the majority of the data is electrical related. A complete list of the retained variable sets for simulation data can be found in the Appendix B.2.

Lastly, for the SCADA data, as the targeting variable used for the gearbox and generator faults are both temperature based, an obvious difference for the retained variable set from those obtained with B2 or B4 is that less electrical related parameters are selected. Moreover, parameters such as pitch angle or environmental conditions (e.g. pressure, wind direction) and vibrations are always selected, similar to the results in the previous section (B2 or B4 method). It should be noted that the retained variables selected by the T selection algorithm should share common features with the targeting variable in the lower dimensional space, but this does not necessary mean the selected variables must be physically close to it. For example, the gearbox bearing temperature is used for the data with a gearbox fault; this does not mean all variables related to the
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gearbox should be retained. In fact, if that was the case, the degree of redundancy of the retained dataset could potentially increase.

With these results, it can be determined that the proposed selection algorithms are able to identify and reduce redundancies even during faulty conditions, yet still persevering dominant information and maintaining low inter-correlation between the retained datasets. However, whether or not the fault features are present in the retained variable set is a critical question. This issue will be discussed and further validated in the next chapter using the retained variable sets obtained from this section.

4.5 Summary and discussion

In this chapter, several PCA-based variable selection algorithms have been proposed. The objective of the algorithms is to identify redundancies within a dataset such that the dimensionality of the dataset can be reduced by eliminating these redundancies, but without sacrificing a high amount of information lost. Three selection algorithms (B2, B4 and H) have been proposed to carry out variable selection at the system level based on the general variability of the dataset during normal operation conditions. Results from these selection algorithms have been evaluated with three performance measures: the cppv, the average correlation coefficient and the percentage entropy. The algorithms have been tested against datasets from different systems and representation domains. Results show that the B2 and B4 algorithms using data in the time domain are able to achieve the objective, and the results are consistent and robust for different types of datasets. Moreover, the T method is also proposed for targeted selection during a faulty condition. The method is not only able to identify an optimal set of variables with minimal redundancies and maximising information but also seeks the underlying relationship with the predefined target signal. Positive results are obtained based on the performance measures. However, further validation is needed to prove the fault signatures are preserved in the retained variable set. This will be discussed in detail in the next chapter.
Chapter 5. Evaluation of Variable Selection using Artificial Neural Network

The objective of the target selection method is to select a set of variables that have minimal information repetition and still maintain vital information relating to the targeted fault signal. In the previous chapter, information redundancy of the retained variable set has been assessed. The question as to whether vital information relating to the particular fault is still present in the retained variable set using a proposed selection algorithm is discussed and evaluated in this chapter. Two methods are adopted, which are feature-based and ANN (artificial neural network) prediction model-based. The evaluation process associated with each method is described. Thereafter, an analysis of the results from each method is provided. In order to test the robustness of the results, different datasets, as described in the previous chapters, are used in the examination of the individual methods.
5.1 Feature-based evaluation method

5.1.1 Methodology description

As the transformed principal components are uncorrelated and each PC represents a particular feature within the dataset, for any given dataset which contain fault signals, the fault signature should be reflected in the PCs as a unique feature. Based on this, the feature-based evaluation method is proposed, and it is divided into two steps. The first step is the identification of the principal component which may reveal the fault signature in the original dataset. The second step involves a comparison between the identified PC from the original dataset and the PCs obtained from the retained set of variables. Pearson’s correlation coefficient is used as a measure to test and quantify the result.

Figure 5.1 shows the block diagram of the evaluation process. In order to identify the PC containing the fault feature (step 1), an original dataset with \(n\) number of samples and \(p\) variables of a particular fault at different severity levels \(\alpha_1, \alpha_2, \ldots, \alpha_m\) is obtained and transformed into principal components. As the fault level increases, it will have a higher effect on the system, hence resulting in a larger change of waveforms of the measurements. Because entropy measures the information content based on the probability distribution of the data, any variation in the measurements would result in a change of the distribution. Therefore, instead of visually inspecting the principal components for any fault signatures, normalised entropy is used to quantify the information content of each PC, consequently identifying the PC that contains the fault feature. Once the fault feature is identified, correlation coefficients between the identified PC from the original dataset and the PCs obtained from the retained dataset at fault level \(\alpha_k\) are calculated (step 2). If the fault feature is present in the retained variable set, there should be a high correlation coefficient between them. Thus, it can be determined that critical information associated with the fault is maintained. The proposed method is tested against simulation data and selection results from previous chapters under different types of faults. Moreover, it should be noted that this method requires obtaining data of a particular fault at different levels in order to identify the fault feature (PC); hence, the method is not applicable for
SCADA data. An alternative method is proposed and discussed for SCADA data in later sections.

Figure 5.1 - Block diagram for feature-based evaluation procedures

5.1.2 Results and discussion

The DC-link capacitor ageing fault of a PMSG wind turbine is simulated with an increasing severity from no-fault (2.3F) occurred with 18% of capacitance loss at a step of 1%. Data is collected for 10 s at a sampling rate of 250 μs, and the fault is triggered at 5 s for a period of 0.1 s. Figure 5.2 shows the identified PC 7 which contains the fault signature with varying fault intensities between sample points 19800 and 21500 (4.95 s to 5.375 s). It can be seen that when a no fault has occurred (blue line), the waveform remains unchanged, and an obvious change of the waveform can be found during fault conditions. This feature represents the DC-link voltage drop and increase of the DC-link current 2 (as shown in Fig 3.19) when the fault occurs. With increasing fault severity, the peak magnitude of the waveform increases. The blue dots in Figure 5.3 show the change of normalised entropy at varying fault levels, and the red line represents the fitted curve. The results clearly show a decreasing trend of the normalised entropy. Consequently, a more severe fault will result in a larger change of waveform during the fault, which in turn leads to a larger change in the normalised entropy.
Figure 5.4 shows the comparison of features for the DC-link capacitor fault found in the original dataset and the PCs of the retained variables set obtained with the T selection method at a 1% capacitance loss. The top plot in Figure 5.4 plots the 7th PC obtained from the original dataset, and it represents the fault feature as proven earlier based on the normalised entropy. The middle plot shows the Pearson’s correlation coefficients between the identified fault feature (7th PC) from the original dataset and all the PCs obtained from the retained dataset. It can be seen that only the 7th PC from the retained dataset has a significant correlation coefficient of 0.9562 and the remaining PCs are all close to 0. The PC found from the retained dataset is shown in the bottom plot. It can be seen that the trends of the fault feature found in the original (top plot) and the retained dataset (bottom plot) are the same. This proves that the proposed selection algorithm is able to select a set of variables that maintains vital information about the fault.

Figure 5.2 - The featured principal components of the DC-link capacitor fault at different ageing levels from the PMSG data
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Figure 5.3 - Normalised entropy of the 7th principal components of the DC-link capacitor fault at different ageing levels from the PMSG data

Figure 5.4 - Comparison of DC capacitor fault between the original dataset and retained variables from the PMSG data
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PMSG datasets with representative faults including a single phase-to-ground fault, a phase-to-phase fault and a three phase-to-ground fault are also evaluated. As described in Chapter 3, the fault severity is simulated with resistance change. Fault severity ranges from no-fault occurred (1 MΩ) to 10kΩ, 1kΩ, 100Ω, 50Ω, 10Ω, 5Ω, 1Ω, 0.5Ω, 0.1Ω, 0.05Ω and 0.01Ω, which are used in the evaluation process. Again, data is collected for a 10 s simulation with a sampling frequency of 250 μs, and the fault is applied at 5 s for a duration of 0.1 s. It can be seen from Figures 5.5, 5.8 and 5.11 that the patterns of the fault signature occurred at sample points 19800 to 21800 (4.95 s to 5.3 s) with varying severities that are similar for all three types of faults.

During fault conditions, a large magnitude of a fault current is present in the system. Transients are observed in those short-circuit currents. The transient currents consist of an AC component with a frequency equal to the grid frequency and a DC component that decays exponentially in several cycles. The magnitude and shape of transient current are determined by the fault location in the network, the type of the fault and the phase angle between the initiation of the fault and zero voltage. This is expected as the three fault types have the same intrinsic nature.

Figures 5.6, 5.9 and 5.12 show the normalised entropy for the three phase-to-ground faults. From the figures, there is the same trend of entropy change at different fault levels. The plots show that the normalised entropy has minimal change from the no-fault occurrence (1 MΩ) to 10Ω and 1Ω to 0.01Ω. Additionally, between 10Ω to 1Ω, the rate of change of normalised entropy of the fault signature is the greatest across all three fault types. However, there are two main differences between the entropy plots for the three fault types. One difference concerns the slope change during the dominant variation region, where the gradient decreases when the fault changes from a single phase ground fault to a more detrimental phase-to-phase short circuit fault and a three phase-to-ground fault. In regard to the second difference, the magnitude of the normalised entropy also differs for the three fault types. These may imply the number of faulty phases occurring.
Finally, a comparison of fault features found in the original dataset and PCs of the retained variables set for each type of fault is shown in Figures 5.7, 5.10 and 5.13. It is worth noting that the fault feature in the original dataset for each fault is not found on the same principal component, as the impact of each fault to the system is different. The 3rd, 1st and 1st featured PC are found to include the fault signature of each fault type, respectively, as shown in the top plot of Figures 5.7, 5.10 and 5.13. Moreover, the middle plot in these figures shows the correlation coefficients between the identified fault feature and the PCs of the retained variables. For the single phase-to-ground fault and phase-to-phase fault, the high correlation coefficient values of 0.9619 and 0.8845 are found on the PC 3 and PC 1 of the retained dataset, respectively, and the remaining PCs all have values close to 0. For the three phase-to-ground fault, the highest value of 0.7811 is found on PC 2. Also, the first PC from the retained variables set has a reasonable high correlation of 0.567. This may because the first PC also contains a certain amount of fault signature. However, the dominant signature is still present in PC 2. Lastly, the identified PCs (PC 3, PC 1 and PC 2) from the retained dataset for each fault are plotted in the bottom of Figures 5.7, 5.10 and 5.13. Again, it can be seen that these PCs are practically the same with the fault features (top plots) found from the original dataset.

Figure 5.5 - The featured principal components of the single phase-to-ground fault at different levels from the PMSG data
Figure 5.6 - Normalised entropy of the 3rd principal component of the single phase-to-ground fault at different levels from the PMSG data

Figure 5.7 - Comparison of single phase-to-ground fault between the original dataset and the retained variables from the PMSG data
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Figure 5.8 - The featured principal components of the phase-to-phase fault at different levels from the PMSG data

Figure 5.9 - Normalised entropy of the 1st principal component of the phase-to-phase fault at different levels from the PMSG data
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Figure 5.10 - Comparison of the phase-to-phase fault between the original dataset and the retained variables from the PMSG data

Figure 5.11 - The featured principal components of the three phase-to-ground fault at different levels from the PMSG data
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Figure 5.12 - Normalised entropy of the 1st principal component of the three phase-to-ground fault at different levels from the PMSG data.

Figure 5.13 - Comparison of three phase-to-ground fault between the original dataset and the retained variables from the PMSG data.

In order to validate the robustness of the method, the DC-link capacitor ageing fault for the DFIG wind turbine is also evaluated. The above methodology should be applicable in spite of the system, as the method explores the fault feature at a
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lower dimension of the measurements data. Because the DFIG has a partial AC-DC-AC converter, the system is able to withstand more capacitance losses compared to the PMSG wind turbine. Therefore, an increasing fault severity from the no-fault occurred to 50% with a step of 5% simulated for 10 s at the sampling rate of 250 μs. The fault occurs between sample points 20000 (5 s) for a duration of 0.1 s. Results are shown in Figures 5.14 - 5.16. Figure 5.14 plots the fault signatures from the original dataset at different fault severities between sample points 19500 and 21500 (4.865 s to 5.25 s). It can be seen that there is still an increasing trend of the peak amplitude, but it is different from the PMSG data. The two spikes at sample points 20000 and 20400 are related to the increase of DC-link currents due to the capacitance change. Figure 5.15 shows a similar trend of the normalised entropy compared to the normalised entropy plot from PMSG data, where the normalised entropy decreases as the fault severity increases. Finally, the top plot in Figure 5.16 shows the fault signature (PC 8) found from the original dataset with a loss of capacitance of 35%. The correlation coefficients between the identified fault signature from the original data and the PCs from the retained dataset obtained in Chapter 4.4.2 are shown in the middle plot of Figure 5.15. A highest correlation of 0.7879 is found on the 6th PC from the retained dataset, and the remaining PCs are insignificant. It is worth noting that the fault feature (PC) found in the original dataset and the retained dataset does not necessarily need to be the same, as the dimensions of these datasets are different. Finally, the fault feature (PC 6) found in the retained variable set is plotted in the bottom plot.

The results clearly demonstrate that the variables retained by the targeted selection algorithm are able to maintain vital information associated with the fault. However, the feature-based evaluation method requires measurements from the same fault at different fault levels in order to identify the corresponding principal component. Therefore, SCADA is not able to be evaluated with such a method. In the next section, the ANN prediction model-based method is proposed and further investigates whether dominant features relating to the fault are present in the retained variables using SCADA data.
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Figure 5.14 - The featured principal components of the DC-link capacitor fault at different ageing levels from the DFIG data

Figure 5.15 - Normalised entropy of the 8th principal components of the DC-link capacitor fault at different ageing levels from the DFIG data
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5.2 NARX (nonlinear autoregressive exogenous) ANN model

The ANN model is dynamic, non-parametric and nonlinear; thus, it has a vast application in wind power forecasting, classification, anomaly detection and other elements. [142-144]. The neural network is a mathematical model which imitates a human’s biological neuronal system. It has a structure of numerous nodes and layers as shown in Figure 5.17. Generally, for a typical three-layer model, it comprises an input layer with \( p \) number of input variables, \( x_1, x_2, ..., x_p \), and neurons of \( n_{i1}, n_{i2}, ..., n_{ip} \). The output layer has \( m \) number of outputs, \( y_1, y_2, ..., y_{m} \), and neurons of \( n_{o1}, n_{o2}, ..., n_{om} \). For the hidden layer, it has \( j \) number of neurons, \( n_{h1}, n_{h3}, ..., n_{hj} \). The inputs \( u \) and outputs \( O_j \) for each neuron in any layer are associated through weights \( w_1, w_2, ..., w_j \), a bias parameter \( b \) and an activation function as shown in Figure 5.17(b). The mathematical representation of the relationship is:

\[
O_j = f \left( \sum_{k=1}^{j} w_k u_k \right)
\]  

(5-1)

where \( f \) is the activation function. Then, the relationship between inputs \( X \) and outputs \( Y \) of the model is given:
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Figure 5.17 - Structure of ANN: a) typical three-layered ANN structure; b) structure for each neuron within the network

\[ Y = f^o(W^o f^h(W^h f^i(W^i X + b^i) + b^h) + b^o) \]  \hspace{1cm} (5-2)

where \( X \) and \( Y \) are the inputs and outputs of the model in matrix form, \( W^i \), \( W^h \) and \( W^o \) are the weight matrix for the input, hidden and output layers with a dimension of \((1 \times p)\), \((p \times j)\) and \((j \times m)\), respectively. \( b \) is the scalar bias matrix which enables the position of the activation function to shift. The superscript \( i \), \( h \) and \( o \) represent the input, hidden and output layer respectively. In this study, the hyperbolic tangent sigmoid activation function is adopted, as it is one of the most commonly used functions.

The model seeks a relationship between the inputs and outputs under a supervised learning algorithm known as backpropagation learning. The weights are updated during the ‘training’ phase, where the model tries to explore the correct weights such that the sum squared error (SSE) between the actual and the predicted outputs are minimised. The SSE described as a function of inputs \( X \) and weight \( W \) is given:

\[ \text{SSE}(X, W) = \frac{1}{2} \sum_{n=1}^{n} \sum_{m=1}^{m} e_{n,m}^2 \]  \hspace{1cm} (5-3)

where, \( e_{n,m} \) is the error between the actual \( y \) and predicted \( \hat{y} \) output, and it is:

\[ e_{n,m} = y_{n,m} - \hat{y}_{n,m} \]  \hspace{1cm} (5-4)
The new weight matrix after each training iteration can be found by several techniques which depend on the gradient function of the SSE error function. Commonly used algorithms include gradient descent, Newton’s method and Levenberg-Marquardt. In nonlinear function fitting, the Levenberg-Marquardt algorithm generally has the best performance [145, 146]; the update rule for the weights at each iteration is:

$$W_{t+1} = W_t - (J_t^T J_t + \mu I)^{-1} J_t e_t$$

where $W$ is the weight matrix, $J$ is the Jacobian matrix of the SSE function, $\mu$ is the combination coefficient and can be interpreted as a learning rate as $1/\mu$, $I$ is the identity matrix, $e$ is the actual error of the model depicted by equation (5-4) and the subscript $l$ represents the index for the training iteration.

Since the model is under supervised learning, the data are normally split into the training set, the validation set and the testing set, such that the model is validated with data unseen during the training process. The training process can then be terminated with multiple criteria, including the $SSE$, the number of training iterations and the gradient change of the error matrix. Once the acceptable ANN model is obtained, it is used to forecast the output with testing data.

In addition, in this study, the nonlinear autoregressive exogenous neural network model (NARX ANN) is used. Different from other ANN models, the NARX ANN model is a recurrent dynamic model dedicated to time-series data. Both of the current and past values of the data are considered during the model training as:

$$y_t = f(y_{t-1}, y_{t-2}, \ldots, y_{t-n}, x_t, x_{t-1}, \ldots, x_{t-n})$$

where the subscript $t-n$ is the time delay of the input signal.

### 5.2.1 Evaluation process description

Due to the powerful learning characteristic of ANN, it is possible to establish a nonlinear relationship between some inputs and outputs based on historical data and produce an accurate output prediction. This makes the model suitable for wind turbine fault diagnosis applications, where the prediction model is first trained using data from a fault-free condition, after which the corresponding outputs can be estimated during a faulty condition. Assuming an accurate
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prediction model is achieved, by comparing the predicted output to the actual output, the anomalies can then be identified based on the residual. The larger the residual during the fault period, the easier it is for the model to identify the fault. Moreover, the choice of input variables during model building has a direct impact on the fault detection performance, such that effective detection can be achieved for inputs which are independent of the fault. For example, Cross et al. in [47] developed an ANN model using wind speed and active power to detect a generator fault, where the two input variables contain information of the wind speed variation and the demand from the grid network.

On the contrary, if the input variables are closely related to the fault, the fault signatures are certainly included in the model training process. This implies that the predicted output has increased prediction accuracy even during a faulty period, but this can reduce the residual during the fault period as well as the possibility of identifying anomalies. Based on this characteristic, the ANN prediction model is used to verify if the retained variables using the T selection algorithm contain critical information relating to the targeting fault signal. The model prediction accuracy measure is used to evaluate different input datasets.

Figure 5.18 shows the block diagram of procedures for the evaluation process. It is divided into two steps: the model training and validation and the prediction and evaluation. During the first step, for any dataset under a healthy condition, it is split into input and output, where the output is the variable that relates to the signal of interest which may reveal faults or failures of the system. It is also the target variable in the targeted selection algorithm in the previous chapter. As for the inputs, three cases are considered using different variable sets, including the original dataset (without any reduction), the first $q$ number of principal components with its cumulative variance greater than 0.95 [123] and the retained variable set from the targeted selection algorithm obtained in Chapter 4.4.2. The model established for the original dataset is used as a benchmark, where comparisons are then carried out to determine the performance of the proposed algorithm.

At the second step, using the ANN models built in step 1, the outputs from each model using turbine data with known faults are estimated. The performance of
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the ANN mode is evaluated with two model fit measures, the squared correlation coefficient $R^2$ and the relative root mean squared error (RMSE):

$$R^2 = 1 - \frac{SSE}{TSS} = 1 - \frac{\sum(Y - \hat{Y})^2}{\sum(Y - \bar{Y})^2}$$

(5-7)

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

(5-8)

where $SSE$ stands for the sum of squared errors, $TSS$ is the total sum of squares, $Y$, $\hat{Y}$ and $\bar{Y}$ are the actual output, predicted output and actual output mean, respectively, and $n$ is the number of samples in the dataset.

Figure 5.18 - Block diagram for the ANN prediction model-based evaluation procedure.
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By comparing the performance measures, it can be determined as to whether the vital features associated with the fault are present in the retained variable set using the proposed selection algorithm.

5.2.2 Model parameter selection and optimisation

The accuracy of the ANN model is greatly dependent on its architecture and parameters involved. Therefore, the optimisation of the selection of the model parameters for the data used in this study is carried out in this section. The parameters of interest include the number of hidden layers, the number of neurons and the initial weightings, which will be investigated independently.

5.2.2.1 Choosing the number of hidden layers

The hidden layer has a significant effect on the learning power of the ANN model. Generally, if the relationship between the inputs and outputs is linearly related, no hidden layer is needed. However, if a nonlinear relationship is present, at least one hidden layer is needed. A higher number of hidden layers may improve the model accuracy depending on the data, but it will certainly increase the training time dramatically. Moreover, there exists the possibility of overtraining when a higher number of hidden layers is adopted, where the model is actually ‘memorising’ the data rather than learning the inter-relationship. This behaviour will cause poor performance when the new data is used for estimation. Researchers have shown that one number of hidden layers is sufficient in determining the nonlinear relationship of the data accurately for most applications [143, 144, 147, and 148]. Hence, in our study, the ANN model will consist of three layers: an input layer, an output layer and a hidden layer.

5.2.2.2 Choosing the number of neurons

The numbers of neurons for the input and output layers are straightforward, as they are dependent on the model configuration, which means the number of neurons for the input and output layers should be exactly the same as the number of input and output variables.

The selection of the number of hidden layer neurons can be more complex. Theoretically, a model with too few numbers of hidden neurons will have a poor learning power and experience under-fitting, such that the model is insufficient
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to interpret the inputs and outputs relationship. In contrast, a sizable number of neurons in the hidden layer may cause over-fitting, where the model may produce high accuracy for the training dataset, but the ability to obtain a generalised prediction using testing data is compromised. Moreover, the training time will increase dramatically with the number of neurons. A common rule of thumb is that the optimal number of neurons should be between the number of input and output neurons [149].

In our study, the cross-validation method is employed, where the ANN model is trained with an increasing number of neurons in the hidden layer and the remaining parameters are unchanged. A square correlation coefficient is then used to evaluate the model performance. Figure 5.19 shows an example of the change of the square correlation coefficient with the number of neurons using the healthy SCADA data, as described in Chapter 4.4.1.1. The number of neurons increases from 2 to 20 with a step of 2 neurons. Results show that there is an insignificant change of prediction accuracy for models with different numbers of neurons. Also, when taking the execution time into account, 10 number of neurons are selected in the hidden layer for later evaluations.

![Figure 5.19 - Square correlation coefficient for the ANN model with a varying number of neurons in the hidden layer](chart.png)
5.2.2.3 Effect of number of feedback delays on the model

The feedback delays allow the model to have the ability to include the cross-correlation behaviour between inputs and outputs during training, where cross-correlation represents the relationship of two signals with respect to time delays. Hence, the resulting ANN model will have better accuracy. However, this is only true when the optimal numbers of delay are provided. Again, the cross-validation technique is used to examine the best number of feedback delays. Figure 5.20 shows the $R^2$ of several models created with a varying number of feedback delays using SCADA data. It can be seen that with an increasing number of delays, all $R^2$ have similar values, and they are approximately 0.93. Therefore, in a later study, a feedback delay of two is selected.

![Figure 5.20 - Square correlation coefficient for the ANN model with a varying number of feedback delays](image)

5.2.2.4 Effect of number of input delays on the model

During model training, different from feedback, the input delays allow the model to have the capability to incorporate the relationship of the input signals with itself at different time stamps, known as auto-correlation behaviour, thus achieving a more accurate estimation during testing. Figure 5.21 shows the $R^2$ using a cross-validation technique of different numbers of input delays. It can be seen that there is no significant change of the $R^2$ as the delays increases from 2 to
8 at a step of 2. The $R^2$ with 10 number of delays have the least value of 0.89, which may be due to over-fitting. Based on the result, a delay of 2 is chosen.

![Figure 5.21 - Square correlation coefficient for the ANN model with a varying number of input delays](image)

### 5.2.2.5 Selection of the learning algorithm

The learning algorithm is responsible for the neural network to study the nonlinear relationship of datasets. As described earlier, in function mapping, the Levenberg-Marquardt algorithm has the best performance. To validate this statement, nine learning algorithms, which are presented in Table 5.1, are used to train the model, and the square correlation coefficient for each model is found with testing data. More details concerning these learning algorithms can be found in [146]. Although some of these algorithms are not designed for function mapping, for comparison purposes, they are also included. $R^2$ as the result of each learning algorithm is shown in Figure 5.22. It can be seen that the Levenberg-Marquardt algorithm has the highest $R^2$ of 0.95. Thus, it will be used throughout later studies.

### 5.2.2.6 Choosing the initial weightings

The initialisation of weights is necessary for the training process to begin. Generally, random numbers are assigned for the weight matrix. However, this may cause the model to converge to a false local minimal of the error function during training, which results in poor prediction accuracy. Different techniques
in determining the optimal initial weighting for the ANN model can be found in literatures [150, 151]. In our study, the ensemble averaging method is adopted, where multiple ANN models have been created with random initial weight, and the actual output is obtained by taking the mean from all the models. The resulting model often has a superior performance compared to an individual model, as the errors from each model are minimised by taking the average. There are two main disadvantages of this method, which are the considerably increased training time and the need for several models during the testing stage. In a later evaluation process, 30 ANN models are trained for each dataset, and the ensemble result is then used.

### Table 5.1 - Types of learning algorithms.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Training algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>trainlm</td>
<td>Levenberg-Marquardt</td>
</tr>
<tr>
<td>trainbfg</td>
<td>BFGS Quasi-Newton</td>
</tr>
<tr>
<td>trainrp</td>
<td>Resilient Backpropagation</td>
</tr>
<tr>
<td>trainscg</td>
<td>Scaled Conjugate Gradient</td>
</tr>
<tr>
<td>traincgb</td>
<td>Conjugate Gradient with Powell/Beale Restarts</td>
</tr>
<tr>
<td>traincfgf</td>
<td>Fletcher-Powell Conjugate Gradient</td>
</tr>
<tr>
<td>traincgp</td>
<td>Polak-Ribiére Conjugate Gradient</td>
</tr>
<tr>
<td>trainoss</td>
<td>One Step Secant</td>
</tr>
<tr>
<td>traingdx</td>
<td>Variable Learning Rate Backpropagation</td>
</tr>
</tbody>
</table>

#### 5.2.2.7 Choosing the learning rates

As can be seen from equation (5-5), the learning rate is directly related to the updated weight matrix. This implies the value will affect the step size in which the weight matrix is modified in the multidimensional weight space. A large learning rate may cause the algorithm to overstep the local minimum and can be difficult to converge. On the other hand, too small of a learning rate will increase the learning time dramatically. An adaptive learning rate is therefore used when building the function in the Matlab Neural Network Toolbox with the Levenberg-Marquardt training algorithm. Instead of changing the learning rate, the algorithm directly controls $\mu$ in equation (5-5) to achieve optimal training. An
initial value is assigned for $\mu$, and, based on the gradient change of the error function, the value is adjusted by a scaling factor.

![Figure 5.22 - Square correlation coefficient for the ANN model with different training algorithms](image)

### 5.2.3 Results and discussion

With the optimised parameters obtained for the ANN models, an evaluation of data with various fault and retained variables obtained from Chapter 4.4.2 is carried out based on the procedures as described in Section 5.2.1. The results from each case are presented and discussed.

#### 5.2.3.1 Simulation data

Results for the evaluation using PMSG data with a -1% capacitor ageing fault are shown in Figure 5.23. The top three plots show the actual DC-link voltage in the blue lines, and the red dotted lines are the predicted value using inputs from all datasets, the PCA reduced dataset and the dataset obtained from the targeted selection algorithm as described in Chapter 4.4.2. The bottom three plots in Figure 5.23 show the residual for the three cases, respectively. The capacitor ageing fault occurred at 5 s (sample point 20000). It can be seen from the plots that all three methods have a strong prediction capability. However, there are always residuals during the fault period even when all datasets are used, but these residuals are very small at the order of $1 \times 10^{-03}$.  
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The RMSE and $R^2$ for each prediction is calculated and listed in Table 5.2. Results show that there is an increasing trend for the RMSE and $R^2$ from all datasets, as well as from the PCA reduced dataset and targeted dataset, where the targeted dataset has the highest performance measure [3×10^{-04}, 99.991%] and the all dataset has the lowest [4×10^{-04}, 99.983%]. This outcome stems from the correlations among the variables in the dataset. In the case of all datasets, there is a high degree of correlation and causing of over-fitting during the prediction. For the PCA reduced dataset, variables are not correlated; however, these variables are chosen simply based on the variance maximisation principal. Hence, some information may be lost, thus reducing the prediction accuracy. Finally, the datasets obtained from targeted selection algorithms are aimed to have minimal correlation and maximising information relating to the fault. Therefore, it has the highest performance measure. The high prediction performance indicates that a fault signature is present in the input dataset from all three cases.

To further validate the variable selection, the evaluation procedures are applied to the PMSG data with a single phase-to-ground fault, a phase-to-phase fault and a three phase-to-ground fault. Table 5.2 also shows the RMSE and $R^2$ for these fault types. The same trend has been obtained, where the model with all of the data has the lowest accuracy and the targeted selection model has the highest.

<table>
<thead>
<tr>
<th></th>
<th>All data</th>
<th>PCA reduction</th>
<th>Targeted selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMSG - capacitor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ageing fault</td>
<td>RMSE</td>
<td>0.00004</td>
<td>0.00004</td>
</tr>
<tr>
<td></td>
<td>$R^2$</td>
<td>0.99983</td>
<td>0.99984</td>
</tr>
<tr>
<td>PMSG - 1 phase-to-ground fault</td>
<td>RMSE</td>
<td>0.00300</td>
<td>0.00241</td>
</tr>
<tr>
<td></td>
<td>$R^2$</td>
<td>0.99909</td>
<td>0.99987</td>
</tr>
<tr>
<td>PMSG - phase-to-phase fault</td>
<td>RMSE</td>
<td>0.00389</td>
<td>0.00347</td>
</tr>
<tr>
<td></td>
<td>$R^2$</td>
<td>0.99887</td>
<td>0.99988</td>
</tr>
<tr>
<td>PMSG - 3 phase-to-ground fault</td>
<td>RMSE</td>
<td>0.00505</td>
<td>0.00309</td>
</tr>
<tr>
<td></td>
<td>$R^2$</td>
<td>0.99816</td>
<td>0.99982</td>
</tr>
</tbody>
</table>

Table 5.2 - RMSE and $R^2$ for PMSG simulation data with different types of faults using all datasets, a PCA reduced dataset and a targeted selection dataset
Figure 5.23 - Actual DC-link voltage from the PMSG simulation data and ANN predictions using different input datasets. Top three plots: model predictions using all dataset, PCA reduced dataset and targeted selection dataset. Bottom three plots: residual plots of each input dataset.

In the case of DFIG simulation data, ANN models are established for each type of fault, and the predicted outputs are obtained. The performance measures are shown in Table 5.3. Again, very high prediction accuracies are achieved for all three input datasets, which proves that a fault signature is present in the dataset obtained with the targeted selection algorithm. However, there is a different trend of the performance measure from the capacitor ageing fault data, where the RMSE and $R^2$ using all data and the targeted selected datasets are similar [3×10^{-04}, 99.984% and 4×10^{-04}, 99.985%, respectively], and the PCA reduced
dataset has the lowest performance [1.5×10⁻³, 99.958%]. This may be because
the effect of the loss of capacitance (at -35%) for a DFIG system is very small,
which means the data variability due to the capacitor ageing fault with respect to
the whole dataset is minimal. Therefore, certain fault signatures may be removed
during PCA reduction, resulting in a lower prediction performance. Figure 5.24
shows the model prediction (top three plots) and residual (bottom three plots)
for each method. As the composition of simulation data is relatively simple, the
fault signature amount being removed is minimal; hence, there is almost no
visual difference amongst the three cases in the residual plot. However, using the
two performance measures, it can be seen that results using data obtained from
targeted selection algorithms outperform the others. This implies that fault
features are present within the retained variables sets.

<table>
<thead>
<tr>
<th></th>
<th>All data</th>
<th>PCA reduction</th>
<th>Targeted selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFIG - capacitor</td>
<td>RMSE</td>
<td>0.00003</td>
<td>0.00015</td>
</tr>
<tr>
<td>ageing fault</td>
<td>R²</td>
<td>0.99984</td>
<td>0.99959</td>
</tr>
<tr>
<td>DFIG - 1 phase-to-ground fault</td>
<td>RMSE</td>
<td>0.00477</td>
<td>0.00427</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.99659</td>
<td>0.99830</td>
</tr>
<tr>
<td>DFIG - phase-to-phase fault</td>
<td>RMSE</td>
<td>0.00496</td>
<td>0.00487</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.99793</td>
<td>0.99859</td>
</tr>
<tr>
<td>DFIG - 3 phase-to-ground fault</td>
<td>RMSE</td>
<td>0.00255</td>
<td>0.00363</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.99951</td>
<td>0.99900</td>
</tr>
</tbody>
</table>

Table 5.3 - RMSE and $R^2$ for DFIG simulation data with different types of faults
using all datasets, a PCA reduced dataset and a targeted selection dataset

5.2.3.2 SCADA data
As SCADA data is obtained from an operating wind farm and has a more complex
data composition, it is used to further examine if the fault signature is retained in
the dataset obtained from the targeted selection algorithm. As already described
in the previous chapter, two types of faults have been identified from the
different turbines: a gearbox related fault and a generator winding related fault.
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Figure 5.24 - Actual DC-link voltage from the DFIG simulation data and ANN predictions using different input datasets. Top three plots: model predictions using all dataset, a PCA reduced dataset and a targeted selection dataset. Bottom three plots: residual plots of each input dataset.

Figure 5.25 shows the model prediction and residual plots for the gearbox bearing temperature using different input datasets, and the performance measures are given in Table 5.4. The fault occurred approximately at sample point 720, where the gearbox bearing temperature started to increase to an abnormal level. It can be seen that the model prediction with all of the data is very close to the actual value with RMSE and $R^2$ of 0.276 and 99.5%, respectively. Similarly, in the case of the targeted selection data obtained in Chapter 4, a high model prediction is also obtained [0.397, 99.2%]. However, the residual plot still
Evaluation of variable selection using artificial neural network shows a minor deviation during the fault period. Finally, the PCA reduced data show the worst performance, where an obvious difference between the actual and predicted gearbox bearing temperature is found. Because the SCADA data composition is more complex, when 95% of the data variability is maintained, the fault signature causing the increase of the gearbox bearing temperature may be excluded in the PCA reduced dataset. On the other hand, the targeted selection algorithm is able to capture this signature during variable selection, thus resulting in better prediction accuracy.

Figure 5.25 - Actual gearbox bearing temperature from the SCADA data and ANN predictions using different input datasets. Top three plots: model predictions using all dataset, a PCA reduced dataset and a targeted selection dataset. Bottom three plots: residual plots of each input dataset.
Table 5.4 - RMSE and $R^2$ for SCADA data with different types of fault using all dataset, PCA reduced dataset and targeted selection dataset.

Finally, SCADA data with a generator fault, as described in Chapter 4.4.2, is evaluated. The generator winding temperature is used as a targeting signal, and the model prediction and residual of the generator winding temperature are shown in Figure 5.26. It can be seen that the fault starts at sample point 1000, and the performance measures of the predictions are given in Table 5.4. Results show that the targeted selection dataset has the best performance of RMSE and $R^2$ of 2.556 and 97.2%, respectively, followed by the model using all data [4.513, 91.4%]. The PCA reduced data has the worst model prediction of [8.466, 62.9%]. It is worth mentioning, as with all other cases, that the predictions during the fault-free portion are very similar. The difference between the actual and the predicted value becomes obvious as the fault starts. The aim of the ANN model is to prove if a fault signature is present in the input dataset rather than developing accurate prediction model for fault detection. Therefore, based on the results, it can be concluded that the dataset retained by the targeted selection algorithm is able to capture a fault signature relating to a particular fault.

5.3 Summary and discussion

The evaluation of the presence of vital fault information relating to a particular fault in the retained set of variables obtained from targeted selection algorithm has been carried out in this chapter. Two types of evaluation methods have been proposed: the feature-based method and the ANN prediction model method. The former method is based on the correlation test of fault signatures identified from the original dataset. The latter method predicts the fault signal of interest using different input datasets, such that the prediction accuracy is used as a measure to
evaluate if a fault feature is preserved in the retained dataset. Both simulation and SCADA data with different types of faults are evaluated. Results from both methods have shown that the retained variable set obtained from the targeted selection algorithm is able to maintain sufficient information to assess the system's faults. Moreover, with the evaluation using different datasets, it also demonstrates that the targeted selection algorithm is robust. In the next chapter, detection methods are proposed, allowing for the identification of a fault and severities estimation using datasets selected with the T algorithm in Chapter 4.

Figure 5.26 - Actual generator winding temperature from the SCADA data and ANN predictions using different input datasets. Top three plots: model predictions using all dataset, a PCA reduced dataset and a targeted selection dataset. Bottom three plots: residual plots of each input dataset.
Chapter 6.  Feature Extraction-based Fault Detection and Identification

The previous chapters have shown that the proposed targeted selection algorithm is able to retain a set of variables that minimises redundancy and maintains vital information relating to a particular fault signal. In line with this result, in this chapter, two fault detection methodologies are proposed using the retained variable set from the selection algorithm. The former method detects faults based on the Hotelling’s $T^2$ statistic, and the method is able to tackle the identification problem using the instantaneous energy of PCs. The latter feature-based method permits the determination of a fault and its severity. Finally, different datasets are used to validate the detection algorithms.
6.1 Instantaneous PC energy density method

The application of a principal component analysis is often found in multivariate statistical process monitoring. Due to the uncorrelation property of the transformed PCs, it has shown a superior performance compared to the traditional process monitoring control chart, which is generally used in quality control [123, 152, 153]. The basic theory of the PCA-based process monitoring is presented first.

As stated earlier, for any given dataset \( \mathbf{X} (p \times n) \) with \( p \) number of variables and \( n \) number of samples, the transformed principal component scores \( \mathbf{Z} \), eigenvalues \( \mathbf{L} \) and eigenvectors \( \mathbf{U} \) can be found by using SVD of its covariance matrix \( \mathbf{S} \) (Eq. 4-1 to 4-3). The relationship between the original variables and the PC scores in matrix form is:

\[
\mathbf{Z} = \mathbf{U}^{T} \left[ \mathbf{X} - \bar{\mathbf{X}} \right] \tag{6-1}
\]

where, \( \bar{\mathbf{X}} \) is the matrix of the mean of the original variables. Then, from the \( p \) number of PCs, \( q \) number will be selected (\( q<p \)) such that it is adequate to describe dominant variability of the dataset. Using this \( q \) number of PCs, it is possible to estimate a new set of original variables \( \hat{\mathbf{X}} \),

\[
\hat{\mathbf{X}} = \bar{\mathbf{X}} + \mathbf{U}_{q} \mathbf{Z}_{q} \tag{6-2}
\]

where \( \mathbf{U}_{q} \) and \( \mathbf{Z}_{q} \) are the corresponding eigenvector and PC scores containing the first \( q \) columns of \( \mathbf{U} \) and \( \mathbf{Z} \). The PCA model then becomes:

\[
\mathbf{X} = \hat{\mathbf{X}} + \mathbf{E} \tag{6-3}
\]

such that \( \mathbf{E} \) is the residual signals and signifies the amount of information unexplained by the PCA model. Usually, the residual represents the noises present in the dataset. However, sometimes fault signature may exist in the residual [141].

In the perspective of fault detection using PCA-based process monitoring, two statistical measures, the Hotelling’s \( T^2 \) statistics and the Q statistics, are commonly used. For the Hotelling’s \( T^2 \) statistics, it is found by:

\[
T^2 = [\mathbf{X} - \bar{\mathbf{X}}]^{T} \mathbf{L}_{q}^{-1} \mathbf{U}_{q}^{T} \left[ \mathbf{X} - \bar{\mathbf{X}} \right] \tag{6-4}
\]
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$$= [X - \bar{X}]^T W_q W_q^T [X - \bar{X}]$$

$$= Y_q^T Y_q$$

where $W_q$ and $Y_q$ are the scaled eigenvector and PC scores of first $q$ columns. The residual $Q$ statistics can be calculated with:

$$Q = E^T E \tag{6-5}$$

The two statistics are constantly monitored, and if any of these two statistics is above a threshold value, it may indicate the occurrence of an abnormality. Otherwise, the process is considered as normal. The threshold values for the $T^2$ is given [123]:

$$T^2_{q,n,\alpha} = \frac{q(n-1)}{n-q} F_{q,n-q,\alpha} \tag{6-6}$$

where $q$ is the number of selected PCs in the PCA model, and $F_{q,n-q,\alpha}$ is the critical point of the $F$ distribution (which is a continuous probability distribution notably for variance analysis; more information can be found in [123]) with $q$ and $n-q$ degrees of freedoms at the $\alpha$ confidence interval. The threshold value for the $Q$ statistics at the $\alpha$ confidence level is obtained from approximated distribution by [123]:

$$Q_\alpha = \theta_1 \left[ \frac{c_\alpha \sqrt{2 \theta_1 h_0^2}}{\theta_1} + \frac{\theta_2 h_0 (h_0 - 1)}{\theta_1^2} + 1 \right]^{1/h_0} \tag{6-7}$$

with

$$\theta_i = \sum_{j=q+1}^{p} l_j^i \tag{6-8}$$

and

$$h_0 = 1 - \frac{2 \theta_1 \theta_3}{3 \theta_2^2} \tag{6-9}$$

where $c_\alpha$ is the value from normal distribution at the $\alpha$ confidence level. It should be noted that the $Q$ statistics are not considered in our study because it represents the error term, where it mainly contains various types of noise from the original dataset. It has already proven that the variable set retained by the
targeted selection method contains dominant variability of the dataset. Therefore, only the $T^2$ statistics is used for fault detection and identification.

### 6.1.1 Anomaly detection and identification

Fault diagnoses utilising the two statistics are widely found in literatures. The authors from [154, 155] have shown effective fault detection and diagnosis of sensors in wastewater treatment. However, the application in wind turbine fault detection is limited. The employment of the two statistics in conjunction with ANN-based clustering and classification in determining turbine failures using SCADA data are studied in [156, 157]. The work focused on the anomaly detection, though, and the identification problem was not addressed. Moreover, the authors in [158] have proposed a fault identification technique relying on the relative contribution index $d_i$ of the $T^2$ statistic from the original measurements using:

\[
d_i = T^2 - T_i^2
\]

where $T_i^2$ is the $T^2$ statistic excluding the $i^{th}$ variable from the original dataset.

The proposed method is tested against SCADA data, where it contains 120 variables. Instead of using all the variables, the author selected a subset of variables based on experience and the investigation of the alarm log, including wind speed, pitch angle, gear bearing temperature, gear oil temperature, active power output, generator bearing temperature, generator speed and rotor speed. This step requires an excessive amount of time in analysing the SCADA data, and the variables used may not be optimum due to being selected based on experience.

In our study, there are two improvements of the method in the anomaly detection and identification based on the $T^2$ statistics approach. First, instead of selecting a set of variables based on experience as in [158], the dataset used in the detection and identification is selected using the targeted selection algorithm proposed in Chapter 4. As already proven in previous sections, the targeted selection method is able to retain a set of variables which maximises variability of the dataset, and they are highly related to the targeted signal of interest. Thus, by implementing this method, it has the benefits of reducing the excessive amount of time spent analysing the alarm log and data. Additionally, because the
selected variable set is fault dependent, it has the potential to increase accuracy in fault detection and identification. In addition, the method would require minimal knowledge of the applied system because of the incorporation of the variable selection algorithm.

Secondly, a PC energy-based method is proposed for decomposing the $T^2$ statistic in order to carry out fault identification. As can be seen from equation (6-6), the $T^2$ statistic is a multivariate measure, and it is the linear combination of the scaled PC scores $Y$. Therefore, the proposed identification process is divided into two stages: the first stage is to identify the PC that has the highest contribution to the $T^2$ based on the sum of instantaneous energy of the PCs. When monitoring the $T^2$ statistic, any $T^2$ statistic above the threshold value is considered abnormal, and the relative contribution of each PC to the $T^2$ statistic during this period can be found by:

$$TC_i = (|z_i|)^2$$ (6-11)

where $z_i$ is the $i^{th}$ unscaled PC. Once the PC with the highest contribution is found, the variables contributing to the fault can be identified using the corresponding eigenvector loadings.

The complete process of anomaly detection and identification is shown in Figure 6.1. The process is divided into training and testing stages. During the training stage, the original dataset under a normal operation condition is normalised to zero mean and unit variance, and the variables used are selected via the application of the targeted selection algorithm for the particular fault (i.e. the DC-link capacitor ageing fault). The PCA is then carried out to obtain the corresponding eigenvalues, eigenvectors and PCs. Using the parameters, the $T^2$ statistic and threshold value $T^2_\alpha$ are calculated using equation (6-4), and $q$ is set as the total number of variables.

Thereafter, during the testing stage, the process contains the anomaly detection phase and the identification phase. First, the testing data is normalised using the healthy turbine data. Then, a PCA model is created and the $T^2$ statistics are calculated. If any of the $T^2$ statistics exceed the threshold value $T^2_\alpha$ as calculated from the normal operational data, the measurement is considered to be an anomaly. Once the anomalies are identified, the identification procedure based
on the decomposition of the $T^2$ statistics (Equation 6-11), as described earlier, is implemented in order to determine which variables have the highest contribution for the anomalies.

![Block diagram of the fault detection and identification process](image)

6.1.2 Evaluations of PC energy density method

Before carrying out an evaluation of the proposed method, two aspects need to be addressed. First, several methods for determining the optimal number of variables to be retained have been discussed in Chapter 4. Results from the cross-validation method and the traditional SCREE plot have shown different optimal number. In previous chapters, because information maximisation is a main objective for the selection algorithm, a larger optimal number of variables is chosen. However, in the context of fault detection, the interest is focused on the fault signature rather than on maximising information of the dataset. Hence, the
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optimal number of variables obtained from the cross-validation method is used, as the method examines the number of PCs needed to reconstruct accurate original data. Second, one of the main assumptions of the $T^2$ statistic is that the original data should have a normal distribution or an approximate normal distribution [152]. Therefore, an additional pre-processing step is carried out for all the normal operating and testing (with particular fault) datasets, where the data is normalised to have an approximate normal distribution using the Box-cox transformation:

$$x_i^{(\lambda)} = \begin{cases} 
\frac{x_i^\lambda - 1}{\lambda} & \text{if } \lambda \neq 0 \\
\frac{1}{\ln(x)} & \text{if } \lambda = 0 
\end{cases}$$

(6-12)

where $x$ is the original data, and $\lambda$ is the coefficient optimised through the maximum likelihood function such that the resulting data is approximately normal distributed. An example of the wind speed distributions before and after the processing is shown in Figure 6.2. The top plot show the histogram of the normalised wind speed (blue bars) and the fitted distribution (red line). It can be seen the data is skewed to the left. The histogram and fitted distribution of the wind speed data after transformation is plotted in the bottom plot. It can be seen that the data has a very close shape to the normal distribution (bell shape).

![Figure 6.2 - Example of the histogram of wind speed from SCADA data before (top) and after (bottom) the Cox-box transformation](image-url)
The proposed method is first tested using the PMSG simulation data with a capacitor ageing fault. The eight variables to be retained are considered adequate according to the cross-validation method, and they are the DC bus current 2 ($I_{dc2}$), the active power at point of coupling ($P_g$), the reference DC bus current ($I_{dc.ref}$), the pitch angle, the turbine reactive power, the generator torque, the turbine power and the phase A current of the grid at node 1 ($I_{a1}$).

Using these variables, the $T^2$ statistics and the threshold value at a 0.99 confidence level are calculated and shown in Figure 6.3. The top plot shows the $T^2$ statistic from the normal operation data appears as the blue line, and the dotted red line is the threshold value, as calculated using equation (6-6). The bottom plot is the $T^2$ statistic calculated using the testing data (simulation data with fault). As can be seen, the $T^2$ from the normal operation data are well below the threshold value. Additionally, in the case of faulty data, there is an obvious overshoot of $T^2$ from the faulty data between sample points 20000 and 20400. The data is sampled at 250 μs; thus, the fault is triggered at 5 s for 0.1 s. This indicates that an abnormal behaviour is found during that period. The contribution index TC for this period is then calculated using equation (6-11) as shown in the top plot of Figure 6.4. It can be seen that PC 1 has the highest contribution to the $T^2$ statistic. Therefore, the corresponding loading of PC 1 is shown in the bottom plot of Figure 6.4.

![Figure 6.3 - $T^2$ statistic from the PMSG simulation data. Top plot: normal operation data; Bottom plot: data with a capacitor ageing fault at -1%](image-url)
Figure 6.4 - Fault identification of the PMSG simulation data with a capacitor ageing fault. Top plot: $T^2$ contribution from each PC; Bottom plot: loadings of the PC with the highest contribution

The significance of PC loadings ($U$ matrix) is dependent on the dataset, where if high correlation is present in the dataset, the significant loadings should be higher and vice versa. However, generally loadings with absolute value larger than 0.3-0.5 are considered significant [123, 124]. Because the simulation data contains electrical variables with a limited number of mechanical variables such as speed and torque, the composition of the data is assumed to be relatively simple. Therefore, the significant loading threshold of 0.4 is used. The bottom plot of Figure 6.4 shows that variable 1 ($I_{dc_2}$), 3 ($I_{dc_{ref}}$), 4 (pitch angle) and 6 (generator torque) are dominant contributors to PC1 with $I_{dc_2}$ with the highest loading. Because the targeting variable during the selection was the DC bus voltage and because the variables obtained from the identification process with the highest loadings are also related to the DC bus current, it is possible to conclude that the origin of the anomaly is localised to the DC bus of the AC-DC-AC converter. This is expected because during the fault period where the DC-link capacitance is changed, the transient changes of the DC bus voltage and current have the most impact on the variability of the dataset. The proposed method is able to identify this variation and traces back to individual variables in terms of data variability.
The method is further tested using PMSG data with a three phase-to-ground fault with a grounding resistance of 1 Ω. The fault is placed at the grid at node 2, as shown in Figure 3.33. The retained variables obtained from the selection algorithm are the reactive power of the generator, turbine torque, turbine power, phase B grid voltage at node 1 ($V_{b1}$), grid currents $I_{c1}$, $I_{o3}$, $I_{c3}$ and phase B current at the point of coupling before the transformer ($I_{gb}$), with active power at the point of coupling ($P_g$) being the targeting variable. A clear abnormality is found between sample points 20000 and 20400 (5 - 5.1 s) from the testing data (Figure 6.5 bottom), which is the period during which the fault occurs. Further investigation of the $T^2$ contribution plot (Figure 6.5 top) shows that the 5th principal component has the highest $T_{C_i}$. The bottom plot of Figure 6.6 shows that variables 1 (reactive power), 5 ($I_{c1}$) and 7 ($I_{c3}$) are the most significant contributors for PC 5. In this example, with the active power at PCC chosen as the targeting variable, it was found that the grid currents at different nodes are the dominant contributors to the detected abnormality. Therefore, the anomaly is somewhat related to the grid. Moreover, variables with insignificant loadings may be indicative in determining the location of fault originated, as it shows how each variable is related to the corresponding PC in terms of variability. Hence, it may also be helpful for further root cause analysis.

Figure 6.5 - $T^2$ statistic from the PMSG simulation data. Top plot: normal operation data; Bottom plot: data with three phase-to-ground fault at 1 Ω
Figure 6.6 - Fault identification of the PMSG simulation data with three phases-to-ground fault at 1 Ω. Top plot: $T^2$ contribution from each PC; Bottom plot: loadings of the PC with the highest contribution.

Results using DFIG simulation data with a capacitor ageing fault at -35% is shown in Figures 6.7 and 6.8, where nine variables are used: turbine torque ($T_{mech}$), generator torque ($T_{elec}$), DC-link current 1 ($I_{dc_1}$), DC-link power 2 ($P_{dc2}$), active power at point of coupling ($P_g$), stator reactive power ($Q_s$), phase C stator voltage ($V_{sc_{rms}}$), rotor voltage of phase A ($V_{ra_{rms}}$) and phase C ($V_{rc_{rms}}$). In the bottom plot of Figure 6.7, the $T^2$ statistic from the testing data has a clear indication of a fault between sample points 20000 and 20400 (5 - 5.1 s). By decomposing the $T^2$ statistic using equation (6-11), it was found that PC2 is the main contributor to this fault (Fig 6.8 top). In line with this result, the loadings of PC 2, as shown in the bottom plot of Figure 6.8, show that $I_{dc_1}$ and $P_{dc2}$ have the highest loading values. Moreover, the loading values of $V_{ra_{rms}}$ and $V_{rc_{rms}}$ are also very close to the threshold point. All these variables suggest that the cause or main contributor of the anomaly is related to the AC-DC-AC converter in the rotor circuit.
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Figure 6.7 - $T^2$ statistic from the DFIG simulation data. Top plot: normal operation data; Bottom plot: data with a capacitor ageing fault at -35%

Figure 6.8 - Fault identification of the DFIG simulation data with a capacitor ageing fault at -35%. Top plot: $T^2$ contribution from each PC; Bottom plot: loadings of the PC with the highest contribution

The proposed method is further validated with SCADA data, where two sets of testing data containing gearbox fault and generator fault are used. The 18 variables selected for each testing dataset are shown in Table 6.1. The $T^2$ statistic and the threshold of the normal operating (top) and the test data (bottom) with gearbox fault are shown in Figure 6.9. The bottom plot shows that between
sample points 1400 to 1450 and 1510 to 1545, the $T^2$ statistic is well above the threshold. As the SCADA data has a sampling rate of 10 minutes, the detected anomalies lasted for a period of 8 hours. By decomposing the $T^2$ statistic, PC 1 has the highest contribution index (Fig 6.10, top). The loading values for PC 1 are then shown in the bottom plot of Figure 6.10. The composition of SCADA data is much more complex compared to the simulation data, where signals such as vibration, temperatures and environmental related parameters are also contained. Therefore, in order for the loadings to be significant, the threshold value of 0.3 is chosen.

<table>
<thead>
<tr>
<th>SCADA data with gearbox fault</th>
<th>SCADA data with generator fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 'Twist'</td>
<td>'Redundant pitch position 2'</td>
</tr>
<tr>
<td>2 'Redundant pitch position 3'</td>
<td>'Net Frequency'</td>
</tr>
<tr>
<td>3 'Active power'</td>
<td>'Pitch Inverter Voltage 1'</td>
</tr>
<tr>
<td>4 'Reactive power'</td>
<td>'System pressure'</td>
</tr>
<tr>
<td>5 'Power factor'</td>
<td>'Oil pressure gearbox'</td>
</tr>
<tr>
<td>6 'Pitch Inverter Voltage 2'</td>
<td>'Oscillation Signal Eff Z'</td>
</tr>
<tr>
<td>7 'System pressure'</td>
<td>'Vibration z-direction'</td>
</tr>
<tr>
<td>8 'Oscillation Signal Filt Eff Z'</td>
<td>'Pitch Motor 3 RPM'</td>
</tr>
<tr>
<td>9 'Vibration y-direction'</td>
<td>'Wind speed right-hand'</td>
</tr>
<tr>
<td>10 'Vibration z-direction'</td>
<td>'Wind direction'</td>
</tr>
<tr>
<td>11 'Pitch Motor 1 RPM'</td>
<td>'Temperature main bearing 1'</td>
</tr>
<tr>
<td>12 'Pitch Motor 3 RPM'</td>
<td>'Temperature hydraulic fluid'</td>
</tr>
<tr>
<td>13 'Wind direction right-hand'</td>
<td>'Temperature cooling water generator return'</td>
</tr>
<tr>
<td>14 'Temperature hydraulic fluid'</td>
<td>'Temperature generator bearing BS'</td>
</tr>
<tr>
<td>15 'Temperature generator bearing BS'</td>
<td>'Temperature Topbox 1'</td>
</tr>
<tr>
<td>16 'Temperature Gearbox Oil Sump'</td>
<td>'Temperature Topbox 2'</td>
</tr>
<tr>
<td>17 'Medium Voltage Trafo Temperature'</td>
<td>'LS Temperature Control Switchboard'</td>
</tr>
<tr>
<td>18 'Temperature Gearbox Bearing 2'</td>
<td>'Hygrometer 2 Temperature'</td>
</tr>
</tbody>
</table>

Table 6.1 - Variable names for the testing SCADA dataset with gearbox and generator faults

Figure 6.10 shows that the active power, temperature gearbox bearing 2 and temperature gearbox oil sump have the top three loading values. Other variables with significant loadings are the temperature generator bearing BS, power factor and pitch motor 1 RPM. The result shows that the root cause of the fault might occurs at the cooling system of the gearbox; hence, the temperature of the gearbox bearing is also increased. Furthermore, the signal shows a reduced active power output during that period, and a warning of a high gearbox
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temperature is found in the alarm log. This might be because the operator intentionally controlled the turbine to operate at a lower power rating because of the warning appearing, thus avoiding damage to the turbine. Evidently, it can be determined that the anomaly is related to the gearbox.

Figure 6.9 - $T^2$ statistic from the SCADA data. Top plot: normal operation data; Bottom plot: data with a gearbox fault

Figure 6.10 - Fault identification of the SCADA data with a gearbox fault. Top plot: $T^2$ contribution from each PC; Bottom plot: loadings of the PC with the highest contribution
Lastly, the SCADA data containing a generator fault is examined. For the detected anomaly, as shown in Figure 6.11, the $T^2$ contribution index and the loading values for the main contributor PC1 are shown in Figure 6.12. Parameters such as temperature cooling water generator return, generator bearing temperature, vibration in z direction and temperature main bearing 1 have significant loading values. The result shows that the anomaly is caused by the abnormal temperature change from these locations which are localised to the generator. This result coincides with the findings from the analysis of data and the alarm log, where a warning of a high generator bearing temperature has been flagged. Since both the main bearing and the generator bearing temperature are high contributors to this anomaly, and since the vibration in z direction is also involved, the root cause of the anomaly might be wear of the generator bearing, which results in excessive vibration of the shaft. Again, more information is needed to determine the root cause of the anomaly, as it is not provided from the SCADA data.

![Figure 6.11 - $T^2$ statistic from the SCADA data. Top plot: normal operation data; Bottom plot: data with a generator fault](image)

To conclude, the method is able to detect an anomaly in the dataset and narrow down the variables contributing to the anomaly, thereby identifying and locating the fault based on the loading values of the most contributed PC. However, the method can be sensitive to the targeting variable used in the $T$ selection.
algorithm, as different targeting variables may result in a different initial dataset. Therefore, the incorporation of prior knowledge of the system would be helpful in enhancing the accuracy of fault detection and identification.

Figure 6.12 - Fault identification of the SCADA data with a generator fault. Top plot: $T^2$ contribution from each PC; Bottom plot: loadings of the PC with the highest contribution

6.2 Feature-based fault detection

6.2.1 Fault severity detection

In this section, a model-based method is proposed in order to identify the fault and its severity, which targets specific types of faults. It uses variables that are localised or have a great impact on the fault as a starting point. Thus, the variable set retained by the targeted selection algorithm is the ideal candidate.

Suppose the retained variable set obtained from the targeted selection algorithm $X$ with dimension $(q \times n)$ are related to a particular type of fault. To build the detection model, computer simulation data for these variables are collected multiple times $X^r$ at different fault severities, where $r$ is the severity index for each dataset. PCA is carried out for all these datasets, where $r$ eigenvector matrices $U (q \times q)$ and $r$ eigenvalue vectors $L (q \times 1)$ are discovered. It was found that there is a relationship between the ratio of eigenvalue and eigenvector and the fault severity $S_v$ where:
\[ S_v = f(U_{i,j}, L_j) \]  

(6-13)

The relationship function \( f \) is dependent to the nature of the fault and the system. Once this model is built, it can be implemented in order to identify the fault and its severity for any testing dataset. This is achieved by transforming the testing dataset with PCA and by obtaining the corresponding eigenvalues and eigenvectors. The fault severity can then be identified by using the inverse relationship of equation (6-13).

### 6.2.2 Results and analysis

The PMSG with a DC-link capacitor ageing fault is considered first. The capacitance is varied from the normal condition (2.3 F) to -18\% of the normal capacitance with an increment of -1\%, where fault signals can be obtained while still maintaining a stable system. PCA is applied to the each dataset, where the corresponding eigenvalues \( \mathbf{L}^r \) and eigenvectors \( \mathbf{U}^r \) are obtained. It has been found that there is an obvious relationship between the fault severity and the ratio \( r_{l/u} \) between \( \mathbf{L}^r_1 \) and \( \mathbf{U}^r_{2,1} \) (the first characteristic value and the second row and first column of the characteristic vector matrix). Figure 6.13 plots this relationship, where the x axis is the fault severity and the y axis is the magnitude of the ratio. The red dots are the actual value, and the blue line is the fitted function. The function \( f(u,l) \) is:

\[
r_{l/u} = \frac{L^r_1}{u^r_{2,1}} = \frac{a}{S_v + b} \tag{6-14}
\]

where \( a \) and \( b \) are the coefficients of 78.39 and -0.9254, respectively. The fitted function has a model fit of 0.9581. It can be seen that the \( r_{l/u} \) ratio is maximised when the severity is at 0\%, which is where the no-fault condition and the ratios start to drop with increasing fault severity. However, it should be noted that the gradient of the plot decreases as the fault severity increases until approximately - 7\%. Thereafter, a more gradual gradient is obtained for the rest of the capacitance values. The result complies with the working principle of the DC-link capacitor for the PMSG system, such that all the power is delivered through the DC-link, and it is aimed to stabilise the DC-link voltage and current. Thus, the DC-link voltage and current are very sensitive to capacitance change. However, any further increase of capacitance loss will not lead to a significant change.
Figure 6.13 - Fault severity plot of the PMSG data with a capacitor ageing fault through PCA. Top: plot of actual and fitted model of $r_{l/u}$ ratio with severity; Bottom: estimation of unknown severity from established model

To test this model, the simulation is carried out one more time with an unknown severity. The data is used to find the $r_{l/u}$ coefficient for this particular case. Then, using the model created, the severity of the fault is identified using the inverse function $f$:

$$S_v = \frac{a}{r_{l/u} - b} \quad (6-15)$$

The bottom plot in Figure 6.13 shows the identification of the unknown severity from the $r_{l/u}$ ratio. The black dotted lines are the estimated $r_{l/u}$ ratio and the corresponding severity. The ratio is found to be 10.8647, and with solving equation (6-15) the fault severity is estimated to be -7.14%. Compared to the actual severity of -6.9%, there is an error of 3.4%. This proves that the method is perfectly capable of determining faults and their severity level within a reasonable margin.

The model is further tested using PMSG data with a grid phase-to-phase fault. The severities are modelled with varying resistance between the phases and ranges from no-fault occurred (1 MΩ), to 10 kΩ, 1 kΩ, 100 Ω, 50 Ω, 10 Ω, 5 Ω, 1 Ω, 0.5 Ω, 0.1 Ω, 0.05 Ω and 0.01 Ω. Using these datasets and the retained variables,
the ratio \( r_{lu} \) between \( \mathbf{L}_1' \) and \( \mathbf{U}_{1,1}' \) (same notion as described in the previous example) is shown in the top plot of Figure 6.14. The x axis is the logarithms of the resistance values with a base of 10 and the fitted relationship function \( f \) is given:

\[
\eta_{lu} = \left| \frac{I'_1}{U'_{1,1}} \right| = \tanh(bS_v + c) + d
\]  

(6-16)

where the coefficients \( a, b, c \) and \( d \) are 21.15, 5.786, -4.718 and 33.31, respectively. The fitted function has an \( R^2 \) of 95.33\%, which proves an accurate model fit is obtained. For this example, the no-fault condition has the logarithm value of 6 on the right side of the plot. It can be seen that the \( r_{lu} \) has the greatest change between 50 \( \Omega \) (log value of 1.6989) and 0.5 \( \Omega \) (log value of -0.301). This is expected as the grid’s voltage is fairly stable, and too large of a resistance connected between the phases would cause a negligible effect. Moreover, as the resistance reduces to a certain value (within a stable operation condition), any further decrease will have an insignificant effect.

![Figure 6.14 - Fault severity plot of the PMSG data with a grid side phase-to-phase fault through PCA. Top: plot of actual and fitted model of \( r_{lu} \) ratio with severity; Bottom: estimation of unknown severity from the established model.](image-url)
Again, the model is tested with other simulation data with unknown fault severity. The $r_{i/u}$ ratio for the data is found to be 13.844, and the actual severity is found using the inverse $f$:

$$ S_v = \frac{\text{arctanh} \left( \frac{r_{i/u} - d}{a} \right) - c}{b} $$  \hspace{1cm} (6-17)

The calculated $S_v$ is 0.5404 and the actual resistance is found to be 3.4706 Ω (Fig 6.14 bottom). Therefore, compared to the actual resistance of 3.2 Ω, there is an error of 8.4%. This again shows that the severity is found within an acceptable limit.

Finally, the method is tested with a dataset from the DFIG turbine, where it has a different system architecture. Therefore, a different relationship function is expected. Since the AC-DC-AC converter is also an essential component for the DFIG system, the capacitor ageing fault is considered. The fault severity is simulated with a percentage of capacitance losses from the normal operation condition of 7800 μF at a step of -5% until -50%. The result is shown in Figure 6.15. As can be seen in the top plot, the $r_{i/u}$ ratio between $L_i$ and $U_{i,1}$ has a different relationship function of:

$$ r_{i/u} = \frac{l_i}{u_{i,1}} = \text{atanh}(bS_v + c) + d $$  \hspace{1cm} (6-18)

where the coefficients are 3.234, 0.9597, -5.7903 and 19.06, respectively. The fitted curve has an $R^2$ of 94.49% which indicates an accurate fit. It can be seen that the $r_{i/u}$ has an increasing trend as the capacitance losses increase. It has the most rapid increase between -15% up to -35%. The reason for this behaviour is due to the presence of the chopper protection circuit in order to control the DC-link voltage.

Finally, the $r_{i/u}$ ratio for the dataset with an unknown fault level is found to be 19.7805. Using the inverse function (6-17), the estimated severity $S_v$ is -26.362%, and the actual fault level is -27% as shown in the bottom plot of Figure 6.15. An error of 2.4% is found.
Figure 6.15 - Fault severity plot of the DFIG data with a capacitor ageing fault through PCA. Top: plot of actual and fitted model of $r_{L/U}$ ratio with severity; Bottom: estimation of unknown severity from the established model.

The results show that the proposed method is capable of estimating the fault severity within an acceptable limit. However, there are a few limitations. First, the model is built using variables selected from the T algorithm, and this requires a targeting variable. Thus, the feasibility and the accuracy of the method is dependent on selecting the correct set of variables, which means that it is crucial to carefully select a targeting variable. Second, to build the model, data from a fault with different severities are needed, and the results are based on the trial and error method. Finally, expert supervision is needed during the model building process. However, once the model is created, the method can be implemented autonomously.

6.3 Summary and discussion

In this chapter, two fault detection methods have been proposed. The methods are not only able to detect an anomaly but also have the capability of carrying out the identification and estimation of fault severity. Moreover, to simplify the detection process, the proposed method utilises the variables retained from the T selection algorithm as described in Chapter 4. This can enhance the possibility of
detecting an anomaly as only a targeting variable is required. The PC energy-based detection and identification method is validated using simulation data with different system architecture and faults, and the SCADA data from operational wind farm. Promising results have been obtained, where a fault can be identified and the location of the fault is narrowed down. In order to carry out further root cause analysis, understandings of the system structure and sensor placement are needed. Furthermore, it is feasible for the method to be tested with simulation data only because datasets from different severities are required for estimating the severity based on the features extracted. Results show accurate detection and estimation of fault severity. In the next chapter, an experimental test rig is designed and constructed, which is used to conduct experiments with faults and collect data to further validate the feature-based fault detection method.
In order to further validate the proposed feature-based fault detection method, experimental data obtained from a wind turbine testing platform is used. In this chapter, the design and the construction of the testing platform are first addressed. Additionally, an explanation of the experiment procedure associated with phase-to-phase short circuit fault is given, which is followed by a discussion of the data acquisition.
7.1 Description of wind turbine test rig

The aims of the experimental test rig are to simulate the dynamic operation of a wind turbine under different operation conditions and to acquire measurement data. The test rig has several advantages over the computer simulation data and SCADA data from an operational wind farm. First, the physical measurements are more realistic compared to computer simulation, as the simulation results are dependent on the mathematical model of the wind turbine. Second, measurements with higher sampling rates can be obtained. This is crucial for condition monitoring because the transient behaviour of faults may be lost when the sampling rates are low, as in the case of SCADA data. Therefore, the design and construction of the wind turbine experimental test rig is necessary.

A 3 kW PMSG-based wind turbine test rig is developed. The overall layout of the wind turbine test rig and the major components are shown in Figure 7.1 and Table 7.1, respectively. The test rig consists of the wind turbine emulator, which is responsible for simulating the rotation of the wind turbine drive train. The energy conversion from the blades and the aerodynamics are simulated in the computer; an induction motor controlled by a frequency drive is used to emulate the simulated mechanical rotation. This mechanical rotation is then coupled with a permanent magnet synchronous generator (PMSG), where the mechanical power is converted into electrical power. Moreover, the generated electrical power is regulated by an AC-DC-AC converter, such that a stable voltage and frequency can be achieved. Finally, the generated electricity is dissipated through an isolated three-phase resistive load bank. Transducers are placed within the system to collect data for monitoring and controlling purposes. The control and data acquisition of the test rig are performed by a desktop computer (PC), where all signals are interfaced through a signal condition module and digital data acquisition cards. Peripheral components such as circuit breakers, contactors, and a power supply are also included. They are used either to assist the operation of other components or for safety purposes. Extra efforts have been applied to guarantee the safe operation of the test rig and the operator's safety during the design. In the following sections, each of these components is discussed in detail.
Figure 7.1 - Overall schematic block diagram of the PMSG-based experimental wind turbine test rig
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### Main functionality | Components
---|---
Wind turbine emulation | *Induction motor*  
| *Motor frequency drive*  
Power generation | *Permanent magnet synchronous generator*  
Power regulation | *Power rectifier*  
| *IGBT power inverters*  
| *IGBT inverter controller*  
| *DC-link capacitors*  
| *DC-link pre-charge circuitry*  
| *Inductance filter*  
Power consumption | *Resistive load bank*  
Measurements and signal interface | *Transducers and sensors (Voltage, current, torque, speed, vibration and temperature)*  
| *Signal conditioning modules*  
| *NI data acquisition card*  
Controller | *Desktop computer*  
Miscellaneous | *DC power supplies, contactors, circuit breakers, fuses, etc.*

Table 7.1 - Components list of the test rig based on main functionality

#### 7.1.1 Emulation of wind turbine rotation

The emulation of a turbine’s mechanical rotation is implemented by means of a squirrel-cage induction motor with a torque control. The dynamics of the turbine are simulated in the computer as described in Chapter 3.1.1. Using equations (3-2) and (3-7), the optimal power is found for any given wind speed, and the corresponding torque reference is then calculated for the frequency drive to control the induction motor.

The squirrel-cage induction motor has an IE2 standard with a rated power of 11 kW and rated speed of 1463 rpm. The size selection of the emulation motor depends on the generator power and load capacity. The test rig is designed for a rating of 3kW; thus, the PMSG used has a rated power of 3kW at the rated rpm, and the rated torque is 69.03Nm. The emulation motor has to be able to provide the required torque at the nominal speed of the generator. This can be achieved by incorporating the variable frequency drive, where the motor is able to produce the rated torque at a lower speed. Hence, the rated power required for the emulation motor is 69.03*1463*(2*π/60) = 10.57kW. The next available rating is 11 kW. Therefore, an 11 kW squirrel-cage induction motor is chosen as the emulation motor. The specification of the motor is shown in Table 7.2.
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<table>
<thead>
<tr>
<th>Motor type</th>
<th>M2AA160MLA4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>kW 11</td>
</tr>
<tr>
<td>No. of poles</td>
<td>4</td>
</tr>
<tr>
<td>Rated speed</td>
<td>rpm 1463</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>V 380-420</td>
</tr>
<tr>
<td>Rated current</td>
<td>A 20.7</td>
</tr>
<tr>
<td>Power factor</td>
<td>0.85</td>
</tr>
<tr>
<td>Inertia</td>
<td>kg.m2 0.064</td>
</tr>
</tbody>
</table>

Table 7.2 - Specification of the 11 kW emulation motor from ABB

In order for the induction motor to operate at the required torque calculated from the computer simulation at low speed, a frequency drive is used. Basically, the frequency drive adjusts the voltage and frequency supplied to the rotor winding to achieve variable speed control. A detailed explanation of the variable frequency drive can be found in [160]. When selecting the frequency drive, parameters such as power rating, full load current (FLA), supply voltage and types of control that the drive provides have to all be taken into consideration. Thereby, the ACS-550 frequency drive provided by ABB with 15kW, Y415V/50Hz and FLA of 31A is selected. Moreover, the frequency drive is able to accept an external torque reference from the computer and controls the motor to operate at this desired torque value with the built-in PI controller. Finally, the controller also consists of several safety protection functionalities, such as maximum speed limit, maximum torque and current feeding to the motor. Hence, the motor will never operate above these limits.

In addition, the emulation motor is powered from the grid through a series of protection functions, including a circuit breaker and an emergency stop button. The circuit breaker prevents excessive current from being drawn from the grid to the motor through the controller, and the emergency stop button is used to disconnect the whole system from the grid in case of any anomalies.

7.1.2 Power generation

The permanent magnet synchronous generator EOGEN 150/16 used has a power rating of 3kW from the manufacturer Mecc Alte. The specification of the generator is shown in Table 7.3.
Mechanical coupling is used to physically link the motor and generator shafts together. When selecting the coupling, apart from basic physical requirements such as bore sizes of the coupling, two main factors can affect the choice. First, the coupling has to be able to withstand the maximum torque transmitted from the motor to the generator at the rated speed. Second, the coupling should be able to tolerate a certain amount of shaft misalignments, as these misalignments will have a direct impact on the system, such as increasing stresses to the components. Based on these factors, the RADEX NN42-30 laminate coupling manufactured by KTR Couplings Limited is used. The component has a rated torque of 180 Nm with a maximum speed of 10,000 rpm. Moreover, the flexible laminated coupling is able to withstand an axial displacement of 1.4 mm and angular displacement of 1 mm.

<table>
<thead>
<tr>
<th>Motor type</th>
<th>EOGEN150/16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>kW</td>
</tr>
<tr>
<td>No. of poles</td>
<td>3</td>
</tr>
<tr>
<td>Rated speed</td>
<td>rpm</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>V</td>
</tr>
<tr>
<td>Rated current</td>
<td>A</td>
</tr>
<tr>
<td>Power factor</td>
<td>0.86</td>
</tr>
<tr>
<td>Inertia</td>
<td>kg.m²</td>
</tr>
<tr>
<td></td>
<td>0.115</td>
</tr>
</tbody>
</table>

Table 7.3 - Specification of the 3 kW PMSG from Mecc Alte

7.1.3 Power regulation

The AC-DC-AC converter is responsible for the regulation of the power generated from PMSG due to the variable wind profile. It consists of an uncontrollable AC-DC rectifier, a DC-link and a DC-AC inverter. The selection of each of these components is discussed individually in the following sections. Moreover, it is worth mentioning that certain components referenced in later sections have been over dimensioned. The reason for this is that the selection of over-dimensioned components allows fault simulation to be carried out on the test rig without damaging the components.

The VISHAY VS-26MT80 three-phase power rectifier is selected for the AC-DC conversion. It has a maximum repetitive peak reverse voltage of 800V and a maximum forward voltage of 1.26V. The rectifier is able to handle a forward
current of 25A. As can be seen, all these values are well above the rated voltage and current of the generator. Moreover, when the system is operating at the rated condition, a large amount of heat is being generated. A heat sink is attached to the rectifier and ventilated with a fan. According to the specification, the maximum operating temperature of the rectifier is 150°C, and the maximum power dissipation is 55 W. Assuming the ambient temperature to be 50°C, and the equivalent thermal resistance of the rectifier-heat sink combination from the datasheet is 1.78°C/W. This will result in a dissipation capacity of (150-50)/1.78=56.2 W and shows that the rectifier is able to operate at the full rate.

The DC-link capacitor is used to reduce the ripple of the rectified DC voltage. Three electrolytic capacitors rated at 3900μF, 3900μF, and 2700μF, 400V are connected in a series to produce an equivalent capacitance of 1130μF, with a 1200V rating. When the system is operating at the rated condition, the maximum DC-link voltage is found to be 540.2V with equation (7-1):

\[ V_{dc} = \frac{3\sqrt{3}}{\pi} V_p \]  

(7-1)

where \( V_{dc} \) is the maximum DC-link voltage, and \( V_p \) is the peak value of the phase voltage. Then, using equation 7-2, the peak-peak ripple voltage on the DC link is calculated to be 23.1 V or 4.2% [160].

\[ \Delta V_{dc} = \frac{P}{2V_{dc}C_{dc}\omega_{sync}} \]  

(7-2)

where \( P \) is the power of the motor, \( C_{dc} \) is the DC link capacitance and \( \omega_{sync} \) is the synchronous angular frequency.

A DC-link capacitor pre-charging circuit is also added. It is aimed to charge and discharge the capacitor (Fig 7.1). Power is taken from the grid and rectified into DC to perform pre-charging of the capacitor. A power resistor of 2kΩ with 225W is connected to limit the inrush current flow, and it has a charging time constant of 2.26 s. The charging and discharging of the capacitor is realised by two single pole single throw DC contactors (\( S_c \) and \( S_d \) in Figure 7.1) from TE connectivity with a maximum 900 \( V_{dc} \) and 100 A rating. Moreover, a variable transformer is included in order to adjust the DC-link voltage level, and the charging circuit can be switched on and off by a normally open contactor \( S_{dc} \) from Schneider with
voltage and a current rating of 400 Vac and 25 A, respectively. In addition, in case of any over current due to a short circuit, an overload relay from Schneider with a maximum current rating of 5A is used to prevent this by disconnecting the circuit.

The DC-AC conversion is performed with SKiiP 24AC12T4V1 three-phase IGBT inverter module, where it consists of 6 IGBTs. The component has a rated voltage of 1200V and a maximum current of 35 A. The switching gate-emitter voltage required to turn-on and off the IGBT is +15 V and -15 V respectively, where the IGBT typically has a turn-on voltage of 5.8V. Moreover, the collector to emitter voltage (V_{ce}) has a maximum saturation value of 2.1 V and 2.45 V at a junction temperature of 25°C and 125°C. In the case of a fault, the module is able to withstand a short-circuit current of 210 A at the rated voltage for 10 μs; otherwise, the component will experience a thermal breakdown. Furthermore, a maximum number of 1000 short circuit events are permitted, and the time between short circuits must be greater than 1 s. If the current increases above the nominal value (maximum 6 times the rated value), de-saturation of the IGBT will occur, and the collector-emitter current is limited with the increase of V_{ce} [161, 162]. Finally, the junction temperature of the module should never exceed 150°C.

In terms of heat dissipation, the total power losses can be divided into conduction losses and switching losses, and it can be found by equation (7-3): 

$$P_{tot} = n \times \left( P_{\text{cond(igbt)}} + P_{\text{cond(d)}} + P_{\text{sw(igbt)}} \right)$$  \hspace{1cm} (7-3) 

where \( n \) is the number of IGBTs and freewheeling diodes in the module, \( P_{tot} \) is the total power losses of the module, \( P_{\text{cond(igbt)}} \) and \( P_{\text{cond(d)}} \) are the conduction losses due to IGBTs and diodes and \( P_{\text{sw(igbt)}} \) is the losses from the switching of the IGBT. Each of these losses for the PWM inverter application can be found by the following equations [161]: 

$$P_{\text{cond(igbt)}} = \frac{1}{2} \left( V_{ce0} \frac{I}{\pi} + \frac{r_{ce0}I^2}{4} \right) + m \cos \varphi \left( V_{ce0} \frac{I}{8} + \frac{r_{ce0}I^2}{3\pi} \right)$$  \hspace{1cm} (7-4) 

$$P_{\text{cond(d)}} = \frac{1}{2} \left( V_{d0} \frac{I}{\pi} + \frac{r_{d0}I^2}{4} \right) - m \cos \varphi \left( V_{d0} \frac{I}{8} + \frac{r_{d0}I^2}{3\pi} \right)$$  \hspace{1cm} (7-5)
where $V_{ce0}$, $V_{d0}$, $r_{ce0}$ and $r_{d0}$ are the reference collector-emitter voltage and resistance of the component that can be found from the datasheet, $I$ and $V$ are the operating current and voltage of the module, $m$ is the modulation index of the PWM wave with a switching frequency of $f_{sw}$, $\varphi$ is the phase difference between the voltage and current and $K$ is the energy coefficient to turn the IGBT on and off.

Using the manufacturer's recommendation and values from the datasheet, the total power losses is $6 \times (18.4 + 16.3 + 24.3) = 354$ W. According to the datasheet, the thermal resistance of the IGBT, the diode and the heat sink is 0.85, 1.2 and 0.167 °C/W, respectively. Assuming the ambient temperature to be 50 °C (enclosed in the distribution box as shown in Figure 7.6), the dissipation power is found to be 400 W. This shows the system is able to operate within the recommended temperature range. Moreover, the thermal behaviour of the system is dynamic due to the internal thermal capacities, where the thermal resistance varies with the temperature nonlinearly. A detailed discussion of the dynamic thermal analysis can be found in [161, 162]. In our study, the selection of the component and heat sink is further validated using the online thermal analysis tool provided by the manufacturer (SEMIKRON), where the dynamic thermal behaviour is also considered.

To operate the IGBT inverter, an SKHI 71 driver from SEMIKRON is used. The driver accepts an input voltage level of 0 V and 5 V to turn the IGBT on and off. The output from the driver has a peak current of 2 A with +14.9 V and -6.5 V, respectively. When a gate resistor of 15 Ω is used and the driver is supplied with 15.6 V, it consumes an average current of 20 mA per IGBT. The driver is able to achieve a maximum switching frequency of 50 kHz. Moreover, several protection circuitries are also included in the driver. First, an interlock dead time circuitry is included in order to protect any short circuit due to the simultaneous switching on of the IGBTs in the same phase. The default interlock dead time for the driver is 4.1 μs. Second, the driver is able to provide an error signal through the active push-pull buffer, where a +5 V signal will be generated in the presence of a fault. To reset the driver, no error should be detected, and all input signals (switching pulses) have to set to logic low for at least 9 μs. Additional circuits are needed for
the driver to operate, and the complete AC-DC-AC converter is shown in Figure 7.6 a).

The output of the IGBT consists of the low fundamental frequency 50 Hz and the carrying switching frequency \( f_{\text{sw}} \). An induction filter is used to filter out the high frequency components. The sinusoidal filter from REO Ltd is selected. It has a rated inductance, current and voltage of 4.7mH, 12A and 400V, respectively.

### 7.1.4 Isolated load

The current system operates in isolation mode, where all the generated power is dissipated to an off-shelf resistive load bank. The load bank is manufactured by Crestchic, and it has a maximum power rating of 10 kW and a rated voltage of 415V in star connection. The power rating of the load bank can be controlled through a series of 240V\(_{\text{ac}}\) contactors at a step of 1kW. Additional relays are used to control these AC contactors via signals from the desktop computer. Moreover, the load bank has several built-in protection systems, including over current protection, short circuit protection and over temperature protection as the power is dissipated as heat and ventilated by the fan installed. Furthermore, a 10kW variable transformer is installed to permit voltage adjustment from the AC-DC-AC converter. Finally, a three-phase circuit breaker with a rated current of 25A is used to prevent any overcurrent. An auxiliary contactor is mechanically attached to the circuit breaker. If the circuit breaker is tripped, the auxiliary contactor will terminate the main power supply to the system; hence, it will stop the emulator motor from running continuously without a load connected.

### 7.1.5 Measurements and signal interface

Various transducers are installed in the system to collect data either for control or monitoring purposes. Electrically, AC current and voltage transducers are used to monitor the voltage and current before and after the AC-DC-AC converter, and the DC-link voltage and current are also measured with DC sensors (Fig 7.1). For the AC measurements, both transducers are from ABB. It requires a differential supply voltage of ±12 V and measures the instantaneous voltage and current. The voltage transducer has a maximum measuring range of ±750 V (peak), which corresponds to a current output of ±50 mA. It has a bandwidth of 13 kHz, and the response time is less than 6 μs. Moreover, the linearity and accuracy of the
transducer is less than 0.3% and ±0.9%, respectively. For the current transducer, it has an output current of ±100 mA for an input current range of ± 100 A. Similarly, the bandwidth, response time, linearity and accuracy are 100 kHz, 50μs, 0.1% and ±0.5%, respectively. For the DC voltage transducers, the EDCV-VX from Omni Instruments, it has a measuring range of ±600 V and produces an output current signal of ±20 mA. The accuracy of the sensor is ± 0.25%. Moreover, the LEM HO 25-NP current sensor is used to measure the DC-link current, where it has a measuring range of ±25 A and a voltage output of ±2.5 V. The bandwidth, response time, linearity and accuracy are 250 kHz, 3.5 μs, 0.5% and ±1%, respectively. These sensors all have high bandwidth which allows for a faster response to an instantaneous change in a physical signal. Hence, all transient changes can be acquired. Lastly, the measuring range of the transducer is dependent on the rated value of the generator and the AC-DC-AC converter as described in Sections 7.1.2 - 7.1.3. However, it can be observed that the current transducers are over dimensioned. This is done intentionally to have a wider measuring range, which allows for measurement under a faulty condition, e.g. the phase-to-phase short circuit fault.

Mechanical properties such as the torque, speed and generator shaft vibration are also monitored. The RWT411 torque transducer from the ST technology has a measuring range of 0-300 Nm and an output signal of 0-5 V with a supply voltage of 24 V. The transducer also has a built-in speed measurement function up to 12,000 rpm. Moreover, the sensor has a bandwidth of 10 kHz and an accuracy of 0.25%. As for the shaft speed, an additional incremental encoder RI32 from Hengstler with 360 pulses per revolution is used to obtain a more accurate speed measurement. The sensor has a maximum speed of up to 3000 rpm and two TTL (transistor-transistor logic) output channels. Finally, the HS-420 accelerometer from Omni Instruments is used to measure the vibration of the generator. The vibration transducer has a 4-20 mA current output that corresponds to an input range of 0-50 mm/s. In addition, the temperature of the generator is measured with the HBS-6000 temperature transducer from Omni Instruments. The transducer is able to take measurements from 0 to 100°C and outputs a 4-20 mA current signal. The accuracy and stability of the component is ±0.25% and ±0.02%/°C, respectively.
An NI (National Instruments) USB-6229 M series multifunctional DAQ (data acquisition card) is used for measuring data logging. The USB 6229 is a high performance data acquisition module designed for fast and accurate sampling. The module also comprises the new NI signal streaming which allows sustained bidirectional high-speed streams via USB. The DAQ card consists of 32 analogue inputs (16 bits) with a sampling rate of up to 250 kS/s, 4 analogue outputs (16 bits) with a sampling rate of up to 833 kS/s and up to 48 TTL digital input/output lines, where 32 of the channels are hardware-timed at 1 MHz. The timed digital channel is ideal for PWM-based control purposes.

Analogue inputs are responsible for all the transducer measurements. For the analogue input channels, it has a maximum input range of 0-10 V (single ended measurement) and a high input impedance of 10 GΩ. As described earlier, all the transducers have different types of output signals (voltage or current source) and ranges. Therefore, additional signal conditioning and interface circuitry is required to match the measurement signal and the DAQ card.

The conditioning and interface circuitry mainly consists of four stages, as shown in Figure 7.2. The first stage is used to convert the current signal to a voltage signal through resistor $R_1$. As an example, at the maximum measuring range ±750 V (peak), the voltage sensor is outputting a current of ±50 mA. The recommended value of $R_1$ from the manufacturer is between 0 and 188 Ω. For the test rig, a 100 Ω resistor with 1% tolerance is used, and it results in a voltage output of ±5 V. Moreover, a fuse $F_1$ is included for voltage sensors acting as overcurrent protection. The second stage is aimed to amplify and shift the signal voltage level for each sensor to the appropriate range matching the DAQ card. The output signal can be adjusted by choosing the correct resistor values of $R_2- R_4$ as:

\[
-V_{out} = \frac{R_4}{R_2} V_{in} + \frac{R_4}{R_3} V_{shift}
\]

(7-7)

where $V_{in}$ is the voltage from the sensor, and $V_{shift}$ is the biasing voltage. In the case of the voltage sensor, a 5 V biasing voltage is used, and $R_2 - R_4$ are all 1 kΩ. The output voltage for stage 2 is then 0 to -10 V correspond to ±750 V (peak). A low pass filter is then used to reduce noise from the measurement signal in stage
3, where the resistor $R_5$ is $3.3 \, \text{k}\Omega$ and the capacitor is $100 \, \text{nF}$. The cut-off frequency is $482.3 \, \text{Hz}$, which is very close to the designed frequency of $500 \, \text{Hz}$. Furthermore, an inverter amplifier is used to invert the signal to $0$-$10 \, \text{V}$ and is followed with a unity voltage follower to reduce the output impedance of the circuit. It can be seen that the signal conditioning circuitry is able to manipulate the signal in order to fulfil the requirement of the DAQ card and to maximise the full range to enhance the resolution. Similar calculations are carried out for other sensors.

![Signal conditioning circuitry diagram](image)

**Figure 7.2 - Example of signal conditioning circuitry for a voltage sensor**

### 7.1.6 Controller

The data acquisition and system control are realised using LabVIEW 2013 (professional version) on the desktop computer. The software is developed by National Instruments for a wide range of applications in data acquisition and system control. Graphical programming language is used to develop functions dedicated to specific tasks known as VI. These VIs can then be used as sub-functions and build the overall control for the test rig. An example of the open loop inverter control developed in a LabVIEW environment is shown in Figure 7.3. By adjusting parameters such as the output frequency, PWM frequency and modulation index, the firing PWM pulses for the IGBT inverter are generated and outputted as TTL signals through the digital lines of the DAQ card.
Moreover, Figure 7.4 shows the overall control user interface of the test rig developed in LabVIEW. Several sub-functions are included: the DC-link pre-charging control, activation of resistive load, contactors control, emulation motor
control, fault simulation and activation of data logging. Signals such as the DC-link voltage, current and shaft speed can be viewed in real time from the user interface. The stop button at the bottom left of the user interface in Figure 4 can terminate the test rig from the operation. It can also serve as an emergency stop button. Furthermore, parameters such as the sampling rate and sensor calibration can be adjusted accordingly in the relevant sub-VI.

Figure 7.5 - Hardware system layout of the PMSG wind turbine test rig

The hardware layout of the complete test rig is shown in Figure 7.5, where both the emulation motor and PMSG generator are mounted on a machined steel bedplate. During operation, the system is covered by a metal fence for safety purposes, which is not shown in the figure. The desktop computer is located on the left of the test rig, where an operator should never stay in-line with the rotating motion of the system and the ventilation of the resistive load bank. Finally, all electrical connections are enclosed within three terminal boxes. The terminal boxes contain the high voltage AC-DC-AC converter, the controller and
the DC-link pre-charge circuitry (Fig 7.6 a), the main distribution box where all high voltage connections and electrical transducers are installed (Fig 7.6 b) and the low voltage signal conditioning and interface and DAQ card (Fig 7.6 c).

Figure 7.6 - Test rig connections: a) AC-DC-AC converter and controller; b) Main distribution box; c) Signal conditioning and interface and DAQ card

7.2 Experimental validation

7.2.1 Experimental arrangement and data acquisition

The aim of the test rig is to acquire measurement data, especially during a faulty condition. In this study, the phase-to-phase short circuit fault is simulated on the test rig and measurements are taken. Figure 7.7 shows the block diagram of the fault simulation setup. The fault is simulated by shorting two phases of the line output after the inductor filter, and controlled via a contactor. A resistor $R_f$ is added between the two phases, where it limits the current flow between phases during a fault. Also, it is used to simulate different fault severities by adjusting the resistor value. The contactor can be controlled from the PC, where the duration of the fault can also be defined. The phase voltages and currents are measured after the inductor filter, as indicated in the figure. For safety purposes,
the experiment is carried out at a reduced voltage level. A constant power is fed to the AC-DC-AC converter, where a constant DC-link voltage of 100 V is obtained. For the PWM inverter, the switching frequency and modulation index used are 8 kHz and 0.78, respectively, which result in the best output AC waveform. The inverted AC output is then dissipated through a resistive load of 86.1 Ω per phase.

**Figure 7.7** - Block diagram of phase-to-phase short circuit fault simulation on the wind turbine test rig

Figure 7.8 shows the oscilloscope measurement of the PWM switching signals of two phases outputted from the DAQ card. The signals from top to bottom are the switching signal g1 to g4 before the IGBT controller, as shown in Figure 7.1. It can be observed that the pulses switch between 0 and 5 V. Moreover, Figure 7.9 shows the example of the actual switching signals for one phase after the IGBT controller. The Figure 7.9 shows that the on and off voltage of the switching signals for one bridge of the IGBT (top and bottom as shown in Figure 7.1) are approximately +15 V and -8 V, respectively, and it is represented by the cyan and yellow lines. It can be seen that the on and off signals are in an opposite state. In addition, a dead time of 9 μs can be identified in the figure between the switching pulses for the top and bottom IGBT. This is crucial because the top and bottom IGBT should never be switched on at the same time to avoid short circuit.

An example of the oscilloscope measurement of the line voltage (yellow line) and phase current (blue line) is shown in Figure 7.10, where a phase-to-phase fault is simulated for 0.3 s. The voltage scale for the voltage and current readings are 50 V/div and 50mV/div, respectively. The output range for the current probe is 100mV/A. During the normal operation period, the peak line voltage and phase current are approximately 44 V and 0.3 A, respectively, and the corresponding
rms values are 31.11 V and 0.2121 A. For an ideal inverter with a sinusoidal PWM switching signal, the relationship between the DC-link voltage and the AC line voltage can be expressed as [98]:

Figure 7.8 - Oscilloscope measurement of a PWM switching signal outputted from an NI DAQ card

Figure 7.9 - Oscilloscope measurement of a PWM switching signal after an IGBT controller with dead time
\[ V_{l,1} = m \frac{\sqrt{3} V_{dc}}{2\sqrt{2}} \]  

(7.8)

where \( V_{dc} \) is the DC-link voltage, \( m \) is the modulation index and \( V_{l,1} \) is the rms line voltage of the fundamental component. A detailed explanation of the sinusoidal PWM inverter can be found in [98]. Using equation (7-8), the ideal output rms line voltage should be 47.8 V. Compared to the oscilloscope measurement, there is a difference of 16.69 V. This is due to the losses of the IGBT and inductor filter as described in Section 7.1.3. This voltage difference will be less significant if the inverter is operated at the rated level. Furthermore, with a resistive load of 86.1 Ω, the expected peak current to be drawn is 0.295 A. The value is almost identical to the oscilloscope measurement.

![Figure 7.10 - Example of phase-to-phase fault experimental measurement from oscilloscope](image)

Finally, an obvious increase of the phase current can be seen when the phase-to-phase short fault is simulated. The resistor \( R_f \) has a value of 351 Ω, and the peak current is approximately 0.6 A. Moreover, Figure 7.11 shows the line voltage (top plot) and phase current (bottom plot) obtained from transducers, where the data is collected with a sampling frequency of 10 kHz. It can be seen that the peak voltage and current during normal operation is approximately 52 V and 0.5 A, respectively. This is slightly larger than the measurements captured on the
oscilloscope. This is because the actual measurement value is only a small percentage of the transducer’s measuring span, and relatively high noise contents are included in the measurements. As mentioned earlier, due to safety purpose, the system is operated at a low power rating. With the system operating under rated values, the noise effect should be less significant. However, the dynamic behaviour of the signal due to fault simulation can still be identified clearly, and this is more important for the study. Hence, the measurement data can be used to validate the proposed fault detection algorithm.

![Figure 7.11 - Example of phase-to-phase fault simulation from sensor measurement](image)

### 7.2.2 Fault detection and severity estimation

The phase-to-phase fault experiment is carried out under different fault severities with a resistance value of no-fault (1MΩ), to 2000 Ω, 351 Ω, 135 Ω and 27 Ω, respectively, as shown in Figure 7.12. Using the fault detection and fault severity estimation methods described in Chapter 6.2, a detection model is developed using the six line voltages and phase currents measurement. The top plot in Figure 7.13 shows the $r_{1/4}$ ratio of $L_1^f$ and $U_{2,2}$ (the first eigenvalue and second row and column of eigenvectors) for measurement at different severities as red dots, where the x axis is the logarithm scale of the resistance value with base ten (6, 3.3, 2.55, 2.13 and 1.43). The relationship function is:
Figure 7.12 - Measured rms voltage and current under phase-to-phase fault with different severities

\[ r_{l/u} = \frac{l_{1}^{r}}{u_{2,2}^{r}} = a \times e^{bS_{v}} \]  \hspace{1cm} (7-9)

where \( a \) and \( b \) are the coefficients of 0.2857 and 8.685, respectively, and \( S_{v} \) is the fault severity (resistance value). The fitted curve has an \( R^2 \) of 97.41\%, which indicates an accurate fit. It can be seen that the \( r_{l/u} \) ratio increases exponentially as the fault resistance gets smaller, hence implying higher fault severity. During testing, the dataset of an unknown fault severity (resistance value) is used to calculate the \( r_{l/u} \) ratio of 10.8789. Then, using the inverse relationship function (7-10):

\[ S_{v} = b \times \ln\left(\frac{r_{l/u}}{a}\right)^{-1} \]  \hspace{1cm} (7-10)

The estimated severity \( S_{v} \) is found to be 2.3863, as shown in the bottom plot of Figure 7.13. This corresponds to a resistance value of 243.4 Ω. Compared to the actual resistance value of 243 Ω, there is an error of 0.2%. The results show that a fault can be identified, and the severity can be estimated accurately.
Figure 7.13 - Fault severity plot of test rig data with phase-to-phase fault through PCA. Top: plot of actual and fitted model of $r_{l/u}$ ratio with severity; Bottom: estimation of unknown severity from established model

7.3 Summary and discussion

The design and construction of an experimental PMSG wind turbine test rig has been described in this chapter. The selection and dimensioning of components involved in the test rig have been discussed in detail. The aim of the test rig was to obtain experimental data under various operation conditions for the dedicated fault; hence, the phase-to-phase short circuit fault was simulated. The experimental procedures have been described, and results have been provided. Using the experimental data, the fault detection and fault severity estimation method proposed in the previous chapter has been further validated. The results confirmed that the accurate detection and estimation of severity have been achieved. In the next chapter, a summarisation of the achievements and contributions of this research project is given, and possible future research is discussed.
Chapter 8. Conclusion and Future Work

This chapter summarises the achievements of this research and explains how the objectives stated in Section 1.3 are met by the research. Thereafter, the contributions of knowledge arising from the research are presented. Finally, the chapter concludes with recommendations for future research in the area of study.
8.1 Overview of the research objectives and achievements

With the increasing demand for a renewable energy supply, the research and development of reliable and cost effective wind power generation technology is necessary, especially for offshore wind energy. A condition monitoring system is considered to be one of the viable solutions for enhancing the performance and reliability of the wind turbines through condition-based monitoring maintenance. However, a substantial amount of monitoring data is collected and needs to be transmitted and processed, particularly for instances where high resolution data is needed for the diagnosis and prognosis of a fault. This large volume of data can become a burden for the CMS, as the demand for the processing speed and the cost of the CMS undoubtedly increases. Hence, it may reduce the reliability and performance of the CMS. However, among these monitoring data, certain degrees of redundancy unquestionably exist. Therefore, the development of a generic technique is needed to identify these redundancies. Such a technique retains a set of variables whilst still maintaining sufficient information to detect the faults and hence assess the system’s conditions is desirable.

In this thesis, selection algorithms based on a multivariate principal component analysis are proposed at the system level and tested against simulation data and SCADA data from an operational wind farm. Performance measures based on data variability, information entropy and an average correlation coefficient are applied. An extension of the selection algorithm targeting a particular fault signal is also proposed, where the retained variable set not only has a strong relationship to the fault signal but also minimises redundancy among the retained set of variables. Data from simulations and SCADA under different types of faults are considered when evaluating the proposed techniques.

To further validate if vital information of the data is retained in the selected variable set, the techniques based on a correlation test of the features and an ANN prediction model are adopted. The former technique requires the identification of features of a particular fault by applying PCA to data obtained at different severities of the fault. Then, by comparing the principal components produced from the original dataset and the retained variable set, it is possible to
demonstrate if the fault feature is retained by using Pearson’s correlation coefficient as a measure. On the other hand, the neural network is optimised for the ANN prediction model-based technique. Thereafter, the correlation of determination ($R^2$) is used to measure the model accuracy, which is then used to demonstrate if a fault feature is present in the retained variable set. Both methods have shown that a fault signature is always present in the retained variable set using various datasets with different types of faults (e.g. a capacitor ageing fault).

Using the retained variable set, two fault detection methods are proposed in order to perform detection and diagnosis: Hotelling’s $T^2$ statistic-based method, and the feature-based detection and severity estimation method. Methods are tested with data under faulty conditions including simulation and SCADA data from an operational wind farm. For the $T^2$ statistic method, the detection of an anomaly between the healthy and unhealthy turbine data is first carried out by comparing the $T^2$ statistics. Afterwards, the principal component having the highest contribution to this anomaly is identified. The anomaly to the original measurement variables is inferred through correlating the magnitude of the characteristic vector from the PCA model to the variables, thus achieving the identification of the faults. Similarly, in the case of the feature-based detection and severity estimation method, an empirical model for a particular fault is established through the ratios of the characteristic root and vector ($r_{u/l}$) found with datasets at different fault levels. By using the empirical model, the fault can be detected, and the severity can be estimated.

Finally, the design and construction of a wind turbine experimental test rig are included for the collection of experimental data. The phase-to-phase short circuit fault is simulated at different fault severities represented by a resistor between the phases. The experiment process and data acquisition are discussed, where a high sampling frequency of 10 kHz is used to capture a transient change of the fault. The experimental data is then used to further evaluate the proposed feature-based detection and severity estimation method, and the result demonstrates the effectiveness of the method. The main achievements of this
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research, which are associated with the original objectives given in Section 1.3, are as follows:

Objective 1 - To conduct a theoretical review of the fundamental working principles, the parameters involved and the common failure modes of a wind turbine system.

Achievement 1 - An overview of current wind turbines with different operational conditions are reviewed in Section 2.1. The common failure modes of the key components of wind turbine are described in Section 2.2. Moreover, theoretical study of turbine reliability is also reviewed in Section 2.3.

Objective 2 - To review current researches in wind turbine condition monitoring algorithms and techniques.

Achievement 2 - An overview of a condition monitoring system is given in Section 2.3. A detailed review of current condition monitoring techniques for wind turbines is given in Section 2.5, where it is mainly categorised into statistical, time domain, frequency domain and time-frequency domain analyses. Moreover, researches in sensor selection techniques are reviewed and limited studies of the application for a wind turbine condition monitoring system is found.

Objective 3 – To model and simulate a wind turbine system with different configurations and to further investigate the dynamic behaviour of a wind turbine with different fault scenarios.

Achievement 3 - The theoretical analysis and modelling of both PMSG and DFIG wind turbine systems are carried out in Section 3.2. The wind turbines are simulated in PSCAD/EMTDC. Moreover, the DC-link capacitor ageing fault and the grid phase-to-ground short circuit fault are simulated for both models for the purpose of understanding the dynamic behaviour of faults to the system and obtaining useful simulation data to validate the proposed algorithms in this research.

Objective 4 - To propose appropriate variable selection methodologies in order to minimise redundancies in the measurement data, whilst still maintaining sufficient information to detect faults.
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Achievement 4 - The PCA-based selection algorithms at the system level are proposed in Chapter 4, where the related stopping criterion and performance measures are also discussed. Moreover, the pre-processing of the data used for validation is described in Section 4.3, which includes simulation data obtained in Chapter 3 and SCADA data from an operational wind farm. In addition, both the time domain data and the frequency domain (using FFT) and instantaneous frequency domain (using HHT) data are considered. Hence, the theory of the data transformation is also presented.

Objective 5 - To validate and analyse the proposed algorithms for the particular target signal with simulation data and SCADA data from the operational wind farm.

Achievement 5 - The proposed selection algorithm is further developed so that it now targets the particular fault signal, where the selected variable sets not only minimise information redundancy but also have a strong relationship to the targeting fault signal, as described in Section 4.2.4. The algorithm using different datasets is verified, and discussions of the results are given in Section 4.4.2.

Objective 6 - To further evaluate if vital information relating to the particular fault feature is maintained in the reduced variable set obtained from the proposed variable selection algorithms.

Achievement 6 - Two methods are proposed to prove that vital fault information is present in the selected variable set. The feature-based evaluation method is described in Section 5.1, where the method is validated with simulation data. The ANN prediction model-based method is verified with both simulation and SCADA data, which is given in Section 5.2.

Objective 7 - To locate the fault and identify the severity of the fault through an analysis of a data anomaly utilising variables retained from the selection algorithm.

Achievement 7 - Hotelling's $T^2$-based fault detection method is given in Section 6.1. The feature-based detection method is described and tested with simulation data in Section 6.2. Both of these detection techniques have adopted data obtained from the targeted selection algorithm as described in Chapter 4. Results
have demonstrated the successful detection of the fault and estimation of the fault severity.

Objective 8 - To design and construct a wind turbine experiment test rig to further validate the proposed algorithm for the detection and severity estimation of the fault.

Achievement 8 - The purpose of the test rig development is to acquire experimental data, especially during a fault condition, and to then use the data to validate the fault detection methods proposed in Section 6.2. The description of the test rig is given in Section 7.1. Fault simulation, data acquisition and validation of the proposed methodology are presented in the following sections in Chapter 7.

8.2 Knowledge contributions arising from the research

Contribution 1 - In this study, redundancies within the measurement dataset at the system level are identified through principal component analysis, which focuses on the general data variability of the dataset. The measures combined with the cumulative percentage partial covariance, information entropy and average Pearson's correlation are proposed. The proposed selection algorithm is able to maximise dataset variability and information contained in the retained variables; in the meantime, the average correlation amongst the retained variables are kept at a minimum. The results demonstrate successful dimension reduction with minimal information loss.

Contribution 2 - The variable selection algorithm is further developed to the target particular fault signal. The method not only identifies information redundancy with the measurement dataset but also seeks variables which have the greatest relationship with the targeting variable. The correlation test of fault feature and an ANN prediction model-based method are the two techniques proposed to demonstrate that within the reduced variable set, vital fault signatures are always present for further diagnosis and prognosis. The first technique is achieved by evaluating the Pearson’s correlation coefficient between the principal components in the retained variable set and the predetermined fault feature. The second technique is conducted by predicting the target signal of
interest using different input datasets with an ANN model. The predicted outputs with different input datasets (including the original dataset and the retained variable set obtained from the proposed selection algorithm) are compared and measured by prediction accuracy.

Contribution 3 - Utilising the dataset obtained from the proposed selection algorithm, fault detection and identification are carried out based on Hotelling’s $T^2$ statistic in order to detect an anomaly and infer variables that are contributing the most to this anomaly. Different from the traditional methods, where the selection of measurement data for fault detection is based more on experience, the variable set obtained from the proposed targeted selection algorithm is used. Moreover, the variables that contribute the most to the anomaly are determined by the decomposition of $T^2$ statistics through PC energy, thus achieving the fault identification.

Contribution 4 - The relationship between the fault severity and the ratio of PC eigenvalue and eigenvector has been identified. Based on this finding, empirical models are developed for the DC-link capacitor ageing fault, grid phase-to-ground short circuit fault and phase-to-phase short circuit fault for different wind turbines (e.g. PMSG and DFIG). Respective empirical functions are established for the different fault types, thus allowing the identification of the fault and the estimation of fault severity.

Contribution 5 - Designed and constructed an experiment wind turbine test rig in order to study the dynamic behaviour of the turbine under a fault condition and to obtain the experimental data to validate the proposed algorithms. The experimental tests are made and consistent results are obtained to identify the fault severity of the dedicated fault, such as the phase-to-phase short circuit fault, with the proposed fault severity identification algorithm.

8.3 Future work for improvement

The limitations of the proposed techniques and recommendations concerning future work that could potentially improve the condition monitoring and fault diagnosis of wind turbines are detailed below:
The selection algorithms have been validated with time, frequency and instantaneous frequency domain data in order to reveal more features of the dataset and to minimise information loss during variable selection. However, the results indicate that time domain data have shown the best performance, and an explanation of this finding has been provided. One of the future works can be focused on the study of the time-frequency domain data for the selection algorithms, as time-frequency data in 2D may reveal more abundant information. However, the fact that time-frequency domain data have an increased data dimension where signals from different frequency levels are extracted imposes difficulties on the current selection algorithm. Therefore, improvements for the proposed selection algorithms are needed.

In our study, a linear PCA transformation is adopted to extract features based on the variance. However, many processes associated with wind turbines are nonlinear. Therefore, the use of nonlinear principal component analysis (NPCA) in the proposed variable selection algorithms may produce a more accurate feature extraction and minimises information loss during variable selection. However, the types of nonlinear transformation of the original data would have a significant impact on the result, e.g. the nonlinear relationship might be quadratic or exponential. Also, further development of the selection algorithms is required to adapt for the nonlinearity introduced in the PCA transformation, as the U matrix (characteristic vector) can be different.

Several variable selection and fault detection algorithms have been proposed in this dissertation. Although human intervention are required during the parameter estimation or establishing models, once the model is established, there is the potential to perform variable selection and fault detection autonomously and for possibly implement in real time. This could be achieved by integrating artificial intelligence and should be investigated in the future.

Due to time limitations, the construction of the experimental test rig has been simplified. For example, an open loop inverter control is implemented. The experimental test rig needs to be further developed,
where a turbine system with multi closed-loop control should be carried out. Moreover, instead of uncontrolled rectification for the AC-DC conversion, a controllable rectifier (IGBT converter) should be considered where advanced control algorithms such as generator speed control, turbine maximum power tracking and reactive power compensation can be realised.

- For safety purposes, although the dynamic behaviour of the fault can be reflected in the data collected, the fault simulation experiments are performed under a low power rating. This can result in several discrepancies in the experimental results. Firstly, the quality of measurements is poor due to the fact that only portion of the measuring range is used, and there is a high low signal to noise ratio. Secondly, with the system operating under a low power rating, certain signatures of the test rig may be excluded (i.e. pitch control). Therefore, further work to enhance the safety level of the test rig is required so that the experiments can be performed under the rated power.

- Apart from the low signal to noise ratio due to the fact that system is operating under a lower power rating, sensor conditioning circuitry should be further improved. By doing so, a higher quality of signals can be acquired for fault diagnosis and prognosis purposes.

- In our study, only the phase-to-phase short circuit fault was considered. Other electrical and mechanical faults should be further simulated on the test rig, such as the DC-link capacitor ageing fault or drive train shaft misalignment. The measurement data will then be used to further validate the proposed variable selection and fault detection algorithms.
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Appendix A

A.1 Reference frame transformation

The transformation of variables in a three phase electrical machine into an arbitrary reference frame can be expressed as:

\[ \mathbf{f}_{dq0} = \mathbf{K} \mathbf{f}_{abc} \]  \hspace{1cm} (A-1)

where \( \mathbf{f}_{dq0} \) and \( \mathbf{f}_{abc} \) are vectors of parameters involved in the electrical machine including resistance, inductance and voltage in the \( dq0 \) reference and \( abc \) natural reference respectively. \( \mathbf{K} \) is the transformation matrix:

\[
\mathbf{K} = \frac{2}{3} \begin{bmatrix}
\cos(\theta) & \cos\left(\theta - \frac{2\pi}{3}\right) & \cos\left(\theta + \frac{2\pi}{3}\right) \\
\sin(\theta) & \sin\left(\theta - \frac{2\pi}{3}\right) & \sin\left(\theta + \frac{2\pi}{3}\right) \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\]  \hspace{1cm} (A-2)

Also the inverse transformation is:

\[
\mathbf{K}^{-1} = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 1 \\
\cos\left(\theta - \frac{2\pi}{3}\right) & \sin\left(\theta - \frac{2\pi}{3}\right) & 1 \\
\cos\left(\theta + \frac{2\pi}{3}\right) & -\sin\left(\theta + \frac{2\pi}{3}\right) & 1
\end{bmatrix}
\]  \hspace{1cm} (A-3)

The transformed reference frame has an angular velocity of \( \omega \) and an angular displacement of \( \theta \) as shown in Figure 3.15,

\[ \theta = \int \omega \, dt \]  \hspace{1cm} (A-4)

A.2 Manufacturer parameters for synchronous machine

Relationships between the machine parameters as described in Table 3.1 and machine reactances are given:

\[ X_d = X_{\sigma D} + X_{mD} \]  \hspace{1cm} (A-5)

\[ X_q = X_{\sigma Q} + X_{mQ} \]  \hspace{1cm} (A-6)
where the superscript ' represents the equivalent parameters of the rotor side in the stator side. $X_{mD}$ and $X_{mQ}$ are the main reactances for the direct axis and the quadrature axis; $X_{σD}$, $X_{σQ}$, $X_{σd}$, $X_{σq}$ are the leakage reactance of stator and damper windings in the $dq0$-axes, and the permanent magnet the equivalent resistance of $r_f'$ and equivalent leakage reactance of $X_f$ respectively.

### A.3 PSCAD simulation parameters

The parameters involved in the simulation of the PMSG and DFIG mode is given in Table A.1 and A.2 respectively.
### Table A.1 - Ratings and parameters of the permanent magnet synchronous generator

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{rated}$</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Poles</td>
<td>100</td>
</tr>
<tr>
<td>$P_{rated}$</td>
<td>3 MW</td>
</tr>
<tr>
<td>Inertia</td>
<td>6.3 s</td>
</tr>
<tr>
<td>$X_d$</td>
<td>0.4 pu</td>
</tr>
<tr>
<td>$X_q$</td>
<td>0.51 pu</td>
</tr>
<tr>
<td>$\dot{X}_d$</td>
<td>0.3 pu</td>
</tr>
<tr>
<td>$\ddot{X}_d$</td>
<td>0.22 pu</td>
</tr>
<tr>
<td>$\dot{X}_q$</td>
<td>0.29 pu</td>
</tr>
<tr>
<td>$\dddot{T}_{do}$</td>
<td>10 s</td>
</tr>
<tr>
<td>$\ddot{T}_{do}$</td>
<td>0.001 s</td>
</tr>
<tr>
<td>$\ddot{T}_{qo}$</td>
<td>0.034 s</td>
</tr>
</tbody>
</table>

### Table A.2 - Ratings and parameters of the doubly-fed induction generator

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{rated}$</td>
<td>50 Hz</td>
</tr>
<tr>
<td>$P_{rated}$</td>
<td>2 MW</td>
</tr>
<tr>
<td>Inertia</td>
<td>0.85 s</td>
</tr>
<tr>
<td>$r_s$</td>
<td>0.0054 pu</td>
</tr>
<tr>
<td>$r_r$</td>
<td>0.00607 pu</td>
</tr>
<tr>
<td>$X_{ms}$</td>
<td>4.5 pu</td>
</tr>
<tr>
<td>$X_{as}$</td>
<td>0.1 pu</td>
</tr>
<tr>
<td>$X_{ar}$</td>
<td>0.11 pu</td>
</tr>
</tbody>
</table>
Appendix B

B.1 Retained variable sets at the system level

The retained variables from B2, B4 and H selection methods in time, frequency and instantaneous frequency domain using PMSG and DFIG data are show in Table B.1 and B.2 respectively. The description of variable name for PMSG and DFIG simulation data can be found in Table 4.1 and 4.2 respectively.

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
<th>Frequency</th>
<th>Instantaneous frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>'I_{dc1}'</td>
<td>'V_{ac}'</td>
<td>'α'</td>
<td>'I_{dc1}'</td>
</tr>
<tr>
<td>'V_{ac}'</td>
<td>'I_{dc2}'</td>
<td>'P_{source}'</td>
<td>'P_{grid}'</td>
</tr>
<tr>
<td>'Q_{grid}'</td>
<td>'Q_{grid}'</td>
<td>'P_{1}'</td>
<td>'I_{dc,ref}'</td>
</tr>
<tr>
<td>'P_{grid}'</td>
<td>'P_{grid}'</td>
<td>'P_{2}'</td>
<td>'α'</td>
</tr>
<tr>
<td>'I_{dc,ref}'</td>
<td>'I_{dc,ref}'</td>
<td>'P_{3}'</td>
<td>'β'</td>
</tr>
<tr>
<td>'Q_{gen}'</td>
<td>'T_{gen}'</td>
<td>'Q_{1}'</td>
<td>'P_{t}'</td>
</tr>
<tr>
<td>'P_{t}'</td>
<td>'V_{w}'</td>
<td>'Q_{2}'</td>
<td>'V_{source}'</td>
</tr>
<tr>
<td>'P_{source}'</td>
<td>'P_{2}'</td>
<td>'V_{2}'</td>
<td>'Q_{source}'</td>
</tr>
<tr>
<td>'P_{3}'</td>
<td>'Q_{source}'</td>
<td>'V_{b2}'</td>
<td>'V_{c2}'</td>
</tr>
<tr>
<td>'Q_{source}'</td>
<td>'V_{b2}'</td>
<td>'V_{c2}'</td>
<td>'V_{a2}'</td>
</tr>
<tr>
<td>'V_{b2}'</td>
<td>'Q_{g}'</td>
<td>'V_{a2}'</td>
<td>'V_{a3}'</td>
</tr>
<tr>
<td>'V_{c1}'</td>
<td>'V_{a1}'</td>
<td>'V_{b3}'</td>
<td>'I_{a1}'</td>
</tr>
<tr>
<td>'V_{a2}'</td>
<td>'V_{b1}'</td>
<td>'V_{c1}'</td>
<td>'I_{a1}'</td>
</tr>
<tr>
<td>'V_{c2}'</td>
<td>'V_{b2}'</td>
<td>'V_{a2}'</td>
<td>'I_{a2}'</td>
</tr>
<tr>
<td>'I_{b2}'</td>
<td>'V_{c2}'</td>
<td>'I_{c1}'</td>
<td>'I_{c2}'</td>
</tr>
<tr>
<td>'I_{c3}'</td>
<td>'I_{c2}'</td>
<td>'I_{c3}'</td>
<td>'I_{c2}'</td>
</tr>
<tr>
<td>'I_{gb}'</td>
<td>'I_{gb}'</td>
<td>'I_{gb}'</td>
<td>'I_{gb}'</td>
</tr>
<tr>
<td>'I_{gc}'</td>
<td>'I_{ge}'</td>
<td>'I_{ge}'</td>
<td>'I_{ge}'</td>
</tr>
</tbody>
</table>

Table B.1- Retained variables from PMSG simulation data in time, frequency and instantaneous frequency domains using B2, B4 and H selection methods
<table>
<thead>
<tr>
<th>Time</th>
<th>Frequency</th>
<th>Instantaneous frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>B2</td>
<td>B4</td>
<td>H</td>
</tr>
<tr>
<td>'ω_{ref}'</td>
<td>'V_w'</td>
<td>'V_w'</td>
</tr>
<tr>
<td>'ω_{mech}'</td>
<td>'T_{elec}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'T_{elec}'</td>
<td>'T_{elec}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'I_{dc1}'</td>
<td>'I_{dc1}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'T_{elec}'</td>
<td>'T_{elec}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'I_{dc2}'</td>
<td>'I_{dc2}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'I_{dc2}'</td>
<td>'I_{dc2}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'T_{elec}'</td>
<td>'T_{elec}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'P_{dc1}'</td>
<td>'P_{dc1}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'P_{dc2}'</td>
<td>'P_{dc2}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'P_{dc2}'</td>
<td>'P_{dc2}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'V_{dc}'</td>
<td>'V_{dc}'</td>
<td>'ω_{mech}'</td>
</tr>
<tr>
<td>'P_{g}'</td>
<td>'P_{g}'</td>
<td>'P_{g}'</td>
</tr>
<tr>
<td>'P_{t}'</td>
<td>'P_{t}'</td>
<td>'P_{t}'</td>
</tr>
<tr>
<td>'Q_{g}'</td>
<td>'Q_{g}'</td>
<td>'Q_{g}'</td>
</tr>
<tr>
<td>'Q_{t}'</td>
<td>'Q_{t}'</td>
<td>'Q_{t}'</td>
</tr>
<tr>
<td>'V_{sa rms}'</td>
<td>'V_{sa rms}'</td>
<td>'V_{sa rms}'</td>
</tr>
<tr>
<td>'V_{rb rms}'</td>
<td>'V_{rb rms}'</td>
<td>'V_{rb rms}'</td>
</tr>
<tr>
<td>'V_{rc rms}'</td>
<td>'V_{rc rms}'</td>
<td>'V_{rc rms}'</td>
</tr>
<tr>
<td>'V_{gc rms}'</td>
<td>'V_{gc rms}'</td>
<td>'V_{gc rms}'</td>
</tr>
<tr>
<td>'V_{tg rms}'</td>
<td>'V_{tg rms}'</td>
<td>'V_{tg rms}'</td>
</tr>
</tbody>
</table>

Table B.2- Retained variables from DFIG simulation data in time, frequency and instantaneous frequency domains using B2, B4 and H selection methods
B.3 Retained variable sets using T selection algorithms

The retained variables from targeted selection methods PMSG, DFIG and SCADA data with various types of fault are show in Table B.3 and B4 respectively. The targeting signal used during the selection is also listed in the tables.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Capacitor ageing fault</th>
<th>Single phase-to-ground fault</th>
<th>Phase-to-phase fault</th>
<th>Three phase-to-ground fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target signal</td>
<td>DC-link voltage</td>
<td>Active power at PCC</td>
<td>Active power at PCC</td>
<td>Active power at PCC</td>
</tr>
<tr>
<td>'I_{dc1}'</td>
<td>'I_{dc1}'</td>
<td>'V_{dc}'</td>
<td>'I_{dc1}'</td>
<td></td>
</tr>
<tr>
<td>'Q_{grid}'</td>
<td>'I_{dc2}'</td>
<td>'Q_{grid}'</td>
<td>'V_{dc}'</td>
<td></td>
</tr>
<tr>
<td>'P_{grid}'</td>
<td>'Q_{grid}'</td>
<td>'P_{grid}'</td>
<td>'P_{grid}'</td>
<td></td>
</tr>
<tr>
<td>'I_{dc_ref}'</td>
<td>'I_{dc_ref}'</td>
<td>'Q_{grid}'</td>
<td>'I_{dc_ref}'</td>
<td></td>
</tr>
<tr>
<td>'α'</td>
<td>'α'</td>
<td>'Q_{gen}'</td>
<td>'I_{dc_ref}'</td>
<td></td>
</tr>
<tr>
<td>'β'</td>
<td>'β'</td>
<td>'T_{t}'</td>
<td>'α'</td>
<td></td>
</tr>
<tr>
<td>'P_{gen}'</td>
<td>'T_{t}'</td>
<td>'P_{gen}'</td>
<td>'β'</td>
<td></td>
</tr>
<tr>
<td>'V_{w}'</td>
<td>'P_{t}'</td>
<td>'V_{w}'</td>
<td>'T_{t}'</td>
<td></td>
</tr>
<tr>
<td>'P_{source}'</td>
<td>'V_{w}'</td>
<td>'P_{source}'</td>
<td>'P_{t}'</td>
<td></td>
</tr>
<tr>
<td>'P_{3}'</td>
<td>'P_{3}'</td>
<td>'Q_{3}'</td>
<td>'P_{t}'</td>
<td></td>
</tr>
<tr>
<td>'Q_{source}'</td>
<td>'Q_{3}'</td>
<td>'Q_{source}'</td>
<td>'P_{t}'</td>
<td></td>
</tr>
<tr>
<td>'V_{3}'</td>
<td>'V_{3}'</td>
<td>'V_{3}'</td>
<td>'V_{3}'</td>
<td></td>
</tr>
<tr>
<td>'V_{1}'</td>
<td>'V_{1}'</td>
<td>'V_{1}'</td>
<td>'V_{1}'</td>
<td></td>
</tr>
<tr>
<td>'V_{2}'</td>
<td>'V_{2}'</td>
<td>'V_{2}'</td>
<td>'V_{2}'</td>
<td></td>
</tr>
<tr>
<td>'I_{h2}'</td>
<td>'I_{h2}'</td>
<td>'I_{h2}'</td>
<td>'I_{h2}'</td>
<td></td>
</tr>
<tr>
<td>'I_{a3}'</td>
<td>'I_{a3}'</td>
<td>'I_{a3}'</td>
<td>'I_{a3}'</td>
<td></td>
</tr>
<tr>
<td>'I_{gb}'</td>
<td>'I_{gb}'</td>
<td>'I_{gb}'</td>
<td>'I_{gb}'</td>
<td></td>
</tr>
<tr>
<td>'I_{hc}'</td>
<td>'I_{hc}'</td>
<td>'I_{hc}'</td>
<td>'I_{hc}'</td>
<td></td>
</tr>
</tbody>
</table>

Table B.3- Retained variables from PMSG simulation data with various types of fault in time domain using targeted selection method
<table>
<thead>
<tr>
<th>Target signal</th>
<th>DC-link voltage</th>
<th>Active power at PCC</th>
<th>Active power at PCC</th>
<th>Active power at PCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>'V_om'</td>
<td>'V_om'</td>
<td>'V_om'</td>
<td>'V_om'</td>
<td>'V_om'</td>
</tr>
<tr>
<td>'ω_ref'</td>
<td>'ω_ref'</td>
<td>'ω_ref'</td>
<td>'ω_ref'</td>
<td>'ω_ref'</td>
</tr>
<tr>
<td>'ω_mech'</td>
<td>'ω_mech'</td>
<td>'ω_mech'</td>
<td>'ω_mech'</td>
<td>'ω_mech'</td>
</tr>
<tr>
<td>'T_mech'</td>
<td>'T_mech'</td>
<td>'T_mech'</td>
<td>'T_mech'</td>
<td>'T_mech'</td>
</tr>
<tr>
<td>'T_elec'</td>
<td>'T_elec'</td>
<td>'T_elec'</td>
<td>'T_elec'</td>
<td>'T_elec'</td>
</tr>
<tr>
<td>'I_dc1'</td>
<td>'I_dc1'</td>
<td>'I_dc1'</td>
<td>'I_dc1'</td>
<td>'I_dc1'</td>
</tr>
<tr>
<td>'I_dc2'</td>
<td>'I_dc2'</td>
<td>'I_dc2'</td>
<td>'I_dc2'</td>
<td>'I_dc2'</td>
</tr>
<tr>
<td>'P_dc2'</td>
<td>'P_dc2'</td>
<td>'P_dc2'</td>
<td>'P_dc2'</td>
<td>'P_dc2'</td>
</tr>
<tr>
<td>'P_g'</td>
<td>'P_g'</td>
<td>'P_g'</td>
<td>'P_g'</td>
<td>'P_g'</td>
</tr>
<tr>
<td>'P_s'</td>
<td>'P_s'</td>
<td>'P_s'</td>
<td>'P_s'</td>
<td>'P_s'</td>
</tr>
<tr>
<td>'Q_g'</td>
<td>'Q_g'</td>
<td>'Q_g'</td>
<td>'Q_g'</td>
<td>'Q_g'</td>
</tr>
<tr>
<td>'Q_r'</td>
<td>'Q_r'</td>
<td>'Q_r'</td>
<td>'Q_r'</td>
<td>'Q_r'</td>
</tr>
<tr>
<td>'V_ab_rms'</td>
<td>'V_ab_rms'</td>
<td>'V_ab_rms'</td>
<td>'V_ab_rms'</td>
<td>'V_ab_rms'</td>
</tr>
<tr>
<td>'V_ra_rms'</td>
<td>'V_ra_rms'</td>
<td>'V_ra_rms'</td>
<td>'V_ra_rms'</td>
<td>'V_ra_rms'</td>
</tr>
<tr>
<td>'V_RB_rms'</td>
<td>'V_RB_rms'</td>
<td>'V_RB_rms'</td>
<td>'V_RB_rms'</td>
<td>'V_RB_rms'</td>
</tr>
<tr>
<td>'V_log_rms'</td>
<td>'V_log_rms'</td>
<td>'V_log_rms'</td>
<td>'V_log_rms'</td>
<td>'V_log_rms'</td>
</tr>
<tr>
<td>'V_RC_rms'</td>
<td>'V_RC_rms'</td>
<td>'V_RC_rms'</td>
<td>'V_RC_rms'</td>
<td>'V_RC_rms'</td>
</tr>
<tr>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
</tr>
<tr>
<td>'I_ra_rms'</td>
<td>'I_ra_rms'</td>
<td>'I_ra_rms'</td>
<td>'I_ra_rms'</td>
<td>'I_ra_rms'</td>
</tr>
<tr>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
</tr>
<tr>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
</tr>
<tr>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
<td>'I_ab_rms'</td>
</tr>
<tr>
<td>'I_RA_rms'</td>
<td>'I_RA_rms'</td>
<td>'I_RA_rms'</td>
<td>'I_RA_rms'</td>
<td>'I_RA_rms'</td>
</tr>
<tr>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
<td>'I_log_rms'</td>
</tr>
<tr>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
<td>'I_RC_rms'</td>
</tr>
</tbody>
</table>

Table B.4- Retained variables from DFIG simulation data with various types of fault in time domain using targeted selection method