Tool Support for the Evaluation of Anomaly Traffic Classification for Network Resilience

Anderson Santos da Silva*, Juliano Araujo Wickboldt†, Alberto Schaeffer-Filho*, Angelos K. Marnerides‡, Andreas Mauthe§
*Institute of Informatics, Federal University of Rio Grande do Sul, Brazil
Email: {assilva, jwickboldt, alberto}@inf.ufrgs.br
†School of Computing & Mathematical Sciences, Liverpool John Moores University, United Kingdom
Email: a.marnerides@ljmu.ac.uk
‡School of Computing and Communications, Lancaster University, United Kingdom
Email: a.mauthe@lancaster.ac.uk

Abstract—Resilience is the ability of the network to maintain an acceptable level of operation in the face of anomalies, such as malicious attacks, operational overload or misconfigurations. Techniques for anomaly traffic classification are often used to characterize suspicious network traffic, thus supporting anomaly detection schemes in network resilience strategies. In this paper, we extend the PreSET toolset to allow the investigation, comparison and analysis of algorithms for anomaly traffic classification based on machine learning. PreSET was designed to allow the simulation-based evaluation of resilience strategies, thus enabling the comparison of optimal configurations and policies for combating different types of attacks (e.g., DDoS attacks, worms) and other anomalies. In such resilience strategies, policies written in the Ponder2 language can be used to activate/reconfigure traffic classification modules and other mechanisms (e.g., traffic shaping), depending on monitored results in the simulation environment. Our results show that PreSET can be a valuable tool for network operators to evaluate anomaly traffic classification techniques in terms of standard performance metrics.

I. INTRODUCTION

Computer and communication networks are becoming increasingly important in supporting business, leisure and everyday activities in general. However, due to the possibility of cyber-attacks and security threats, there is a growing need for resilience to become a key property in computer networks. Resilience is the ability of the network to maintain an acceptable level of operation, even in the face of anomalies such as malicious attacks, operational overload, configuration problems or equipment failures [1].

Resilience strategies can be defined in terms of the configuration of mechanisms for detection and remediation. On the one hand, detection mechanisms such as link monitors, anomaly detection systems and traffic classifiers allow the identification and characterization of network conditions. On the other hand, remediation mechanisms such as traffic limiters are used in the subsequent mitigation of undesirable characteristics in the network. Resilience management requires the configuration of these mechanisms to be dynamically refined when new information about the network becomes available in response to, for example, high resource utilization, performance degradation or application specific alarms.

In particular, traffic classification corresponds to a set of techniques and algorithms that aim to categorize network traffic. These techniques can be broken down into several domains, including Internet application protocol classification (i.e., classifying transport flows according to their corresponding application layer protocol), packet classification (i.e., categorizing packets into transport flows), and traffic classification for anomaly detection (i.e., separating malicious and non-malicious flows). According to the result of the classification, traffic belonging to a given class can be treated differently. Due to the variety of applications, protocols and traffic profiles involved, an approach that can adapt and learn from past experiences is desirable. With this in mind, machine learning techniques show a promising trend in this field [2].

As part of an integrated framework [3] for network resilience, PreSET [4] was designed in order to allow the off-line evaluation of resilience strategies, through a simulation environment. It allows network operators to analyze and identify optimal configurations to combat different types of attacks and other anomalies. PreSET (Policy-driven Resilience Strategy Evaluation Toolset) comprises a series of network components implementing resilience functions and services, integrated into a policy-based management (PBM) framework. PBM [5] can be used to control the operation of these mechanisms, and to specify how they should be reconfigured dynamically as information about the state of the network is obtained.

Anomaly classification so far has been missing within the overall PreSET framework. In this paper, we extend PreSET to allow the evaluation of anomaly traffic classification techniques based on machine learning. Our primary contribution is to offer to network operators and administrators a toolset for the simulation and analysis of a variety of anomaly classification algorithms, thus allowing the easy identification of the best configuration parameters and network policies, when different types of attacks and anomalies are simulated. Furthermore, policies written in the Ponder2 [6] language can then be used to enable/disable classification modules, or replace the algorithm being used, depending on the quality of the monitored results in PreSET. As a result, network operators can be more confident when deploying the actual mechanisms and configuration policies in the physical network. We focus on two algorithms that have been widely used for the classification of network traffic [2]: K-means and Naïve Bayes, which are used to categorize malicious and benign network traffic behavior. Our results show that PreSET can be used to
evaluate anomaly traffic classification techniques in terms of standard performance metrics.

This paper is organized as follows: Section II presents an overview of PReSET. Section III outlines the problem of traffic classification, as well as K-means and Naïve Bayes. Section IV describes our implementation and evaluation results. Section V outlines the related work, and Section VI concludes the paper.

II. PReSET: A Network Resilience Simulator

PReSET [4] has been developed to allow the simulation of policy-based resilience strategies. It is based on the integration of the OMNeT++ network simulator [7] and the Ponder2 policy framework [6]. PReSET supports the simulation of network attacks and anomalies, and the evaluation of the corresponding resilience strategies. Ponder2 policies can be used to orchestrate the behavior of resilience mechanisms, e.g., components for intrusion detection and rate limiting, which are implemented as OMNeT++ modules. PReSET enables the design of optimal resilience strategies, and the identification of configuration parameters and policies, which can then be easily ported to physical devices.

Events generated by resilience mechanisms running within OMNeT++ are sent to the policy framework using a socket connection. These events indicate conditions observed, such as the detection of an attack. An event can trigger one or more event-condition-action (ECA) policies, and the actions specified by a policy will determine which resilience mechanism, running in the simulation, should be reconfigured and how. For this, OMNeT++ modules are instrumented with an XML-RPC server, which registers and exports a management interface for each resilience mechanism available. Ponder2 can then use these interfaces to invoke management actions to adapt the operation of simulated components, for example, to adjust the parameters of a traffic classification algorithm. The measurement capabilities of the simulator allow the prompt evaluation of management actions, for example, in terms of key performance indicators. A number of mechanisms have been implemented as OMNeT++ modules, including: LinkMonitor, FlowExporter, RateLimiter and EntropyDetection [8].

III. Network Traffic Classification

Traffic classification techniques are capable of identifying patterns in the sampled network traffic. Their purpose ranges from the identification of malicious traffic up to the categorization of Internet traffic for QoS support. However, with the increasing sophistication of applications, protocols and traffic profiles, strategies based on port numbers do not offer reliable classification. Further, strategies based on payload inspection can be very accurate if packets are not encrypted, but at a high processing cost [9]. An alternative is the use of machine learning. Traffic classification based on machine learning can be used as part of anomaly detection schemes, in order to separate flows into classes. In this paper we focus on binary anomaly classification, i.e., malicious and non-malicious classes. However, the same principles can be used to separate network traffic into different classes of anomalies.

Next we describe the two algorithms used in this study: K-means and Naïve Bayes. We chose these due to their simplicity and wide use in several investigations [2]. Note, PReSET is extensible and other algorithms can be used instead.

A. K-means

K-means is an unsupervised clustering algorithm in which data can be described by n general features. The grouping of these features into a tuple of size n represents a point in an n-dimensional space. A centroid is determined from the average of the m closest points. Each centroid is represented as \( c_i \) for \( i = 0, \ldots, k \), where \( k \) is the maximum number of centroids that can be created during the clustering process. Each sample \( p \) has its centroid \( c_p \) defined by the following equation:

\[
c_p = \min_{k=0}^{m} \sqrt{\sum_{j=0}^{n} (p_j - (c_i_j))^2}
\]

When a point is associated with the nearest centroid, the centroid coordinates will be updated, which in turn will trigger the recalculation of the closest centroid for all samples. K-means is frequently used for traffic classification, and typically few features are needed to describe a flow in K-means [2].

After all centroids have been calculated, it is necessary to label the clusters, since K-means is only able to group similar data with respect to certain features. Although K-means can be used for Internet traffic classification in general (e.g., VoIP, P2P) [9], we focus on separating benign from malicious traffic because of the impact it has in network resilience.

B. Naïve Bayes

Naïve Bayes uses the theory of conditional probability of a sample \( s \) belonging to class \( t \). It is calculated as:

\[
P(t | s) = \frac{P(s | t) * P(t)}{P(s)}
\]

Where \( P(t | s) \) is the conditional probability of class \( t \) given the occurrence of sample \( s \), \( P(s | t) \) is the conditional probability of a sample \( s \) given the occurrence of class \( t \), and \( P(t) \) and \( P(s) \) are the probabilities of occurrence of class \( t \) and sample \( s \), respectively. Assuming a set of classes and \( s \) as a data sample, a bayesian classifier estimates the most likely class \( C_{ML} \) considering the \( s_i \) constituent features of sample \( s \), where \( i = 0, \ldots, n \) in the following manner:

\[
C_{ML} = \arg \max_{t \in T} P(s_1, s_2, s_3, \ldots, s_n | t) * P(t)
\]

Naïve Bayes uses the naïve hypothesis that the probability associated with each flow feature is independent from the others for a given class \( t \). It is a supervised algorithm, which means it must be provided with a classification model called training set. The training set is a database where each entry has a sample value for a given flow feature and a class label. Our training set is based on the attack traces obtained from simulations in PReSET.

IV. Implementation and Experimental Results

K-means and Naïve Bayes have been implemented and integrated in PReSET. We analyze two main aspects regarding the use of these algorithms: (a) which flow features are necessary for the classification; (b) what are the performance metrics of these algorithms. We chose these algorithms to illustrate how accurate flow classification can be observed with the proposed classifier in the PReSET toolset, rather than showing an exhaustive list of machine learning algorithms.
A. Prototype implementation and evaluation set-up

Figure 1 presents an overview of our Classifier implementation and its integration within PReSET. The Classifier module runs alongside other resilience components (e.g., FlowExporter) deployed in the simulated topology. It receives flow records periodically (customized via a policy) from the FlowExporter component. The Classifier pre-processes the received flows, by extracting the relevant features (feature selection is discussed in Section IV-B) and calculating their statistics. The Classifier is extensible and a range of anomaly classification algorithms can be used. Whenever a decision about a malicious flow is made, an event is published into Ponder2, and ECA policies will be used to decide how the network should be reconfigured (e.g., specify that packets belonging to the malicious flow must be dropped). To support the invocation of reconfiguration actions by policies, XMLRPC adaptors are used to interface with simulated components.

![Classifier integration diagram](image)

Fig. 1. Overview of the Classifier implementation and PReSET integration

The scenario simulated was a Distributed Denial of Service (DDoS) attack, which is based on the set of programs Tribe Flood Network [10]. The general characteristics of this simulation scenario are summarized in Table I. In this scenario, some parameters of the simulation were changed (such as start time of the attack), generating sub-scenarios of interest.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>simulation total time</td>
<td>100 s</td>
</tr>
<tr>
<td>attack start time</td>
<td>40 s</td>
</tr>
<tr>
<td>malicious packet size</td>
<td>64 bytes</td>
</tr>
<tr>
<td>port to attack</td>
<td>80</td>
</tr>
<tr>
<td>probability of attack</td>
<td>0.1</td>
</tr>
</tbody>
</table>

| TABLE I. SIMULATION AND ATTACK TRAFFIC PARAMETERS |

To simulate large-scale IP networks and attacks, PReSET relies on ReaSE [3], which permits the creation of realistic topologies and the generation of background and attack traffic. The simulation in our experiments included 912 hosts, 82 web servers and 188 routers. The traffic profile used in our experiments is described in Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>type</td>
<td>Web Traffic</td>
</tr>
<tr>
<td>request length</td>
<td>200 bytes</td>
</tr>
<tr>
<td>requests per session</td>
<td>10</td>
</tr>
<tr>
<td>reply length</td>
<td>1000 bytes</td>
</tr>
<tr>
<td>time between requests</td>
<td>2 s</td>
</tr>
<tr>
<td>time between sessions</td>
<td>0.5 s</td>
</tr>
</tbody>
</table>

In total, 843 flows were observed, of which 32 were malicious. Malicious flows come from malicious hosts launching the DDoS attack. It is noteworthy that each flow is considered unidirectional.

![Packet and byte count graphs](image)

(a) Packet count per flow (b) Byte count per flow

(c) Flow duration per flow (d) Mean inter-arrival-time per flow

Fig. 2. All features distribution

B. Preliminary analysis and feature selection

Each flow is represented by the 5-tuple (destination IP, source IP, destination port, source port, protocol). During the simulation, the following four traffic features (which are widely used in the literature [2]) were collected for each flow: packet count, byte count, flow duration and mean packet inter-arrival-time. Although feature selection is typically a challenging issue, it is still possible to find a set of relevant features by inspection. Based on the data collected from the simulator, a two-dimensional plot on each feature was produced, and the distribution of data was observed. These results can be seen in Figure 2, which shows all flows with their respective feature values. Observing the distributions, the packet count and byte count features seem to more clearly distinguish different flow samples. In order to validate the classification given by the learning algorithms in this paper, all the malicious flows were manually identified. This was possible due to the ease of customization offered by PReSET. This manual classification could then be used to benchmark the performance of the algorithms analyzed in the next sections.

C. K-means analysis

The K-means implementation for the Classifier was executed on all 843 flows involved in the PReSET simulation. The primary goal of this experiment was to identify malicious flows, by separating them in a specific centroid. In a first analysis, we used K-means configured with two centroids
The result of this clustering is illustrated in Figure 3. In total, all flow features defined in Section IV-B were used and all possible 2 by 2 combinations for plotting the data were considered. However, due to space limitations, Figure 3 presents only the cases in which a better separation of clusters was observed. In particular, we confirmed that byte count and packet count were good discriminators for the type of flow. By using manual flow labeling we benchmarked the results in Figure 3. We noted that the K-means algorithm clustered some of the benign flows in centroid 1, and all the malicious flows in centroid 2. However, it also wrongly assigned a few benign flows to centroid 2.

The use of K-means with a larger number of centroids enables an increase in the degree of clustering, thereby allowing more homogeneous centroids. For 3 centroids ($k = 3$), flows that were previously misclassified now belong to a specific centroid. The final clustering in this case is shown in Figure 4, demonstrating that the isolation of the centroids representing malicious flows is achieved (in centroid 3, data type 1). Since K-means groups flows using feature information, the centroids generated should represent flows that share a similar profile.
and used to calculate the most likely class for $f$ using the conditional probability for every feature. The results of this classification can be seen in Figure 7 where each flow has a likelihood of being malicious and non-malicious. Notice that every flow has two probabilities calculated: malicious and non-malicious probability. Subsequently to the calculation of the class probabilities, the Naive Bayes algorithm chooses the most probable class for a flow and outputs this class. When the training set is unable to provide sufficient information for the classification, a zero probability is returned and in case of tied probabilities, none of the classes is returned and the PreSET classifier module assumes that the flow is non-malicious.

![Figure 7](image1.png)

Fig. 7. Classification of Naive Bayes for probability involved

Figure 8 summarizes the standard classification performance metrics for the Naive Bayes algorithm. According to Moore and Zuev [12], a precision of about 60% is expected for an implementation of Naive Bayes without advanced techniques, such as kernel estimation. In our results, we observed a precision of 59.2%, and also a low FPR of only 1.58%.

![Figure 8](image2.png)

Fig. 8. Classification performance metrics for the Naive Bayes algorithm

E. Discussion

New flows could be captured by K-means and assigned to a centroid. In this case, it would be enough for the Naive Bayes algorithm to classify at least one flow within the centroid.

---

1Naive Bayes can be used to classify flows. However, it also provides classification of individual packets. In this case, a flow is considered malicious when the number of packets classified as malicious exceeds a certain limit.
to identify all other remaining flows in this cluster. Samples that could not be classified by Naïve Bayes could be clustered by K-means and thereby have their class inferred from other flows within the same cluster. Given the complementary characteristics of K-means and Naïve Bayes, their joint use seems to be a viable option. As part of our future work, we will investigate how PReSET can be used to combine different classification techniques. A key feature of PReSET is that it allows the use of policies written in Ponder2 to dynamically reconfigure resilience mechanisms in response to monitored events in the simulation. Future work will also investigate how the algorithms analyzed in this paper can be reconfigured through policies [8] (e.g., dynamically altering the parameters of the algorithms or recorded traffic features, according to the performance of the classifier). Furthermore, more complete resilience strategies will be evaluated, by having policies to block or limit malicious traffic that is identified.

V. RELATED WORK

Gamer and Mayer [13] describe the use of OMNeT++ to evaluate the detection of large-scale network attacks, such as DDoS and worm propagations. In particular, OMNeT++ has been integrated with Distack [14], a framework for evaluating detection mechanisms. These mechanisms are based on a combination of shared libraries for basic functions, such as packet inspection, filtering, and sampling. PReSET itself uses some of the functionality provided by Distack. Further, Lam et al. [15] present techniques for the evaluation of resilience strategies against a variety of attacks also in OMNeT++. The authors demonstrate metrics to assign scores, which identify the parameters that influence the performance of resilience strategies. While these investigations have similarities with the theme of our paper (evaluation of resilience strategies in simulation environments), our work differs in the sense that it focuses specifically on the evaluation of traffic classification mechanisms. The contributions presented in this paper not only complement the work in [13], [14] and [15], but also extend PReSET with the ability to allow the development and evaluation of strategies for anomaly traffic classification.

VI. CONCLUSIONS

Traffic classification is an important component in strategies used to ensure network resilience against, for example, malicious attacks. Classification allows categorizing the network traffic in a number of classes. Further, as result of the classification, traffic belonging to a particular class can be treated differently (e.g., dropped or rate limited). In this paper, two algorithms for anomaly traffic classification based on machine learning were implemented and analyzed in PReSET.

Our main goal with this paper is to offer to network operators a tooset for the simulation and analysis of anomaly traffic classification algorithms, thus allowing the easy identification of the best algorithms, configuration parameters and network policies, when different types of attacks and anomalies are simulated. The toolset supports the analysis and comparison of classification techniques. By using characteristics observed in the simulation, for example, the required sampling rate, the computational cost, the classification accuracy and the percentage of false positives, PReSET permits the execution of reconfiguration mechanisms. As future work, we will evaluate policies written in Ponder2 to enable/reconfigure classification modules, depending on the quality of the results. We also plan to extend PReSET with alternative classification algorithms, including Support Vector Machine (SVM) and AutoClass [2]. This will permit a more systematic and comprehensive comparison of classification techniques.
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