High Power X-band RF Test Stand
Development and High Power Testing of the CLIC Crab Cavity

Benjamin J. Woolley

This thesis is submitted in partial fulfilment of the requirements for the degree of Doctor of Philosophy
August 2015
Abstract

This thesis describes the development and operation of multiple high power X-band RF test facilities for high gradient acceleration and deflecting structures at CERN, as required for the e+ e- collider research programme CLIC (Compact Linear Collider). Significant improvements to the control system and operation of the first test stand, Xbox-1 are implemented. The development of the second X-band test stand at CERN, Xbox-2 is followed from inception to completion. The LLRF (Low Level Radio Frequency) system, interlock system and control algorithms are designed and validated. The third test stand at CERN, Xbox-3 is introduced and designs for the LLRF and control systems are presented. The first of the modulator/klystron units from Toshiba and Scardinova is tested.

CLIC will require crab cavities to align the bunches in order to provide effective head-on collisions. An X-band travelling wave cavity using a quasi-TM11 mode for deflection has been designed, manufactured and tested at the Xbox-2 high power test stand. The cavity reached an input power level in excess of 50 MW, at pulse widths of 150 ns with a measured breakdown rate (BDR) of better than $10^{-5}$ breakdowns per pulse (BDs/pulse). At the nominal pulse width of 200 ns, the cavity reached an input power level of 43 MW with a BDR of $10^{-6}$ BDs/pulse. These parameters are well above the nominal design parameters of an input power of 13.35 MW with a 200 ns pulse length. This work also describes surface field quantities which are important in assessing the expected BDR when designing high gradient structures.
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Chapter 1

1 Introduction

1.1 Lepton colliders

This thesis describes the development and operation of high power X-band RF test facilities for high gradient acceleration and deflecting structures at CERN as required for the $e^+ e^-$ collider research programme CLIC (Compact Linear Collider).

The most efficient method for the detailed experimental investigation of fundamental particles and their interactions is by observing the consequence of colliding sub-atomic particles or anti-particles with equal and opposite momenta. Linear colliders accelerate in a straight line and colliding bunches are sent to the beam dump after a single interaction. Circular colliders accelerate bunches within a closed orbit and interact over many turns, with minimal bunch disruption for interactions on each turn. CERN’s LHC and Fermilab’s Tevatron are examples of circular colliders [1] [2].

A lepton collider is desired to compliment and expand on LHC results that can operate in the tera-electron-volt (TeV) energy range [3]. Lepton collisions can be analysed to a higher precision compared to those using protons. This is because when two protons collide at high energies the predominant interaction is that between two partons, one from each proton. The initial states of the two interacting partons are never precisely known. For strongly interacting events the first order interaction has many channels hence contributing significantly to the background compared to purely electroweak interactions.

The overall centre of mass energy can be lower in a lepton collider because the energy is not distributed between several partons. For example it is improbable for a parton at the 14 TeV centre of mass (CoM) LHC to have much more than 1-2 TeV of energy at the interaction point [4].

Over the lifetime of the Tevatron it is assumed from current knowledge that it produced about 20 thousand Higgs bosons. This number was insufficient for identifying the existence or mass of the Higgs boson from the background. The LHC produced half a million Higgs bosons before a discovery of the Higgs could be declared. A Lepton collider would have needed only a handful of Higgs production events for its discovery to be confirmed. The clean background of a Lepton collider may allow undetected particles at the LHC to be seen for the first time [5].

Linear colliders also offer the opportunity to heavily polarise the beams. Studies have shown that electron beams with 80% polarisation can be produced using a photocathode injector [6]. Polarised beams allow the spin dependence of particle interactions to be studied. This increases the precision to which many important interactions can be measured including the top coupling, CP-violation and Higgs production. It can also aid in the search for physics beyond the standard model including SUSY particles [7].
Size constraints and excessive energy consumption make TeV range, circular electron-positron colliders unaffordable. Synchrotron radiation losses rise in inverse proportion to the radius of the machine and in proportion to the fourth power of the particles’ Lorentz factor. As an example, the electrons in CERN’s 27 km circumference LEP machine reached a maximum centre of mass energy of 209 GeV [8]. At this energy synchrotron losses were 3.6 GeV per turn. At 1.5 TeV synchrotron radiation losses would be 150 TeV per turn for the same ring. This energy loss couldn’t be replaced with current technology. At LEP with respect to power loss a 24 MW superconducting RF system was used to replace synchrotron losses [9]. Using the same diameter ring to reach 3 TeV centre of mass, then 1 TW of CW RF power is required, which is not affordable.

In order to reach the TeV range with a circular machine, muons can be used which have a mass 207 times more than the electron thus reducing the synchrotron losses by 9 orders of magnitude for a given CoM. However, the short (2 µs) lifetime of the muon makes producing and then accelerating them with a sufficiently low emittance difficult. Muons are produced by colliding a proton beam with a fixed target to produce pions, which decay into muons with a 26 ns lifetime. Research is being conducted to assess the performance of so-called muon cooling methods at experiments such as MICE [10]. In the near future without further R&D it is unlikely that bunch populations will be high enough to produce the luminosities that are required to usefully complement the LHC data [11]. Due to the feasibility issues presented by a muon collider, the preferred option is to use an electron-positron linear collider to circumvent synchrotron losses.

1.2 CLIC

The CLIC project aims to collide electrons and positrons with centre of mass energies from a few hundred GeV up to 3 TeV and with a luminosity of $2 \times 10^{34}$ cm$^{-2}$ s$^{-1}$. CLIC differs from other existing and proposed linear colliders such as SLAC and the ILC, as it will use a two beam acceleration method as shown in Figure 1.1. A high intensity, low energy electron beam will run parallel to the main beam in the same tunnel. Power is transferred from the drive beam to the main beam accelerating structures via power extraction and transfer structures (PETS). This negates the need for thousands of klystrons and pulse compressors to be used, reducing cost and increasing efficiency.
1.3 Accelerator Technology Choice

In order to reduce the overall length of such a machine high gradient RF acceleration is needed. This rules out superconducting cavities because they have a practical accelerating limit of about 55 MV/m [13]. Normal conducting RF structures, while less energy efficient can produce accelerating gradients up to 150 MV/m [14]. The CLIC conceptual design report (CDR) outlines technology choices that can be used to create such a collider within manageable size and cost constraints [15].

A study was carried out in order to optimise the RF and beam parameters for performance and cost [16]. The RF parameters are the main factor to be considered for the energy reach and linac length. Previous studies into RF accelerating structures have resulted in the following restrictions:

1. Surface electric field [17]: $E_{surf}^{max} < 260$ MV/m
2. Pulsed surface heating [18]: $\Delta T^{max} < 56$ K
3. Scaled power density [19]: $P_{in}/C \tau_p^{1/3} < 18$ MW/mm ns$^{1/3}$

where $E_{surf}^{max}$ and $\Delta T^{max}$ correspond to the maximum surface electric field and temperature rise, respectively. $P_{in}, C$ and $\tau_p$ are the input power, iris circumference and RF pulse length. The first restriction puts fundamental limits on the accelerating gradient while the second and third limit the pulse length. (Pulse surface heating scales with the square root of $\tau_p$). Longer pulse lengths are desired to increase luminosity but, RF pulse length vs. breakdown rate scaling laws limit the pulse length to less than 200 ns [15].

Increasing the charge per bunch and bunch train density will maximise the luminosity, but are restricted by short and long range wakefields respectively [20]. Beam dynamics
and wakefield simulations set a limit of 3.72×10⁹ electrons per bunch, with a bunch spacing of 0.5 ns. Along with the filling time of the RF structure this limits the number of bunches to 312 [15].

When choosing the accelerating gradient and frequency there are two considerations; performance and cost. These can be optimised by using the following figure of merit (FoM): ηLb/N, where η is RF to beam efficiency, Lb is luminosity per bunch crossing within 1% of the energy spectrum and N is the bunch population [16]. The cost is calculated using a parameterised model, with several inputs such as repetition rate, total linac RF pulse energy, structure length and RF phase advance per cell. The results are presented in Figure 1.2.

The optimisation results point to a frequency between 12 and 15 GHz and a gradient of less than 130 MV/m. An accelerating gradient of 100 MV/m is chosen as the best compromise between cost and performance. Due to the previous work conducted by SLAC and KEK for the design of the NLC at 11.4 GHz, a frequency of 12 GHz was chosen to profit from their research. However, CLIC still poses a challenge compared to the much lower 65 MV/m gradient of the NLC.

![Figure 1.2: The results of optimization are presented; the top left graph shows how the FoM varies with frequency for several different accelerating gradients while the top right graph shows the variation of the FoM as a function of accelerating gradient for several different frequencies. The bottom graphs make the same comparisons but instead show the total cost [16].](image-url)
1.4 RF Breakdown

The main limitation when trying to push the electric field in an accelerating cavity is the breakdown rate (BDR). Even though these structures are operated under vacuum, electromagnetic fields are high enough to cause arcs. So-called field emission sites are thought to be responsible for triggering breakdown events. They are made from small (17-25 nm) geometric deformities on the copper surface, which are able to enhance the local electric field 50-100 times, producing gradients as high as 10 GV/m [21] acting over a distance comparable to the geometric deformity.

The aforementioned limits for electric field, power flow and pulse temperature heating all try to reduce the likelihood of breakdown. More recently the peak value on the surface of the modified Poynting vector $S_c$ has been used as the primary design constraint for the BDR [22]. $S_c$ aims to combine the physical effects of both field emission heating of the geometrical defect with that of RF power flow. It has been shown to fit experimental data of both travelling and standing wave, high gradient cavities over a broad frequency range.

The high power test facilities which are the main subject of this thesis aim to condition and process high gradient structures in a reliable and repeatable fashion so they attain the lowest possible breakdown rates. Once achieved, the facilities needed the capability to accurately determine breakdown rates as a function of gradient and pulse width.

1.5 Fabrication of High Gradient Structures

The baseline design for the CLIC accelerating structure is that of a stack of machined disks bonded together to produce a complete multi-celled structure. The discs are individually machined using ultra precise, CNC, diamond milling machines. These machines have been developed in industry and machined discs have achieved dimensional accuracies of better than 2 μm [23]. Quality controls including visual inspection for scratches and dust, and metrology are carried out to ensure the discs meet the specification. If passed, the discs are lightly etched to remove any surface impurities. The discs are stacked and clamped together for an initial RF test, using a vector network analyser (VNA) to measure the transmission and reflection of the structure as a function of frequency. If the results match the theoretical performance to within the tuning range of the structure, the discs are then diffusion bonded in a hydrogen atmosphere of 1 bar at 1020 °C for 1 hour [24]. The couplers and cooling channels are then brazed on using an oven at a lower temperature. The final fabrication stage is a 10 day bake out at 650 °C causing the hydrogen absorbed in the bonding stage to diffuse out (along with other impurities). The structure is then ready for the final tuning procedure.

In addition to test facility development, this thesis looks in detail at the testing of the CLIC crab cavity whose function is described in section 1.8. The thesis includes information on its design performance as validated as part of this work, its fabrication, its tun-
ing, its integration into the test stand, its conditioning and its final breakdown performance.

1.6 RF Conditioning of High Gradient Structures

After the RF properties have been corrected and verified through the tuning process, a structure is ready for high power RF. Initially, the full design gradient and pulse lengths are not reachable. Although the fabrication steps are designed to clean and treat the copper surface, they are not fully adequate to remove all field emission sites and impurities. Typically structures will be able to obtain accelerating gradients up to 10-20 MV/m for pulse lengths of 50-100 ns before outgassing events start to occur. From this point the power must be increased while trying to keep the vacuum level below an acceptable threshold (typically $10^{-7}$ mbar). Above 20MV/m electrical breakdowns in the structure start to become the limiting effect when trying to increase the power. The power is now increased while trying to keep the breakdown rate (BDR) at the order of $10^{-5}$ breakdowns per pulse (or about 2 per hour at 50-60 Hz). Once the nominal gradient has been exceeded by a few percent, the pulse length is increased and the power level decreased. This process is repeated until the nominal parameters are achieved (Figure 1.3).

![Figure 1.3: Shows the processing history of a TD24R05 CLIC prototype structure tested at KEK [25]. The red and green points show the accelerating gradient and the pulse width respectively.](image_url)

At the end of the conditioning stage the structure runs at the design gradient and pulse width of 100 MV/m and 250 ns respectively. The breakdown rate is also reduced by 1-2 orders of magnitude compared to the processing stage. The whole process takes more than 1600 hours of RF on time at 60 Hz, i.e. 346 million pulses.

This thesis reports on the successful implementation of computer controlled conditioning procedures at the new CERN test facilities that are an advancement on what was previously available at KEK and SLAC.
1.7 Standalone X-band Test Stands

CLIC uses a novel two beam accelerating scheme. This technology choice is justified for very long machines because of the inherently high efficiency and scalability [26]. Klystrons were ruled out because high power X-band klystrons are relatively inefficient (40-50%) and expensive. For CLIC, 35,000 units with factor 5 pulse compression would be needed. However, for smaller machines and testing purposes, klystrons are the only feasible option.

SLAC have led the X-band klystron development since the late 80s when the NLC project called for a klystron based, energy frontier machine. During a long R&D program many klystrons were developed, each pushing the limit in RF peak power and pulse length, the culmination of which is the XL-4 klystron [27]. The XL-4 operates at a frequency of 11.424 GHz, with peak power and pulse length of 50 MW and 1.5 μs, respectively. Able to pulse reliably at 120 Hz it continues to be the workhorse of X-band testing at SLAC and KEK. The XL-5 which is an 11.994 GHz version of the XL-4, was developed for use at European labs such as CERN, Elettra Sincrotrone Trieste and PSI. The recent commercialisation of this tube by CPI (the VKX-8311A) is an important step in making the test stands cheaper and more numerous. Since 2012 CERN has been operating an XL-5 based high power test stand in order to test CLIC structures. Chapter 2 will discuss in detail the design and performance of this test stand known as Xbox-1. The chapter will identify shortcomings and outline work undertaken by the author to improve performance. A second CERN test stand known has Xbox-2 has been planned from 2012. Chapter 3 describes the design and development of this test station. The author has taken primary responsibility for most of the controls and hence these are described in the greatest detail. Commissioning of Xbox-2 commenced in August 2014. The first structure to be conditioned at Xbox-2 was the prototype CLIC crab cavity.

The recent development of the test stands is of great importance to the CLIC R&D effort and also for other applications such as FELs. Multiple high-power test slots are needed to test different versions of structures, different preparation techniques and to increase the number of tested structures to determine production yield [28]. This effect is compounded due to the fact that structures need a few thousand hours of RF on time in order to be processed.

A third test stand to be known as Xbox-3 has been planned from 2013. The design of the test stand is described in Chapter 4. The author has designed and commissioned the RF front end.
1.7.1 Test Stand layout

The current baseline design for the CLIC accelerating structure requires 63 MW of RF power when properly beam loaded, therefore pulse compression is needed to increase the peak RF power out of the klystron. With this consideration, Figure 1.4 shows the general layout of a standalone test stand for CLIC.

![Figure 1.4: Standalone test stand layout with optional second structure.](image)

The low level radio frequency (LLRF) generator produces a phase modulated, 12GHz, 1.5 µs pulse which is amplified by a travelling wave tube (TWT) amplifier. This kilowatt level signal is then amplified by the klystron up to 50 MW. The RF power is transmitted through copper waveguide under ultra-high vacuum (UHV) conditions. The pulse compressors that are typically used can increase the peak power by a factor of 3 when a 250 ns output pulse is produced [29]. The pulse can be fed into one or two devices under test (DUTs) with the output power dissipated into high power loads. 50-60 dB directional couplers are used for sampling RF signals with a dedicated LLRF system. The system can also be used to test high power RF components such as; waveguide vacuum ports, RF gate valves and mode converters.

Xbox-1 utilises this basic scheme. XBOX2 has an enhanced pulse compressor and LLRF system. Xbox-3 is a new concept allowing many cavities to be conditioned and tested simultaneously using lower power commercial klystrons.

1.8 Crossing angle and Crab Cavities

Crab cavities are likely to be required for TeV scale linear colliders and high luminosity circular colliders. Detectors for all colliders require the interaction to take place within a tightly defined region. At high energies this means that there must be a crossing angle to reduce beam-beam effects and to define the interaction point [30]. Unlike the LHC or other circular colliders, there is no second chance for a bunch collision. To increase the luminosity, the electron bunches are tightly focussed. The proposed bunch size at the IP at CLIC is given in Table 1.1 [31].
<table>
<thead>
<tr>
<th>Horizontal bunch size</th>
<th>45 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical bunch size</td>
<td>1 nm</td>
</tr>
<tr>
<td>Bunch length</td>
<td>44 $\mu$m</td>
</tr>
</tbody>
</table>

**Table 1.1: Bunch dimensions at the CLIC interaction point.**

The bunch shape is that of a long piece of ribbon. This is important when considering the interaction of colliding bunches at the IP as illustrated in Figure 1.5.

![Figure 1.5: Interaction of two beams with and without crabbing.](image)

The bottom part of the figure shows how a crossing angle reduces the area of interaction between the colliding bunches. At CLIC the luminosity would be reduced by 90% due to this effect without corrective action. The top section of Figure 1.5 shows how the bunches are rotated by momentum kicks to the front and back of the bunch, thus increasing the area of interaction. A deflecting cavity operated 90° out of phase can achieve the desired effect and is known as a crab cavity [32]. Here, the centre of the bunch is aligned with the zero-crossing of the magnetic field and the front and rear of the bunch receive equal and opposite momentum kicks [33]. A major objective of this work has been the high power testing of the first CLIC crab cavity prototype.

### 1.9 Other Applications of high gradient X-band technology

Accelerator applications that require compact designs will profit from moving to higher frequencies. Transverse size is reduced proportional to the wavelength, thus reducing size and weight. The main limitation is that the iris radii are small, amplifying wakefields and causing problems for beams with large transverse dimensions. However, for many applications these limitations can be overcome. Light sources, medical and security linacs can and do profit from X-band technologies. For example, at the Cockcroft Institute, UK, a 1 MeV compact linac has been designed and tested for the purpose of making a portable X-ray security scanner [34]. X-band electron linacs have been designed for radiotherapy,
as their reduced weight allows them to be mounted on modest gantries and robotic arms [35].

X-band technology has been successfully utilized by various types of light source. Compact Compton sources have been developed using CLIC like technology, such as Compton source at LLNL [36]. X-ray free-electron lasers (FELs) use bunch compression to produce a very short electron bunch. This bunch is passed through an undulator to produce a coherent X-ray pulse. Typically an S-band photo-cathode gun and accelerator is used to produce an electron beam of 70-100MeV. As with any RF accelerator there will be an energy spread in the bunch due to the non-zero size of the electron bunch compared with the RF wavelength. Furthermore, this energy spread is non-linear due to the curvature of the sinusoidal field. The non-linear component decreases the effectiveness of the bunch compressor. The compression efficiency can be improved by linearizing the energy spread of the bunch. An RF frequency that is a higher harmonic of the main accelerating frequency is needed for linearization. X-band accelerating cavities are used for this purpose at LCLS, SWISSFEL and FERMI [37], [38], [39].

1.10 High phase stability

For many accelerator applications phase stability and highly precise synchronisation can be very important. For example at large scale FEL facilities X-ray pulses that are only a few tens of femtoseconds wide are produced. Many users of these facilities require that the sample is first excited by a laser ‘pump’ and probed by the X-ray pulse sometime after. These so-called ‘pump and probe’ experiments need to be synchronised over many hundreds of meters [40].

The phasing of the crab cavities at CLIC is extremely important. If the phase between the zero crossing of the B-field in the deflecting cavity and bunch centre is non-zero, the bunch will be rotated about a point which is not its centre, adding a deflection to the bunch. If for each crab cavity the offsets are different, the colliding bunches will miss or partially miss. In order to keep the luminosity reduction below 2% the two crab cavities must be phased to within 20 milli-degrees at 12 GHz [32]. This translated to a timing error of just 4.4 fs between the two cavities. Part of this work has been to improve our ability to accurately measure and record phase fluctuations during short high power pulse.

1.11 Summary

After the discovery of the Higgs-like particle at the LHC, some in the physics community desire a lepton collider. CLIC is an electron-positron collider that can perform precision measurements on the Higgs and also push past the energy reach of the LHC. Physics beyond the standard model can also be explored. CLIC has been optimised to produce the highest energy leptons with a competitive luminosity to that of the LHC. X-band technology was shown to give the best performance to cost ratio in the optimisation study.
Mechanisms of breakdown were introduced and ideas to reduce the breakdown rate have been explored. Due to the challenging 100 MV/m gradient chosen and new 12 GHz frequency, standalone test stands have been developed to test new RF components and to measure the performance of prototype CLIC accelerating structures. Due to the elongated bunch shape and crossing angle at CLIC’s interaction point, luminosity loss due to the crossing angle is very high. The addition of a pair of crab cavities can mitigate the problem but a high degree of phase synchronisation is needed. Other applications have profited from CLIC technology such as FELs, security linacs and medical linacs. The importance of phase synchronisation has been established for the CLIC crab cavities and FEL applications.

In this thesis, chapter 2 focusses on the first test stand built at CERN and work undertaken by the author to upgrade the control and LLRF systems. Chapter 3 goes into detail of the design of the second high power test stand at CERN. New waveguide components have been developed including a new pulse compressor which was tuned and tested. The new LLRF and control systems for Xbox-2 were developed and tested by the author. Finally the test stand was installed and fully commissioned up to high power.

Chapter 4 gives a design layout for the third high power test stand, which combines 4 klystrons to vastly increase testing capacity at CERN. Proof of principle experiments have been conducted in the laboratory and the first of the 4 power units have been commissioned by the author.

Chapter 5 outlines the complete development of an un-damped CLIC crab cavity prototype. HFSS [41] simulations are carried out by the author to verify the surface field quantities and deflecting voltage and to facilitate tuning. The chapter then describes how the cavity was manufactured, tuned and tested to 50 MW.
Chapter 2

2  Xbox-1: CERN’s first 12 GHz standalone test stand

Xbox-1 is the first standalone test stand to be operated at CERN. This chapter will discuss the need for such an experiment, the design considerations and the operational experience. Design issues are explored in detail, with solutions presented and validated.

2.1  Reasons for standalone test stands

As discussed in the introduction, the primary objective of the test stands is to support the development of high-gradient, accelerating structures and high-power, 50-100 MW range, RF components for the CLIC project [15]. Before Xbox-1 started operations the only place where 12 GHz power was available at the pulse lengths and power required to test CLIC accelerating structures was at the CLIC Test Facility 3 (CTF-3) at CERN. The CTF-3 experiment uses an S-band linac and a series of combination steps to produce a high current (30 A) beam with a 12 GHz bunch train structure. The bunch train is then decelerated using specially designed RF structures called ‘Power Extraction and Transfer Structures’ or PETS. The kinetic energy of the beam is transferred into electromagnetic energy which can be used to power high gradient structures [42].

CTF-3 has proved to be very successful in validating the CLIC two beam concept, by succeeding in transferring power from the drive beam to a test beam using the PETS and CLIC prototype accelerating structures. However, for high gradient testing purposes the cost and maintenance required to operate a complete accelerator facility is not justified. The drive beam generation complex at CTF-3 uses a 70 m linac driven by 14, 40 MW S-band klystrons, a 42 m long delay loop and a 84 m long combiner ring to produce the 120 MeV drive beam. The installed testing capacity is for two prototype RF structures at a maximum pulse repetition rate of 5 Hz [43]. A 50 MW, klystron based test stand is capable of at least 50 Hz operation with the possibility of pulsing at 100 Hz. Each klystron is capable of testing two accelerating structures meaning a single klystron could have up to 20 times the testing capacity that is available at CTF-3. The availability of multiple testing slots is crucial in understanding different structure designs, different preparation techniques and to gain good statistics in order to determine production yield.

The commissioning and operation of the test stands also drives the development of high power components and LLRF systems. Recent studies have explored the possibility of a klystron-based initial energy version of CLIC [44], for which the test stands are an important research tool. Other areas in which X-band technology can be applied are medical linacs, XFEL linacs, high-frequency and high-gradient beam manipulation devices
such as energy spread linearizers and transverse deflectors. Test stands allow feasibility studies to be conducted for all these new applications.

2.2 Test Stand Design: High Level RF

Xbox-1 has the same modulator, klystron, pulse-compressor, waveguide distribution system and accelerating structure configuration as described in section 1.7.1, much like the test stands at KEK and SLAC [45], [46]. Due to the shift in frequency from the 11.4 GHz used at SLAC and KEK to the 12 GHz used in Europe, many new waveguide components had to be designed. This included the pulse compressor, directional couplers, mode converters, vacuum ports, hybrid splitters and waveguide loads.

The klystron used is a SLAC built XL5 able to produce 50 MW of 12 GHz radiation with a pulse width and repetition rate of 1.5μs and 50 Hz respectively [47]. A Scandinova solid state modulator is used as the power source. A SLEDI type RF pulse compressor, designed and built by IAP and GYCOM, Russia, is able to compress the klystron output into a 250 ns 140MW pulse [29], enough to test two accelerating structures accounting for waveguide losses.

Copper WR90 waveguide under high vacuum is used to transport the RF power, with the addition of an over-moded waveguide connecting the pulse compressor in the gallery to the test station in the bunker. Mode converters transform the fundamental TE10 mode in the WR90 waveguide into the low-loss TE01 mode. The over-moded waveguide section contains an RF vacuum valve, ensuring the waveguide network in the gallery remains under high vacuum if a new accelerating structure is installed. A high power 3dB hybrid is used to split the power when testing dual feed accelerating structures. Amplitude and phase tests were performed to ensure dual feed structures are fed in a balanced manner. 50 dB high power directional couplers are used to send RF signals to the LLRF system for acquisition and control. Faraday cups are placed in the upstream and downstream

![Figure 2.1: Schematic of the high level RF layout of Xbox-1, with the associated LLRF signals given in their abbreviated form. (See Table 3.8, p 87 for glossary of abbreviations).](image-url)
directions along the structure's beam axis to measure dark current and detect breakdown events in the structure [28].

Figure 2.2: Photos showing the layout of the Xbox-1 test stand. Clockwise from top left: Scandinova modulator, Pulse compressor, bunker and high gradient structure under test.

2.2.1 Klystron

As discussed in the introduction the klystrons used at CERN are derived from an R&D effort to produce power sources for the klystron based, next linear collider project (NLC). The most reliable klystron to come out of that effort was the XL-4, which has been rescaled in frequency from 11.4 GHz to 12 GHz by SLAC and re-named the XL-5. There is also a commercialised version produced by CPI (the VKX-8311A).

Klystrons are vacuum tube amplifiers, which use an electron beam to amplify RF signals. They were invented in 1937 by Russel and Sigurd Varian [48]. An electron beam is produced by a thermionic gun and accelerated by a high voltage DC electric field. (Typically the gun is pulsed at a large negative voltage and the body is at ground potential.) The electron beam is focussed by a solenoid or permanent magnet that envelops much of the device. Velocity modulations are excited in the beam as it passes through one or several RF cavities which are excited by a low level input signal. The electrons are then passed through a drift tube, inside of which the velocity modulations transform into spatial variations as the faster electrons outpace the slower electrons. The resulting beam is highly bunched, with a longitudinal space charge pattern which matches that of the input signal. Higher order and correction cavities can be added to improve the efficiency of this bunching process. The highly bunched beam is then passed through one or several output RF cavities where the beam induces electromagnetic fields. Typically 30-65% of the beam
power is transmitted into the RF. In this way multiple MW of peak power can be extracted from the beam. The power is coupled out of the cavities via waveguides and passed through an RF window towards the desired load.

### 2.2.2 Modulator

The SLAC XL-5 and the CPI VKX-8311A variant produce 50 MW of peak RF power and have a perveance of 1.18 $\mu P$. The unit micro-perveance, $\mu P$ is defined as $\mu P = 10^6 I/V^{-1.5}$, where $I$ and $V$ are the klystron current and voltage. However, their efficiency is of the order of 40 %, meaning their power source has to be able to provide a peak pulsed power of 125 MW. This power level and perveance demands a voltage of 410 kV and a current of 310 A. Klystron modulators are able to provide such pulses. However, the high voltages needed are particularly challenging, consequently there are few vendors capable of producing such a device. Furthermore, the test stand at CERN is required to have high flexibility and for this reason a solid state modulator was chosen to power the XL-5. The only company capable of manufacturing such a device was Scandinova.

The Scandinova K-3 modulator is a collection of different components that work together to produce a high voltage pulse. There are four main components; charging power supplies, solid state switches, a pulse transformer and tuning circuit. The charging power supplies convert the 3-phase, 415 V mains voltage into a DC voltage of up to 1400 V, which is stored in a capacitor bank. The charge stored in the capacitor bank is then switched through a bank of solid state switches. The switched pulse is transferred through a tuning circuit into a pulse transformer with a transformer ratio of 1:360, thus able to step up the 1400 V to 500 kV. Using this transformer ratio and the 310 A that the klystron requires, it is easy to calculate that nearly 112 kA of current needs to be switched on the timescales of micro-seconds. It is here that the greatest technological challenge is presented. In order to reduce the current load on the switches, the current is split evenly between 60 solid state switches, each conducting 1.9 kA of current. This is where the flexibility of a solid state modulator is made apparent. The pulse length is controlled directly by the length of time that the switches remain closed.

Due to the high voltages involved, the pulse transformer and klystron gun are submerged in a bath of insulating oil. The oil quality is checked periodically for signs of breakdown, which causes the oil to degrade.

The modulator contains a control system which is able to monitor the klystron’s vacuum, temperature and power dissipation and interlock the system if there are any issues.

### 2.2.3 Pulse Compressor Operation with a 180° Phase Flip

The SLED-I pulse compressor was invented at SLAC in 1973, with the aim of doubling the SLAC linac’s energy [49]. The main principle of operation is that RF energy from a klystron is stored in two high Q cavities during a pulse. Towards the end of
the pulse the cavities are emptied by reversing the phase of the input pulse from the klystron. The cavities are emptied in a shorter timeframe compared to that in which the cavities were filled. Conservation of energy requires that the peak power is increased as the pulse is compressed in time. Referenced to the same impedance, a cavity filled from a waveguide will have twice the filling voltage which will be in opposition (shifted by 180 degrees) compared to the waveguide voltage. Once the cavity is full and if the filling voltage is reversed, an outgoing wave with three times the filling voltage is generated in the waveguide. This means that a maximum theoretical pulse compression of 9 is possible at the instant the filling voltage is reversed. The need to generate a pulse of finite width and allowing for losses then typically the peak power can only be increased by a factor of 5-7.

![Figure 2.3: Shows a simple schematic of a SLED I pulse compressor.](image)

Two cavities are used, coupled to a 3 dB hybrid in order to direct the power flow away from the klystron, as shown in Figure 2.3. A single cavity with a circulator could also be used to form a pulse compressor, but unfortunately 200MW X band circulators do not exist and indeed would be extraordinarily difficult to develop.

Following Farkas et al. [49] a simplistic analysis obtains fields by considering the conservation of power in the system for a single cavity. It ignores the hybrid coupler but assumes that ingoing power can be separated from outgoing power. There are four quantities to consider; the input power $P_1$, the outward going power from the iris $P_r$, the power lost in the cavity $P_c$, and the stored power in the cavity $\frac{dW_c}{dt}$, where $W_c$ is the energy stored at time $t$. The quantities follow the relation:

$$P_i = P_r + P_c + \frac{dW_c}{dt}$$  \hspace{1cm} (2.1)

The stored energy can be expressed in terms of the unloaded Q-factor $Q_0$, the dissipated power $P_c$ and the angular frequency $\omega$ to give:

$$W_c = \frac{Q_0 P_c}{\omega}$$  \hspace{1cm} (2.2)

Let $V_c$ be the cavity field and defining the cavity shunt impedance $R$ then:

$$P_c = \frac{V_c^2}{R}$$  \hspace{1cm} (2.3)
Let $V_i$ be the voltage of the forward wave in transmission line with impedance $Z$ then:

$$P_i = \frac{V_i^2}{Z} \tag{2.4}$$

Let $V_r$ be the voltage of the backward wave in transmission line with impedance $Z$ then:

$$P_r = \frac{V_r^2}{Z} \tag{2.5}$$

The voltage of the forward wave $V_i$ plus the voltage of the backward wave $V_r$ equals the cavity voltage $V_c$ hence:

$$V_r = V_c - V_i \tag{2.6}$$

Now by substituting equations (2.2)-(2.6) into (2.1), in order to retain just $V_c$ and $V_i$ gives:

$$\frac{V_i^2}{Z} = \frac{(V_c - V_i)^2}{Z} + \frac{V_r^2}{R} + \frac{2Q_o V_c dV_c}{R \omega dt} \tag{2.7}$$

This simplifies to:

$$2V_i = \left(1 + \frac{Z}{R}\right)V_c + \frac{2Z Q_o}{R \omega} \frac{dV_c}{dt} \tag{2.8}$$

It is also useful to define the cavity coupling coefficient, as the ratio of power emitted from the coupling aperture to that dissipated in the cavity walls so that:

$$\beta = \frac{P_r}{P_c} = \frac{Q_o}{Q_e} = \frac{R}{Z} \tag{2.9}$$

Hence equation (2.8) can be re-written as:

$$\frac{2\beta}{1 + \beta} V_i = V_c + \frac{2Q_o}{(1 + \beta) \omega} \frac{dV_c}{dt} \tag{2.10}$$

We can define the loaded Q-factor $Q_L$ as:

$$\frac{1}{Q_L} = \frac{1}{Q_o} + \frac{1}{Q_e} \tag{2.11}$$

Then from equation (2.9):

$$Q_L = \frac{Q_o}{1 + \beta} \tag{2.12}$$

We can define:

$$\alpha = \frac{2\beta}{1 + \beta} \tag{2.13}$$

We can also define:

$$T_c = \frac{2Q_o}{(1 + \beta) \omega} = \frac{2Q_L}{\omega} \tag{2.14}$$

Using equations (2.13) and (2.14), equation (2.10) can be rewritten:

$$T_c \frac{dV_c}{dt} + V_c = \alpha V_i \tag{2.15}$$

As described earlier, in order to get useful compression for the device, the input field is held constant and then flipped by 180 degrees at time $t_f$. The end of the pulse is at
time $t_e$. The pulse shape is independent on the precise magnitude of the forward wave voltage so in this example the voltage is taken as one. Explicitly the input voltage amplitude will be taken as:

$$V_i \begin{cases} 
1, & 0 \leq t < t_f \\
-1, & t_f \leq t < t_e \\
0, & t > t_e 
\end{cases}$$

(2.16)

The output field, $V_r = V_e - V_i$ can be found by solving the simple first order differential equation (2.15), using the inputs as defined in (2.16) to give:

$$V_r(0 \leq t < t_f) = a \left( 1 - e^{-\frac{t}{\tau_c}} \right) - 1$$

(2.17)

$$V_r(t_f \leq t < t_e) = a \left( e^{-\frac{t-t_f}{\tau_c}} \left( 2 - e^{-\frac{t_f}{\tau_c}} \right) - 1 \right) + 1$$

(2.18)

$$V_r(t > t_e) = ae^{-\frac{t-t_e}{\tau_c}} \left( e^{-\frac{t-t_e}{\tau_c}} \left( 2 - e^{-\frac{t_f}{\tau_c}} \right) - 1 \right)$$

(2.19)

The Xbox-1 pulse compressor has an intrinsic Q-factor $Q_o$ of $1.5 \times 10^5$ and a loaded Q of $2.5 \times 10^4$. The klystron is able to produce a 1.5 $\mu$s pulse with a phase flip at 1.25 $\mu$s to produce a 250 ns compressed pulse.

Figure 2.4: Shows the theoretical electric field (top) and power (bottom) profiles obtainable using the Xbox-1 pulse compressor when a simple 180º flip is utilised. The input pulses are shown in red and the output pulses in blue.

Figure 2.4 plots the solution to equations (2.17)-(2.19) using the Xbox-1 pulse compressor parameters. In this example the voltage is enhanced by a factor of 2.4 hence pow-
er is enhanced by a factor of 5.8. The real world performance will be lower due to losses in the RF 3 dB hybrid coupler and waveguide network. This pulse is useful for single bunch machines such as FELs and some medical linacs, but for longer pulse machines, its non-uniformity will cause a large energy spread in the bunch train. Moreover, for the purpose of testing CLIC structures, this pulse shape is very dissimilar to the pulse that CLIC will use (a square pulse with a short ramp).

2.2.4 Pulse Compressor Operation with a Phase Ramp

The pulse shape can be flattened by modulating the phase during the high power pulse [50]. For the analysis of the previous section as determined by equation (2.17), just before the field is reversed and when the fill time \( t_f \) is much greater than \( T_c \) then

\[ V_r(t_f) = (\alpha - 1)V_{in} \]

where \( V_{in} \) is the ingoing voltage. For the over-coupled cavity with \( \beta \gg 1 \), then \( \alpha \sim 2 \) so \( V_r(t_f) \sim V_{in} \). After the phase flip as determined by equation (2.18), with \( t_r = t \) then \( V_r(t_f) = (\alpha + 1)V_{in} \) which shows that the output voltage increases by \( 2V_{in} \).

If however the field is not fully reversed but moved by 90 degrees, it can be shown a factor of only \( \sqrt{2}V_{in} \) is added. Over the rest of the pulse the phase is ramped to 180 degrees, adding more field to compensate for the decay of the pulse. With careful phase programming the pulse can be made to be flat. The output phase variation will be half that of the input phase variation, which is still significant and will cause non-uniform beam loading if a beam is present. However, for high gradient testing purposes the presence of the phase ramp will not be a problem. Typically the compression ratio will be reduced by a factor of approximately 2 compared to the case presented in Figure 2.4.

The principle that a perfectly flat top amplitude pulse can be achieved and the necessary phase ramp needed for a perfectly tuned pulse compressor has been derived by Fiebig and Schieblisch [50].

The cavity is modelled as a parallel LCR circuit connected to a generator. Using the standard accelerator notation the differential equation for the driven cavity can be written:

\[
\ddot{V} + \frac{\omega_0}{Q_L} \dot{V} + \omega_0^2 V = \frac{2\omega_0}{Q_e} \int F \cos(\omega t + \phi) dt
\]

(2.20)

where cavity voltage \( V \), forward wave amplitude \( F \) and forward phase \( \phi \) are real. This differential equation can be solved exactly for periods of time when \( F \) and \( \phi \) do not vary. When \( F \) and \( \phi \) do vary it is convenient to simplify the equation by taking out the high frequency oscillation and just analysing the envelope of the wave and its phase. Manipulation of equation (2.20) is easier using a complex notation so we write it in the form:

\[
\ddot{V} + \frac{\omega_0}{Q_L} \dot{V} + \omega_0^2 V = \frac{2\omega_0}{Q_e} \text{Re}\{F e^{i(\omega t + \phi)}\}
\]

(2.21)
In order to focus on the envelope we assume the high free oscillation is known by looking for a solution of the form:

\[ V = \text{Re}\{V_c e^{j\omega t}\} \quad (2.22) \]

Where \( V_c \) is a complex phasor being sought. Differentiating equation (2.22) with respect to time gives:

\[ \dot{V} = \text{Re}\{(\dot{V}_c + j\omega \dot{V}_c)e^{j\omega t}\} \quad (2.23) \]

And for a second time gives:

\[ \ddot{V} = \text{Re}\{(\ddot{V}_c + 2j\omega \dot{V}_c - \omega_0^2 V_c)e^{j\omega t}\} \quad (2.24) \]

Substitution of equations (2.22)-(2.24) into equation (2.21) and not explicitly specifying that real part must be taken gives:

\[ \ddot{V}_c + 2j\omega_0 \dot{V}_c - \omega_0^2 V_c + \frac{\omega_0}{Q_L}(\dot{V}_c + j\omega_0 V_c) + \omega_0^2 V_c = \frac{2\omega_0}{Q_e}(\dot{F} + j\omega F)e^{j(\omega - \omega_0)t} e^{j\phi} \]

which reduces to:

\[ \ddot{V}_c + \omega_0 \left(2j + \frac{1}{Q_L}\right)\dot{V}_c + \frac{j\omega_0^2}{Q_L} V_c = \frac{2\omega_0}{Q_e}(\dot{F} + j\omega F)e^{j(\omega - \omega_0)t} e^{j\phi} \quad (2.25) \]

If \( F \) is slowly varying then the phasor \( V_c \) will be slowly varying hence we can ignore \( \dot{V}_c \).

For all practical accelerator and pulse compressor cavities \( Q_L \) is on the order of \( 10^2 \cdot 10^3 \), hence it is always acceptable to make the approximation that \( (2j + \frac{1}{Q_L}) \approx 2j \). With these approximations equation (2.25) becomes:

\[ \ddot{V}_c + \frac{\omega_0}{2Q_L} \dot{V}_c = \frac{1}{Q_e}(-j\dot{F} + \omega F)e^{j(\omega - \omega_0)t} e^{j\phi} \quad (2.26) \]

For the pulse compressor the amplitude of the forward voltage \( F \) is constant hence \( \dot{F} = 0 \), so equation (2.26) becomes:

\[ \ddot{V}_c + \frac{\omega_0}{2Q_L} \dot{V}_c = \frac{2Q_L}{Q_e} \frac{\omega}{\omega_0} F e^{j(\omega - \omega_0)t} e^{j\phi} \quad (2.27) \]

This is a generalisation of equation (2.15) which allows the phase of the drive to vary and the compressor cavities to be out of tune. Fiebig and Schieblich assume that the cavities are perfectly tuned by setting \( \omega = \omega_0 \). Also by using equations (2.9), (2.12), (2.13) and (2.14), equation (2.27) can be expressed as:

\[ T_c \dot{V}_c + V_c = \alpha F e^{j\phi} \quad (2.28) \]

If we let the input voltage:

\[ V_i = F e^{j\phi} \quad (2.29) \]

Then (2.28), becomes:

\[ T_c \dot{V}_c + V_c = \alpha V_i \quad (2.30) \]

This is identical to that derived by the energy analysis except it is now seen to be valid for complex time varying phasors. Let \( V_i \) be the backward voltage phasor in the transmission line at the cavity hence as before:
\[ V_c = V_i + V_r \]  

Then we can insert equation (2.31) into equation (2.30) to eliminate \( V_c \):

\[ T_c \dot{V}_r + V_r = -T_c \dot{V}_i + (\alpha - 1)V_i \]  

The reflection coefficient can be defined as:

\[ \Gamma = \alpha - 1 = \frac{2\beta}{1 + \beta} - 1 = \frac{1 - \beta}{1 + \beta} \]  

Hence, equation (2.32) becomes:

\[ T_c \dot{V}_r + V_r = -T_c \dot{V}_i + \Gamma V_i \]  

For any instantaneous change in the forward voltage’s amplitude or phase \( \Delta V_c = 0 \) because the cavity has capacitance and takes some time to react. Therefore from equation (2.31) one must have (for instantaneous changes):

\[ \Delta V_i = -\Delta V_r \]  

Let \( V_i \) switch from zero to \( V_0 \) at \( t = 0 \) so that \( V_r = -V_0 \) at \( t = 0 \). For the period \( t = 0 \) to \( t = t_f \) let \( V_i = V_0 = \text{constant} \) such that \( \dot{V}_i = 0 \).

Using the above assumptions and integrating equation (2.34) gives:

\[
\int_{V_0}^{V_i} \frac{dV_i}{V_i - \Gamma V_0} = -\frac{1}{T_c} \int_0^t dt
\]

\[
\ln \left( \frac{V_i(t) - \Gamma V_0}{-V_0 - \Gamma V_0} \right) = -\frac{t}{T_c}
\]

\[ V_i(t) = V_0 \left\{ \Gamma - (1 - \Gamma) e^{-t/T_c} \right\} \quad 0 < t < t_f \]  

Suppose the forward voltage switches from \( V_0 \) to \( V_0 e^{j\theta_1} \) at \( t = t_f \) then:

\[ \Delta V_r = -\Delta V_i = V_0 \left( 1 - e^{j\theta_1} \right) \]  

\[ V_r(0^+) = V_0 \left\{ 1 - e^{j\theta_1} - (1 + \Gamma) e^{-t_f/T_c} \right\} \]  

If the phase has variation \( \theta(t) \) after \( t = t_f \) so that:

\[ V_i(t) = V_0 e^{j\theta(0)} \quad t > t_f \]  

Then equation (2.34) becomes:

\[ T_c \dot{V}_r + V_r = (\dot{\theta} \dot{\theta} - \Gamma)V_0 e^{j\theta} \]  

Thus the reflected field is determined by:

\[
\int_{V_i(t)}^{V_0} \frac{dV_r}{V_r + (j T_c \dot{\theta} - \Gamma)V_0 e^{j\theta}} = -\frac{1}{T_c} \int_{t_f}^t dt \quad t > t_f
\]

Instead of solving this problem for \( V_r(t) \), Fiebig and Schieblich determine the function \( \theta(t) \) that gives constant \( V_r \).

A SLED type RF pulse compressor uses a hybrid 3dB coupler to combine output from the two cavities. The S matrix for a hybrid 3dB coupler is:
Port 1 is the amplifier, ports 2 and 3 are the pulse compressor cavities and port 4 is the load. Initially the amplifier output is $V_0$ and there is no reflected power, so the inputs to the pulse compressor cavities are determined as:

$$S_H = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 & \pm j & 0 \\ 1 & 0 & 0 & \pm j \\ \pm j & 0 & 0 & 1 \\ 0 & \pm j & 1 & 0 \end{bmatrix} \begin{bmatrix} V_0 \\ 0 \\ 0 \\ 0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} V_0 \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

Once filling is complete and for $\frac{\delta\omega}{\omega_0} \ll \frac{1}{2Q_L}$ the backward power for each cavity is determined by equation (2.36); here for brevity we assume that $t_F$ is very large. We also assume that the cavities have slightly different tunes causing their outputs to differ by $\delta$ from a mean value. The output to the cavity after filling but before the phase switch is then given as:

$$\frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 & j & 0 \\ 1 & 0 & 0 & j \\ j & 0 & 0 & 1 \\ 0 & j & 1 & 0 \end{bmatrix} \begin{bmatrix} V_0 \\ (V_0 \Gamma + \delta)/\sqrt{2} \\ (jV_0 \Gamma - \delta)/\sqrt{2} \\ 0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} \delta \\ V_0/\sqrt{2} \\ jV_0/\sqrt{2} \\ 0 \end{bmatrix}$$

At this point, power to the load equals the input power minus losses encompassed by the coefficient $\Gamma$ and with a 90 degree phase shift. Using equation (2.37) to determine the output from a cavity after the input phase is switched, then at this instant the outputs are given as:

$$\frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 & j & 0 \\ 1 & 0 & 0 & j \\ j & 0 & 0 & 1 \\ 0 & j & 1 & 0 \end{bmatrix} \begin{bmatrix} -V_0 e^{i\theta_1} \\ (V_0(1-e^{i\theta_1} + \Gamma)) + \delta/\sqrt{2} \\ j(V_0(1-e^{i\theta_1} + \Gamma)) - \delta/\sqrt{2} \\ 0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} \delta \\ -V_0 e^{i\theta_1}/\sqrt{2} \\ -jV_0 e^{i\theta_1}/\sqrt{2} \\ jV_0(1-e^{i\theta_1} + \Gamma) \end{bmatrix}$$

The role of the 3dB hybrid is to isolate the load from the amplifier. Complete isolation requires the pulse compressor cavities to be identically tuned.

### 2.2.5 Pulse Compressor Cavity Design

The high power RF pulse from the klystron is fed into the IAP and GYCOM built SLED-I pulse compressor. As the pulse compressor must store a large amount of energy with relatively small losses so that most of the energy is available for the compressed pulse, then the cavities must have very high Q factors.

In order to achieve the very high Q-value of $1.5 \times 10^5$, the cavity volume has to be large. This was achieved by using cavities with an internal diameter of 100 mm and length of 600 mm. However, due to the large diameter many higher order modes can exist in the cavity. A TE01-TE02 beating waveguide mode is desired, with a mode mixture.
ratio of 4:1. The TE01 mode is produced by a serpentine mode converter [51] with a tapered section afterward creating the TE20 mode. The resulting beating mode pattern allows ceramic absorbers to be placed inside the cavities in positions where the unwanted modes are damped without affecting the operating modes. Vacuum pumping ports are also placed in these positions, without affecting the operating mode. Parasitic modes that lie within the bandwidth of the klystron (approximately 20 MHz), can cause distortions in the compressed pulse shape. Trapped modes can cause resonances, whose electric and magnetic field nodes can induce unwanted breakdowns or surface heating.

High Q cavities have a narrow bandwidth making them susceptible to small volumetric changes. Small temperature changes perturb the resonant frequency, lowering the compression efficiency and adversely affecting the output pulse shape. The end section of the cavity is a piston, able to move freely in order to tune the cavity frequency. Stepping motors are fitted to for automatic tuning control.

2.2.6 Waveguide Network Components

Copper, WR90 waveguide evacuated to a pressure of about 5×10^{-9} mbar is used for the RF network. An over-modeled waveguide section, recycled from an older 30 GHz experiment, carries the RF from the klystron gallery on the first floor of CTF-3 to the test station in the bunker on the ground floor. Compact, 90 degree mode converters are used to launch the low loss TE01 mode into the circular waveguide. The mode converter is shown in Figure 2.6.
The TE10 mode is first transformed into the TE20 mode using a shorted piece of waveguide and a right angle bend. The TE20 mode is passed into the circular waveguide with vertical posts for matching purposes. The method was invented by S. Kazakov (KEK) and adapted for 12 GHz at CEA Saclay.

An RF vacuum valve is installed in the over-moded waveguide section, which allows the device under test to be changed without letting the pulse compressor and waveguide network in the gallery up to air. This can save 1-2 weeks of re-processing time. A photograph of the chokes and a 2D plot of the electric fields inside the valve are shown in Figure 2.7.

Inside the bunker, another mode converter is used to change back to WR90 waveguide. The power is then split using a 3dB hybrid when testing dual feed accelerating structures. Because CLIC structures are travelling wave structures, two, stainless steel, water cooled loads are used to absorb the transmitted RF energy. -50 dB, high power di-
rectional couplers are placed before and after the pulse compressor in the gallery and before and after the device under test in the bunker. The coupled signals are sent to the LLRF system for acquisition and control using 50 ohm coaxial cables. Faraday cups are placed in the upstream and downstream directions along the structure’s beam axis to measure dark current.

2.3 Test Stand Design: LLRF and Diagnostics

The LLRF (low level radio frequency) system has to produce a phase modulated signal for amplification by the TWT and klystron, acquire the RF signals from the directional couplers and acquire diagnostic signals from the structure and vacuum system. The control system is made up of several different components including a PLC (Programmable Logic Controller) based interlock system, VME (Versa Module Europa) crate based arbitrary signal generation, OASIS PC based digitisers and a PXI (PCI eXtensions for Instrumentation) based control system. The PLC was a standard Siemens unit. The VME crate uses a VME bus and controller to link the operation of various expansion cards such as voltage generators and digitizers. The PXI crate manufactured by National Instruments [52] has a similar functionality to the VME crate but has a more modern standard.

2.3.1 Pulse forming network (PFN)

As described in sections 2.2.3 and 2.2.4, the pulse compressor requires a phase modulated input pulse in order to produce a compressed, flat output pulse. There are several components available on the market which can perform this task, such as IQ modulators, PIN diodes, voltage controlled attenuators and voltage tuned phase shifters. Xbox-1 uses the latter combination of a PIN diode, voltage tuned phase shifter and attenuator, connected in series. Figure 2.8 shows a schematic diagram of the pulse forming network used at Xbox-1.

Figure 2.8: Shows a schematic of the pulse forming network for Xbox-1.

An 11.9942 GHz CW signal is produced by an RF generator which is phase locked to the master oscillator at CTF-3. The signal is split equally using a -3 dB hybrid coupler, with half the power being sent to the local oscillator (LO) input of the IQ demodulation crate and the other half to the PFN. The first component in the PFN is a 10-bit digital
phase shifter which is used to phase the RF to an electron beam during beam loading experiments. (More information on the beam loading experiments at CTF-3 can be found here [53].) The second device is a voltage tuned, fast (50MHz bandwidth), analogue phase shifter which is responsible for providing the phase flip needed for the pulse compressor. The voltage is produced by a 96 MSPS arbitrary signal generator contained in a VME crate. The 1 mW driver crate contains a PIN diode switch for gating the signal, an 8-bit attenuator for controlling the input power and an amplifier to increase the signal level up to 1 mW in order to drive the TWT. All of the triggers come from a VME based timing unit controlled by the main CTF-3 control system.

2.3.2 RF signal acquisition

At Xbox-1 there are three different methods used to acquire the RF signals arriving from the -50dB directional couplers. The first system uses diodes with a bandwidth of 500 MHz to convert the RF to a DC signal. Secondly, IQ demodulators are used to mix the RF signals down to baseband, giving the real and imaginary components of the field such that phase and amplitude can be measured. Finally logarithmic detectors are used which give a large dynamic range of over 46 dB.

Any RF signals used for interlocking or operator display are acquired directly by a National Instruments PXI crate. This contains 8 channels of digitisers with a sample rate of 250 MSPS, and a resolution of 14-bits. These ADCs are attached to programmable FPGAs which perform threshold detection on the reflected RF and faraday cup signals. If the threshold is breached, an external signal is sent to the trigger unit to interlock the system. A 24 channel digital multi-meter (DMM) is used to readout vacuum signals from the ion pump controllers. The fast digitizers acquire the 12 GHz RF signals from the log detectors and also the faraday cup signals, while the DMM records vacuum levels. An OASIS acquisition PC containing 16, 1 GSPS, 8-bit ADCs is used for acquiring the demodulated IQ signals. These are read and archived by the PXI during breakdowns for offline analysis. The PXI crate communicates via the CERN technical network with several other devices, including a VME crate, RTD reader, a PLC and the main operator PC. A block diagram of the complete control system and its interconnections are shown in Figure 2.9.
2.4 Test Stand Performance

Xbox-1 has been operational since 2012 and has contributed to the high power testing of four CLIC prototype structures. Over this time period we have identified various performance issues and have made several improvements to the pulse forming network, acquisition system and pulse compressor operation.

2.4.1 Calibration of the RF acquisition system

Calibration of the entire RF system from waveguide to detector is very important, in order to reduce uncertainty in the RF measurements. There are several stages needed in order to fully calibrate the RF network. Typically -60 dB to -50 dB high power directional couplers are used to measure the power in the waveguide. Cables that carry the signal to the LLRF racks are attached either directly to the high power coupler or through a secondary coupler (both systems are used in X-box 1 and 2). At the LLRF rack, signals are split, attenuated when necessary and sent to multiple detectors. Each of these stages need to be fully characterised in order to measure the total attenuation between the high power RF in the waveguide and the low level signal that is fed into the instrumentation. Finally the detectors themselves (diodes, log detectors and IQ demodulators) need to be characterised in order to deduce their voltage response.

The first points of contact with the high power RF are the directional couplers. These needed to be characterised to determine their coupling with a high accuracy. The meas-
measurements were performed before installation into the vacuum system, using a VNA to measure the coupling, through loss, return loss and directivity.

The second components along the RF path, are the long (5-25 m) cables that carry the signals from the couplers to the LLRF racks. These are perhaps the most critical component in the calibration chain due to their high through loss and their high variability due to mechanical non-rigidity. At 12 GHz most cables have through loss of greater than 1 dB/m. Moreover, movement of the cables and connectors can change the return and through loss by a large fraction of 1 dB. The calibration of the cables has to be conducted in a careful manner. At Xbox-1 the calibration procedure that we performed most often is shown in Figure 2.10. This method allows the through and return loss of the cable to be measured. The cable is disconnected at both ends with effort taken to move the cable as little as possible to reduce mechanical error. A 12 GHz source with a pre-calibrated directional coupler is attached at the waveguide end and a power meter attached at the LLRF rack end. The 12 GHz source is powered and the return and through loss measured by comparing the three measured power levels (forward and reflected at the waveguide side and forward at the LLRF side).

**Figure 2.10: Shows the typical method of calibration of the long RF cables used at Xbox-1.**

The disadvantage of this method is the disconnection and reconnection of the cable at both ends, introducing uncertainties. The ideal solution would require minimum handling of the connectors at either end of the cable. The only non-invasive way to perform the calibration is if directional couplers are incorporated into the system from the start as shown in Figure 2.11. The main disadvantage of this method is that the return loss cannot be measured unless a third directional coupler is added to the line. Although possible, each individual piece of equipment in the line will increase the return loss. Furthermore, for very lossy cables it can be very difficult to find a powerful enough 12 GHz oscillator that can produce a high enough signal to noise ratio in order to perform an accurate measurement using the power meter.
Figure 2.11: **Gives an example of a permanent calibration setup built into the RF line.**

The ultimate calibration is to have the power meter always present in the system to directly measure the high power during operations. Unfortunately, the power meter’s pulse to pulse response is much slower than that of the LLRF system and so is unsuitable for interlocking. This is because the power meter uses equivalent time sampling; a method to increase the perceived sampling rate by building up the pulse shape over multiple pulses. Also, the power meters are expensive, making placing them on every RF channel cost prohibitive.

After the long cables have been characterised, the acquisition part of LLRF system needed to be calibrated. This could have been achieved by injecting a low level signal directly into the device. However, this again requires that the RF line be disconnected such that a source can be attached to inject power. We devised a different calibration procedure that calibrates the whole chain and is closest to the operating arrangement as shown in Figure 2.12.

Figure 2.12: **Shows the "full chain" calibration procedure utilising a kW level TWT.**

This method requires only one disconnection to calibrate the whole chain without the need for may permanently installed directional couplers. The cable is detached at the waveguide side and a 12 GHz source, mechanical phase shifter and TWT inserted. The TWT is needed to emulate the half kilowatt level signals that emanate from the -50 dB
couplers during normal high power operation. The voltage output of the LLRF detectors is measured directly as the phase and amplitude are changed using the mechanical phase shifter and variable attenuator.

![Diagram showing IQ demodulator calibration](image)

**Figure 2.13:** Shows the calibration of the IQ demodulator performed using the TWT calibration method. The I and Q voltages are plotted on the complex plane (left) and the measured angle shown (right).

Figure 2.13 gives an example of one of our calibrations that was performed using the method described in Figure 2.12. Here the IQ demodulators have been calibrated by sweeping the phase over 430 degrees at two different power levels. The data presented show the IQ demodulator’s offset subtracted, but otherwise no other operations have been made. A perfect IQ demodulator should produce a circular plot on the IQ diagram and portray the same phase measurement behaviour at all power levels. The data on the IQ diagram shows clear eccentricity and skew. The phase measurements in Figure 2.13 (right) show a clear offset and a different slope by $>4\sigma$. The offset could be explained by a cross correlation between the attenuation and phase behaviour of the variable attenuator. However, the different slope can only be explained by a change in the behaviour of the IQ demodulators. Over 360° the measurement error is more than 7°. Although undesirable, the main purpose of phase measurements is to determine the position of breakdowns inside the DUT. This requires phase measurement accuracy only on the same order of the typical phase advance per cell used in high gradient structures under test. This typically ranges from 120°-150°.

### 2.4.2 Pulse forming network (PFN) Upgrade

The first iteration with respect to development of the PFN as described in section 2.3.1 contained an 8-bit digital attenuator to control the input power to the device under test. This attenuator adjusted the power in steps of 0.25 dB. Communication to the device was conducted via the CERN network, by writing to a FESA class. This introduced a large latency of 1.2 seconds. The control system used a very simple feedback loop in order to adjust the power level to the desired set point. The attenuator input was in-
increased by steps of 6 codes every 1.2 seconds (due to the latency in the network). Once the structure input power as measured by a log detector reached 75% of the power set point, the output was adjusted up or down by a single 8-bit increment, towards the desired level. However, as shown in Figure 2.14 the granularity of the output power is approximately 0.5 MW. For breakdown rate studies this effect can be significant, due to the strong power law dependence of the breakdown rate vs power [54].

![Figure 2.14: Shows the mean flat-top power into the structure during a breakdown event and the subsequent ramp back to full power. The 8-bit attenuator is used to control the power level.](image1)

We improved the resolution of the output power by replacing the 8-bit digital attenuator with a Hittite voltage tuned attenuator. A control voltage was provided by an arbitrary signal generator with 16-bits of resolution contained in the PXI crate. Both the measurement input (the log detector voltage as measured by a PXI digitiser) and the control output (PXI voltage generator) are contained in the PXI crate so communication between the devices can be fast.

![Figure 2.15: Shows the mean flat-top power into the structure during a structure breakdown event and the subsequent ramp back to full power. The voltage tuned attenuator with 16-bits of resolution is used, along with the new PID control.](image2)
This allowed a new feedback control algorithm to be written, utilising a PID loop which could operate on a pulse to pulse basis at 50 Hz. This produced a smoother ramp in power and a highly stable output power as shown in Figure 2.15.

2.4.3 Pulse Compressor Operation

Due to the pulse compressor’s high intrinsic Q of $10^5$, the cavities' resonant frequencies are very sensitive to geometric variations and are thus tuned using pistons moved by stepper motors. Figure 2.16 shows the mechanical drawing of the pulse compressor as delivered. There were no cooling channels present making temperature stabilisation difficult. Copper cooling blocks were added to improve the thermal stability. However, during high power operation it was found that online tuning was required. RTD probes were added to the exterior walls to monitor the temperature of the cavities. The temperature variation was found to be too small to account for the amount of detuning observed in the RF signals. Furthermore, the detuning direction was found to be inconsistent with the temperature fluctuation. Normally, an increase in temperature would make the cavities expand and thus lower the resonant frequency. The opposite was found to be the case. We explained this anomalous behaviour by considering the design of the piston tuners (Figure 2.16). The piston rods are about 10 cm long and interface to the external stepper motors using vacuum bellows. The piston and rod’s only thermal contact with the rest of the device is made only at the bellows, meaning the rods are not adequately cooled. As the rods heat up and expand the piston head is pushed further into the cavities decreasing its size, thus accounting for the anomalous behaviour.

![Figure 2.16: Shows the mechanical drawing of the XBox-1 pulse compressor. 1. -3 dB coupler. 2. TE10 to TE01 mode converter. 3. TE01 to TE01+TE02 tapered mode converter with coupling iris. 4. Resonant cavities. 5. Pumping ports. 6. Piston tuners.](image)

Accounting for this effect the operator was able to maintain correct tuning of the pulse compressor by making manual adjustments. However, when the system was unmanned any change in the average RF power (such as RF power interruption due to an RF breakdown) caused the pulse compressor to cool and detune.
Figure 2.17: Shows the output power of the pulse compressor incident to the DUT (green) and the external temperature of each pulse compressor cavity (red and blue). The RF power interruption and subsequent cooling causes the pulse compressor to detune.

The effect of detuning is clearly shown in Figure 2.17. After the initial interlock and RF interruption, the power automatically tries to ramp back up. Full power is not achieved due to interlocks caused by high reflected power from the pulse compressor. The detuning is caused by a drop in the cavities’ temperature of only 0.2 °C.

In order to allow 24 hour operation, we developed software to tune the pistons automatically. Both the reflected and output pulse shapes are monitored in order to perform the tuning. The output pulse shape corresponds to the average frequency of the two cavities, while the reflected pulse reacts to the frequency difference between the two cavities.

Figure 2.18: Shows typical, compressed output pulses, with an expanded view of the minimum transmission point for different tuning regimes.

Figure 2.18 shows how the slope of the ‘flat top’ peak and the position of minimum transmission through the pulse compressor change with tuning. (The well-tuned pulse is
slightly rounded due an artefact of the acquisition. The ADC bit-noise is ‘stretched out’ because of the exponential function that is used to linearize the output of the log detector.

The flatness of the pulse and/or the position of minimum transmission is used by the algorithm to choose the tuning direction for the stepper motors. Behaviour can be related back to the theory of section 2.2.3. Figure 2.4 has previously shown voltage and field for one cavity being filled and then emptied with a phase flip of 180 degrees. When two cavities’ outputs are combined on port 4 of the hybrid coupler according to equation (2.42) and illustrated by equation (2.45) then reflected power to the klystron determines tuning differences between the cavities. Interestingly inspection of equation (2.45) shows that tuning differences are not important for flat top pulse operation but rather it is the average tune.

The frequency of the RF in the cavities is necessarily identical to the filling frequency of the klystron. However, the RF in the cavity acquires a phase shift which depends on the difference between the klystron frequency and the cavity’s natural frequency. The amount of power drawn from a cavity after the phase of its input is changed depends on the phase difference between the new input and the phase of the RF in the cavity. Clearly this means that power extracted after a phase change on the input depends on the natural frequency or ‘tune’ of the cavity. The phase change on the input needs a precise value to generate a flat top pulse. The phase change on the input has been predetermined by the computer for perfect operation hence one needs to tune out the phase error for the cavity fill.

In Figure 2.18 over tuned means that the filling phase shift is negative so that that the phase flip is smaller than the desired value of about 90 degrees, while under tuned means that the filling phase shift is positive so that the phase flip is larger than the desired value of 90°. The tuning error can be removed with a very simple algorithm once the shape of the top of the pulse (or the position of minimum transmission) has been observed. For a negative slope or early minimum both motors are tuned up (i.e. into the cavity) and vice versa for a positive slope or late minimum.

![Klystron reflection ratio: Area 1/Area 2](image)

Figure 2.19: Shows a typical reflected pulse from the pulse compressor and the derivation of the klystron reflection ratio.
The two cavities are also tuned separately in order to keep the reflected power low. The energy reflected back to the klystron in the first and second parts of the pulse are measured and divided to obtain a ratio (Figure 2.19). The ratio is related to the sign of the natural frequency mismatch between the two cavities. Also, the use of a ratio as opposed to just measuring reflected energy during the filling of the pulse compressor allows the algorithm to work over a large range of power levels. By tuning the motors separately this ratio can be controlled and kept within safe limits. Table 2.1 summarises the operations performed by our algorithm in order to keep the system tuned.

<table>
<thead>
<tr>
<th>Reflection Ratio</th>
<th>Too High</th>
<th>Too Low</th>
<th>Good</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive/Late minimum</td>
<td>Right Down x2</td>
<td>Left down x2</td>
<td>Both Down</td>
</tr>
<tr>
<td>Flat/good minimum</td>
<td>Left Up</td>
<td>Right Up</td>
<td>Nothing</td>
</tr>
<tr>
<td>Negative/Early minimum</td>
<td>Left Up x2</td>
<td>Right Up x2</td>
<td>Both Up</td>
</tr>
</tbody>
</table>

Table 2.1: Shows the tuning steps taken for all possible output and reflected pulse measurements.

Performing these steps ensures a flat pulse shape and a low reflected power level to the klystron. A flattened pulse is important to keep the peak electric field within the cavity under test low and thus ensure a low breakdown rate. As shown in Figure 2.20 the algorithm is able to successfully tune the pulse compressor from a cold start. It is also able to deal with multiple RF power interruptions caused by breakdown events. The simplicity of the algorithm rendered it robust with respect to the many interlocks that occurred for machine protection purposes.

Figure 2.20: Shows the power level out of the pulse compressor, the cavity temperatures and the tuner’s stepper motor positions after a cold start of the system.

The motor tuning positions have longer time constants than those of the temperatures of the cavity walls. This supports the hypothesis that much of the detuning is caused by the thermal expansion of the tuning pistons, which are expected to have a lower thermal
conductivity and thus transfer their heat energy more slowly. Due to the implementation of the algorithm the test stand can run 24 hours a day and can recover from severe breakdown clusters. The introduction of our control algorithm contributed a huge step in the productivity of the test stand.

2.4.4 Structure Conditioning Algorithm

As described in section 1.6, RF structures need to be conditioned over time by increasing the input power level and pulse width. Usually this operation is performed by a machine operator by looking at the vacuum level or breakdown rate (BDR) inside the structure. However, this approach is open to interpretation and human error. In the worst cases this can result in large increases in power and pulse width, thus increasing the chances of damage or degradation to the structure’s performance. It can also be difficult to perform or agree on a well-defined strategy for conditioning structures. Any quantitate comparison between structures tested at different places and at different times becomes difficult. Some of the problems are shown in the Figure 2.21.

![Figure 2.21](image)

**Figure 2.21:** Shows the input power (green) and accumulated number of breakdowns (black) in a T24 CLIC structure during conditioning at Xbox-1. Power was controlled by the operator.

Figure 2.21 shows some of the processing that was performed at Xbox-1 on a T24 CLIC accelerating structure. It shows 37 million pulses equivalent to 8.5 days of RF on time. The gradient of the black line (accumulated number of breakdowns) is not constant, meaning the BDR is changing. The rate of power increase is sporadic which can have an adverse effect on structure performance. These effects are observed because the test stand was running 24 hours per day but only under operator supervision for 8 hours per day. The operator would change the power level depending on the observed BDR. If the BDR
was very low, such as the period between 11 and 16 million pulses, the power is increased by a large amount to try and induce some breakdown events. This explains the observed staircase pattern in both power level and accumulated number of breakdowns. To address all of these issues we wrote software to automate the process.

The conditioning software uses a two level hierarchy in order to control the power level over both the short and long term. The first software layer controls the power level by responding to the short-term behaviour of the structure, on the order of seconds to minutes. A graphical representation of this is shown in Figure 2.22. The vertical red bar scrolls to the right as time increases. If the red bar gets to the step-up in the blue curve, the power level is increased by the size of the step (in this case 90 kW). The timer is then reset and the red bar starts again from 0 seconds. If the structure is operating near its conditioned limit, the increase in power may trigger a breakdown shortly after. The slope in the blue line is designed to lower the power level if a breakdown occurs shortly after the previous “event”. In the case of Figure 2.22 if the structure was to immediately breakdown after the power increase, 40 kW of power will be removed. The implementation of this algorithm allows a gentle increase in power level by tens of kilowatts every few minutes, instead of the multiple megawatt jumps every few hours/days as shown in Figure 2.21.

![Figure 2.22](image)

**Figure 2.22:** Shows the GUI for the Xbox-1 structure conditioning software.

The second part of the software measures the breakdown rate (BDR) by counting the number of breakdowns that have occurred in the previous 1 million pulses (this value is user configurable if a BDR of less than $10^{-6}$ needs to be measured). If the measured BDR increases above a user defined threshold (“max BDR” as shown in Figure 2.22), the power level can no longer be increased by the software. Subsequent breakdowns will however reduce the power as described previously.
Figure 2.23: Shows the power increase into a T24 CLIC prototype accelerating structure as a function of the number of pulses (green). Also shown in red are the accumulated number of breakdowns.

As shown in Figure 2.23, after the conditioning software is activated the BDR remains constant, i.e. the accumulated number of breakdowns is a straight line. The conditioning software was set to produce a BDR of $7 \times 10^{-5}$, while the calculated result from Figure 2.23 is $7.8 \times 10^{-5}$ for the 3.4 million pulses that the software was active. This is a very good result, considering that the BDR varied by more than two orders of magnitude when the algorithm was not used, such as in Figure 2.21. Use of the conditioning algorithm is now standard practice at all of CERN’s high power test stands and has been very successful in conditioning structures and waveguide networks up to high gradients. The results will be discussed in further detail in later chapters.

2.5 Conclusion

Standalone test stands allow for the testing and verification of various high power RF components, including prototype accelerating structures. They provide a test-bed for development of control and LLRF systems. The design and layout of CERN’s first standalone X-band test stand has been presented. The importance of each component has been outlined and explored, with detailed discussions about state of the art X-band klystrons and pulse compressors explored. The LLRF system including the PFN, RF acquisition and interlock systems have been outlined. Several performance issues have been identified, such as calibration procedures, output power resolution, pulse compressor stability and structure conditioning strategies. Solutions to the problems were found and the relevant software and hardware changes were made.

The upgrades to Xbox-1 have resulted in the test stand running reliably for over a year and the successful testing of two CLIC prototype accelerating structures. Significant
progress has been made in understanding how to commission and run an X-band high power test stand. The lessons learned have been applied to the design of the second, standalone test stand at CERN; Xbox-2. The design and commissioning of Xbox-2 will be discussed in detail in Chapter 3.
Chapter 3

3 Xbox-2

3.1 Increase of testing capacity

Due to the long processing time needed to test high gradient structures and components it is important to expand the available testing capacity. On average, for each test stand only 2-3 high gradient structures can be tested per year, due to the long period that is needed to condition each structure up to the required gradient. The simplest way to increase capacity is to build more standalone test stands. Xbox-2 is the second standalone test stand to be operated at CERN and uses the same 50 MW, XL5 based klystron modulator system used at Xbox-1, KEK and SLAC.

The experience gained during the design stages and operations of Xbox-1 were used when designing Xbox-2. A new control system and several new high power RF components including a new pulse compressor have been designed in order to increase performance and reliability. The new test stand is located outside of CTF-3, allowing the water and electricity to be fully independent of any other machine operations. This will increase the uptime of the test stand and allow it to run through machine shut down periods.

The new test stand has been designed, built and commissioned and has completed testing of a CLIC crab cavity prototype. The test results will be presented in Chapter 5. This chapter will discuss the steps undertaken from the design of the test stand through to the high power commissioning and complete operation of the test stand.

3.2 Xbox-2 general layout

Xbox-2 follows the same fundamental layout as other X-band standalone test stands such as Xbox-1. However unlike Xbox-1, the klystron modulator unit and device under test are placed on the same floor, making the waveguide lengths shorter and the whole test stand more compact. The short waveguide decreases losses, therefore over-moded waveguides are not needed, and the number of high power RF components are reduced.
Figure 3.1: Shows a labelled, 3D drawing of the Xbox-2 test area, used in initial planning.

The compact layout of the test stand as shown in Figure 3.1 allows only a few meters of waveguide to be used. A newly designed control system also greatly reduces the rack space that is needed. The modulator is placed such that the output of the klystron is close to the pulse compressor and the feedthrough in the bunker wall.

### 3.2.1 Klystron/modulator

The klystron and modulator combination is the same as that of Xbox-1. An updated version of the Scandinova K3 is used (Figure 3.2). The updated model has several improvements, including newly designed switching units and a current transformer on the secondary side of the pulse transformer, for more accurate klystron gun current measurements.

Figure 3.2: Shows the front side of the Xbox-2, Scandinova K3 modulator.
3.2.2 Pulse Compressor and Waveguide components

A new pulse compressor has been designed for Xbox-2 in order to improve the reliability and ease of operation. It is a SLED-I type pulse compressor, which can obtain a peak power compression ratio of 3, when compressing the 1.5 $\mu$s klystron pulse to a 250 ns output pulse. The RF design, cold testing and tuning of the device will be explored in further detail in section 3.4.

Figure 3.4: Shows the pulse compressor and surrounding waveguide components.

Figure 3.4 shows the pulse compressor and several of the new waveguide components. New RF gate valves, waveguide vacuum ports, hybrids and directional couplers are used for the first time on the test stand. All of these components were successfully cold tested before installation.
3.2.3 Bunker and Device under Test

The bunker contains the device under test, several waveguide components and the waveguide load. Xbox-2 was initially set up in a commissioning mode; without a structure installed. A U-bend shaped piece of waveguide was installed in place of the structure.

![Bunker and Device under Test](image)

Figure 3.5: Shows the apparatus set up inside the bunker during commissioning.

3.3 LLRF System Development

We designed a new LLRF system for Xbox-2 in order to have greater bandwidth measurements with higher precision than Xbox-1. Due to the successful integration and operation of the PXI system on Xbox-1, it was decided that the LLRF and control system would be completely PXI based.

3.3.1 LLRF System Requirements

The LLRF system has to produce the phase modulated pulse needed by the pulse compressor and to acquire all of the RF signals in the system. Rise times on the order of 10 ns are needed for the LLRF generation, requiring an arbitrary signal generator with 100 MHz of bandwidth. For the acquisition, a high time resolution is desired in order to perform breakdown cell location measurements. A high group velocity structure such as the crab cavity has a cell group delay of less than a nanosecond. Therefore, sample rates of greater than 1 GHz are desired. The reflected power from the structure and reflected power towards the klystron require a robust interlock system, because excessively high reflection over many pulses can result in damage to waveguide components and the klystron’s output window. For this system bandwidth considerations are not as important as reliability and redundancy.
3.3.2 LLRF System PXI Hardware

The generation and acquisition bandwidth requirements set the minimum IFs (intermediate frequencies) that are needed when up and down mixing. In turn this dictates the digitization and signal generation bandwidths and thus the hardware specifications. With the added restriction of using PXI based hardware which is compatible with the FPGA interlocking used on Xbox-1, the range of hardware available on the market is quite small. For digitisation, two cards are available: the NI 5771 and NI 5772. Both utilise the required FPGA interface but have different sample rates and resolutions. The NI 5771 has a sample rate of 3 GS/s and a resolution of 8-bits, while the NI 5772 has a sample rate of 1.6 GS/s and 12-bits of resolution. It was decided to use the NI 5772 due to its high resolution. The NI 5771’s 8-bits of resolution would result in a smaller measurement accuracy and dynamic range. The increased sample rate is not needed as there is no plan to test structures with cell group delays of less than 0.625 ns.

The function of the data acquisition is to accurately determine the amplitude and phase of a 12 GHz signal. Currently, it is not practical to directly sample a 12 GHz signal hence it must be mixed to a much lower frequency where direct sampling is possible with commercial hardware. Mixing preserves amplitude and phase. The frequency to which we mix is the IF.

The ADC in the NI 5772 has an analogue bandwidth of 800 MHz. We note that with this bandwidth one can still just time resolve rising/falling edges separated by 0.625 ns by virtue of the fact that filtering at this bandwidth does not completely remove features at the associated timescale. The IF needs to be below 800 MHz to avoid aliasing of the acquired signal; it also needs to be high so that it resolves fast changes. In order to see all features in the available 800 MHz bandwidth admitted by the ADC, one has to choose an IF of 400 MHz. The digitisers used, sample at a frequency of 1.6 GS/s resulting in 4-times oversampling. Digital sampling gives instantaneous voltages rather than amplitude and phase. It is natural to process these acquired voltages using the in-phase $I$ and quadrature $Q$ components. One defines $I$ and $Q$ components and relates them to the measured voltage $V_m$, amplitude $A$ and phase $\varphi$ using the equation:

$$V_m(t) = A \cos(\omega t + n\varphi) = \text{Re}((I + jQ)e^{j\omega t})$$  \hspace{1cm} (3.1)

The signal is sampled at times $t_n = \frac{n\varphi}{\omega}$ where $n = 0,1,2...$ and $\varphi$ is the phase angle between samples, hence

$$V_m(t_n) = \text{Re}((I + jQ)e^{jn\varphi})$$  \hspace{1cm} (3.2)

For this case where the sample rate is 1.6 GHz and the sampled frequency is 400 MHz, $\varphi$ is 90 degrees. An angle of 90 degrees presents a special case where for equation (3.2), the samples read out as $I$, -$Q$, -$I$ and $Q$, in a cyclical fashion. This means that no trigonometry needs to be conducted by the algorithm and it can be performed with very little computing power. This operation is ideally suited to being conducted on an FPGA.
Within the PXI crate we have both digitizers for data acquisition and digitizers for signal generation. These run at different sampling rates. For the RF signal generation part, the only card available on the market at the time of planning for Xbox-2 (end of 2012) was the NI PXIe-5673E. It is a RF vector signal generator with more than 100 MHz of bandwidth and can generate at carrier frequencies from 85 MHz up to 6.6 GHz. Although the carrier frequency is lower than the 12 GHz required for the test stands there are several different strategies for externally increasing the frequency (such as frequency multipliers and mixers.) The NI PXIe-5673E consists of three separate devices that work together in order to produce an arbitrary RF pulse. The central component is the NI PXIe-5611, which is the IQ modulator itself. This contains a 90-degree splitter, two mixers and an in phase combiner. The mixers’ local oscillator inputs are driven by the NI PXIe-5652 RF generator module through the inbuilt 90 degree hybrid. The IF inputs of each mixer are driven by a separate channel of the NI PXIe-5450 200MS/s arbitrary signal generator. This card produces the 100 MHz bandwidth I and Q signals. Finally the up mixed I and Q signals are combined in phase and outputted by the device. A schematic diagram of this process is shown in Figure 3.6.

![Figure 3.6: Shows a simple schematic drawing of the NI PXIe-5673E RF vector signal generator.](image)

### 3.3.3 LLRF Up-conversion Hardware

Up-conversion is required for signal generation as the maximum frequency of the NI PXIe-5673E is 6.6 GHz. One way of up converting the I and Q signals produced by the NI PXIe-5450 200MS/s arbitrary signal generator to 12 GHz would be use an external IQ modulator that is capable of up converting using a 12 GHz local oscillator. For usability we wanted to use the whole of the PXI-5673E framework. Initially, in order to have the possibility of using alternative local oscillators and PLLs available at the CTF3 facility we fixed the local oscillator frequency of the NI PXIe-5652 at 3 GHz. (Note that Figure 3.6 relates to the final configuration at 2.4 GHz not the initial configuration.) The plan was then to use ×4 frequency multipliers to increase the frequency of the output of the PXI-5673E to 12 GHz.

45
Figure 3.7: Shows the original, proposed RF generation scheme for Xbox-2.

Figure 3.7 shows how frequency multipliers along with the PXI based RF signal generation can be used in order to produce 12 GHz reference and modulated signals. A market survey was conducted in order to find suitable multipliers and band pass filters (BPFs). The Marki Microwave FB1215 band pass filter and AQA-1933K frequency multiplier were purchased. The BPF has a 2 GHz pass-band centred at 12.15 GHz and a -38 dB rejection at 9 GHz. The multiplier contains an inbuilt amplifier giving an output power of 12 dBm with a nominal input power range of 2-5 dBm. The PXI vector modulator is capable of outputting up to 10 dBm, meaning no extra amplification stages are needed. Some initial tests were conducted with this setup and showed promising results; the multipliers worked as expected and the harmonics were below -60 dBc as a consequence of the multiplier’ inbuilt suppression and use of the BPFs.

However, it was decided that this scheme would be unsuitable for normal test stand operation due to the low dynamic range of the multipliers. Although the PXI vector modulator can provide a dynamic range of 50 dB, the multiplier’s input range is limited to just 2-5 dBm. It was originally supposed that during day to day operation the klystron voltage could be varied in order to control the power level. Experience of operating Xbox-1 showed that the modulator is unable to keep the pulse shape stable enough for reliable pulse compression when the voltage is varied by a large amount. A second issue is that the multipliers will quadruple the phase input, hence the input phase needs to be divided by four and the overall resolution is reduced by the same factor. For these reasons we redesigned the system using the same components which had previously been tested and calibrated.

For the new design, a mixer based up conversion scheme is used. Mixers are preferred because they have a much greater dynamic range than the multipliers and they preserve the phase without any multiplying factor. The diodes used in mixers are switched by the local oscillator signal, which is kept at a constant and high power level. The signal of interest is added on top and can vary in power without affecting the operation of the device. This is not true for the multiplier as its diodes need to get driven into compression by the signal of interest. If the signal voltage drops, compression is not achieved and the 4th order harmonic disappears.
In order to reuse the ×4 multipliers and filters we devised the schematic shown in Figure 3.8. In this format additional components were required. One was a Marki Microwave FB-0955 band pass filter with a centre frequency of 9.55 GHz and -40 dB rejection at 7.2 GHz. The others were a pair of Marki Microwave ML-0616LC mixers with LO and RF frequency ranges of 6-16 GHz and an IF response from DC-4 GHz.

The base frequency was moved from 3 GHz to 2.4 GHz, times four multiplication, plus itself then gives 12 GHz. The 2.4 GHz oscillator signal is split into three. The up conversion happens in two stages. Firstly, a 9.6 GHz local oscillator signal is produced using a frequency quadrupler acting on one of the 2.4 GHz signals. This 9.6 GHz signal is split. The first of the 9.6 GHz outputs is mixed with another CW, 2.4 GHz signal to produce a CW 12 GHz reference. The second 9.6 GHz output is mixed with the PXI’s vector modulated signal to produce the modulated 12 GHz signal. The 12 GHz BPFs filter out the unwanted 7.2 GHz signal produced by the mixers. This scheme allows the PXI vector modulator to utilise its full 50 dB of dynamic range and to have a 1:1 phase relationship from input to output, due to the nature of heterodyne up conversion.

3.3.4 LLRF Down-conversion Hardware

For the acquisition an IF of 400 MHz is required. A simple heterodyne down converter is used to convert the 12 GHz signal to 400 MHz as shown in Figure 3.9. An 11.6 GHz signal is created from an Anritsu MG3692C signal generator running at 2.9 GHz which is fed into a frequency quadrupler. The generator is locked to the same 10 MHz master os-
cillator as the 2.4 GHz oscillator used in the PXI generator scheme as shown in Figure 3.10 showing the complete LLRF scheme. A Marki Microwave FB1215 BPF is used to suppress the unwanted harmonics. Four channels of acquisition are shown, but more can be added by increasing the number of splitters and increasing the size of the amplifier. Each Mixer needs between 7 and 10 dBm of power into the local oscillator (LO) port in order to operate. An A-INFO 4-way Wilkinson splitter with through loss of 7 dB is used to split the signals, meaning 17 dBm of power is needed at the output of the amplifier. To future proof the design by allowing more channels to be added an amplifier with at least 21 dBm of power is required. The Mini-Circuits ZVA-183+ amplifier was purchased which has an output 1 dB compression point of 24 dBm at 12 GHz. Fixed attenuators were used to limit the power level to acceptable levels. Marki Microwave ML-0616LC mixers are used for the conversion down to 400 MHz. Mini-Circuits VLFX-400 low pass filters are used to filter out the 12.4 GHz component, which have a -3 dB cut off at 550 MHz and 55 dB rejection at 12.4 GHz. Mini-Circuits ZJL-4HG+ are used for the IF amplifiers which have 17 dB of gain and an output power at 1 dB compression of 16 dBm.

![Figure 3.10: Shows the complete LLRF schematic and test setup created for Xbox-2.](image)

### 3.3.5 LLRF system Tests

Some initial tests were conducted on both the up and down conversion systems in order to evaluate the performance of all the components. A modulated pulse was produced by the up-mixing stage and the PXI vector modulator. The modulated pulse and the reference signal were fed into the acquisition/down mixing section to test the whole system as shown in Figure 3.10.
Figure 3.11: Shows the signals acquired by the 5772 ADCs on the PXI crate. Left: raw waveform of the reference signal. Right: raw waveform of the modulated signal.

The signals in Figure 3.11 have a beating effect present due to the fact that the PXI signal generator (running at 2.4 GHz) was unable to frequency lock to the 10 MHz master clock. The PXI’s signal generator uses direct digital synthesis (DDS) to produce the output waveform. The digital (or quantised) nature of the generation scheme means that the frequency granularity can be quite high (up to a few 100 kHz). To remedy this problem the PXI signal generator was replaced by a VCO based external generator that is able to perform a continuous lock.

A consequence of the mismatch in frequencies is that the FPGA demodulation method described in section 3.3.2 cannot be used, because the angle between each sample is no longer exactly 90 degrees. However, the IQ demodulation can still be performed in software by using the acquired reference signal as a virtual LO. This works because the reference and modulated signals beat together (as they were both derived from the same oscillator.)

Figure 3.12: A visual representation of the IQ software demodulation.

Figure 3.12 shows the operations that were undertaken in software in order to obtain the I and Q components. To obtain the in-phase component, the modulated signal is multiplied by the reference signal on a sample by sample basis and then passed through a digital FIR LPF filter to suppress the 800 MHz component. To get the quadrature component the reference signal is inverted and delayed by one sample (i.e. shifted by 90 degrees). From equation (3.1) amplitude and phase are determined by the following relations:

\[ A = \sqrt{I^2 + Q^2}, \quad \varphi = \tan^{-1}\left(\frac{Q}{I}\right) \]  

(3.3)

Figure 3.13 shows the resulting amplitude and phase plots after the software operations described in Figure 3.12 and equation (3.3) have been applied.
The pulse and phase program used in the test had a flat amplitude profile, a phase jump of 90 degrees after 1.25 µs followed by a parabolic phase ramp to 180 degrees. This pulse shape was chosen because it is close to that needed to generate a flat output pulse from a pulse compressor (as described in section 2.2.3.) Figure 3.13 shows the measured output. The measured power shows a square pulse, but displays some transient behaviour at the start and at the 90 degree phase flip region. This is most likely due to higher order frequencies being mixed down to 400 MHz along with the 12 GHz signal of interest. Ignoring phase outside the pulse where it is not defined, the phase profile is very smooth and reproduces the desired curve. This is confirmation that the various mixing stages do not distort the phase of the vector generated signal.

The overall accuracy of the phase and amplitude measurements was 0.9 ° and 0.4 %. The bit noise on the ADCs which have an effective number of bits (ENOB) of 9.5 limits the resolution to only 0.14 %. The resolution of the IQ generator is 16-bits (as opposed to 12-bit for the sampling ADCs), so these should not be a limiting factor. Both the reference and signal measurement ADCs have been driven only to about half of their input voltage. This can explain the factor 4 between expected and achieved accuracy. After the successful tests the components were arranged onto a shelf for placement into a standard 19” chassis. A photograph of the shelf with all of the components fitted is shown in Figure 3.14.
Figure 3.14 shows the mechanical layout of the Xbox-2 LLRF system.

After assembly of the mixing shelf it was tested using a spectrum analyser. The beating problem observed in the previous test was solved by replacing the PXI oscillator with a Rohde and Schwarz SMA100A signal generator. An initial test was conducted by injecting 0 dBm, 12 GHz, CW signals into the RF input channels in the down conversion section. The 400 MHz IF signals were checked with a HP8562E spectrum analyser for unwanted spurs. A -20 dBc 612 MHz spur was seen, but by swapping the order of the 400 MHz low pass filters and IF amplifiers this spur was reduced to below -70 dBc.

The second test checked for spurs at various different positions throughout the network. The PXI vector modulator was bypassed such that only CW signals were present. The signals were measured in order to check their harmonic content. The harmonic spurs were measured at the following positions in order to dictate the performance of the multipliers, amplifiers and filters:

a) The 11.6 GHz LO input to the down-mixers.

b) The 9.6 GHz local oscillator signal into the up mixers.

c) The 12 GHz reference/modulated output signal.

The following tables show the results of each of these 3 tests:

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>2.9</th>
<th>5.8</th>
<th>8.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spur Level (dBc)</td>
<td>-67.5</td>
<td>-85.0</td>
<td>-58.0</td>
</tr>
</tbody>
</table>

*Table 3.1 shows the signal spurs measured on the 11.6 GHz LO input to the down-mixers.*

Table 3.1 shows that the highest spur present on the 11.6 GHz local oscillator signal is at a frequency of 8.7 GHz and has amplitude of -58 dBc. When mixed with the incoming 12 GHz signals this spur will create 3.3 GHz and 20.7 GHz signals, which will be filtered out by the 400 MHz low pass filters.
Table 3.2 shows the signal spurs at the 9.6 GHz local oscillator signal into the up mixers.

Table 3.2 shows the spectral content of the 9.6 GHz LO signal used in the up conversion process. Although both the 2.4 GHz and 4.8 GHz spurs are quite high (about -45 dBc) they will create mixing products at frequencies up to 7.2 GHz when mixed with the 2.4 GHz LO which will be filtered out by the 12 GHz BPFs. However, these frequencies can mix to 12 GHz if third order terms are considered. By driving the mixer at least 10dBm below its third order intercept point, (which is 12dBm for these mixers) unwanted mixing products should be adequately suppressed.

Table 3.3 shows the spectral content of the 12 GHz signal produced when mixing the 2.4 GHz local oscillator with the 9.6 GHz signal LO. The output has spurs at 9.6 GHz, 7.2 GHz and 4.8 GHz, with amplitudes of -55 dBc, -61.5 dBc and -85 dBc respectively. These spurs are quite small and shouldn’t affect the operation of the klystron, however the addition of a second filter is recommended to produce an ultra-clean signal.

A further test was conducted in order to measure the isolation between the four neighbouring channels on the down conversion section of the board. 12 GHz signals with a power level of 0 dBm were injected into one input at a time and the power level at all IF outputs were measured. In this way an S-parameter matrix was constructed to show the isolation between all ports.

Table 3.4 shows the isolation between all ports of the down conversion system. All stated values are in dB.
The isolation between ports is typically better than 60 dB, with the exception of the port 1-2 isolation. 51 dB is still an adequate value for the isolation as for most measurements the isolation has to be better than the typical reflection from a waveguide component, or the directivity of the directional couplers used in the experiment (typically 30 dB). The isolation between the modulated and reference 12 GHz signals was found to be 42 dB. Although higher than the previous values it also falls to within an acceptable value.

The final test to be carried out was to measure the phase noise contribution of the LLRF system. The HP8562E spectrum analyser connected via GPIB to a PC running the KE5FX phase measurement utility software was used for the measurements. Figure 3.15 shows the results.

![Figure 3.15: Shows the phase noise spectral density measured at 6 different locations.](image)

The biggest contributors to the phase noise in this system are expected to be the local oscillators and frequency quadruplers. For this reason the two LO sources were measured along with the 12 GHz reference signal and the 400 MHz IF outputs. The HP8562E spectrum analyser has a 300 MHz reference output for calibration and testing. This signal was connected to the input of the spectrum analyser to perform a self-calibration and to check the noise floor of the phase noise measurements. All of the measured signals are above the noise floor within 1 MHz of the carrier. Both the Anritsu and Rohde & Schwarz generators follow almost the same pattern, but the Anritsu has noticeable spurs at 370 kHz and 560 kHz. These spurs are transferred through the down mixers onto the 400 MHz signals. Both the 12 GHz and 400 MHz sit 10-15 dB above the local oscillators due to the action of the frequency quadruplers. This is expected because the multipliers multiply phase variations including phase noise by a factor of 4, which causes a 12 dB increase in the noise.
The total RMS phase noise that can be expected at each stage can be calculated by integrating the noise spectral density according to the following relation:

$$N_{\text{rms}} = \sqrt{2 \int_{f_0}^{2f_{\text{IF}}} S_\phi(f) \, df}$$  \hspace{1cm} (3.4)

Where $N_{\text{rms}}$ is the RMS phase noise in radians, $f_0$ is the starting frequency for the integration, $f_{\text{IF}}$ is the IF frequency (in this case 400 MHz) and $S_\phi(f)$ is the noise spectral density as a function of frequency $f$. Since the measurement was conducted only up to 10 MHz from the carrier, in order to integrate out to 800 MHz the value of the noise spectral density at 10 MHz will be used for all frequencies up to 800 MHz. This assumption is valid if the oscillator has reached its noise floor above 10 MHz from the carrier. The integration was performed from a starting frequency of $f_0 = 10$ Hz. This is of the same order of the pulse repetition rate and so relates to the pulse to pulse phase jitter integrated over a few pulses.

<table>
<thead>
<tr>
<th>Measurement point/device</th>
<th>Frequency (Hz)</th>
<th>Jitter (deg)</th>
<th>Jitter (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP Noise Floor</td>
<td>3.0E+08</td>
<td>0.95</td>
<td>8.79</td>
</tr>
<tr>
<td>R&amp;S Generator</td>
<td>2.4E+09</td>
<td>0.55</td>
<td>0.63</td>
</tr>
<tr>
<td>12 GHz Output</td>
<td>1.2E+10</td>
<td>1.95</td>
<td>0.45</td>
</tr>
<tr>
<td>Anritsu Generator</td>
<td>2.9E+09</td>
<td>0.40</td>
<td>0.38</td>
</tr>
<tr>
<td>400 MHz IF Ch1</td>
<td>4.0E+08</td>
<td>2.43</td>
<td>16.89</td>
</tr>
<tr>
<td>400 MHz IF Ch4</td>
<td>4.0E+08</td>
<td>1.68</td>
<td>11.64</td>
</tr>
</tbody>
</table>

**Table 3.5:** Shows the RMS phase jitter in degrees and picoseconds for each device.

The results shown in Table 3.5 show that the typical RMS pulse to pulse phase jitter measured at the IF output is about 2 degrees. The phase jitter (in degrees) of the 12 GHz output should theoretically be at least four times greater than the jitter produced by the 2.4 GHz R&S generator. This is because the frequency quadrupler should multiply the phase noise by four and the amplifiers in the chain may also add a small phase noise contribution. The actual ratio of 3.5 agrees with theory to within 15% giving an idea of the inaccuracies associated with the measurement. The approximate 45% difference between the two 400 MHz channels is also unexpected. Figure 3.15 shows that the noise spectral density curves of these signals follow each other very closely at frequencies above 1 kHz.
from the carrier. However, at lower frequencies the measurements become more sporadic contributing to the difference in measurement. This is the case for all of the acquired signals and could explain other discrepancies.

A direct phase noise measurement in the time domain can be completed for comparison with the noise spectral density measurements. The IQ demodulation using the PXI crate can measure both the intra-pulse and pulse to pulse phase jitter directly.

A direct phase noise measurement in the time domain can be completed for comparison with the noise spectral density measurements. The IQ demodulation using the PXI crate can measure both the intra-pulse and pulse to pulse phase jitter directly.

Figure 3.16: Shows the phase and amplitude acquired by the LLRF and PXI system. Various methods are used for the demodulation and are plotted in different colours.

Figure 3.16 shows the phase and amplitude of the down-mixed test and reference signals. The test signal has been demodulated via two different methods. The first uses FPGA demodulation as described in Section 3.3.2, while the second uses the software based demodulation described in Figure 3.12 (by mixing with the acquired reference signal). The reference signal has also itself been demodulated using the FPGA. By doing this two different measurements can be made. The software based demodulation will measure the phase noise between two adjacent channels: the one used to acquire the test signal and the other used to acquire the reference signal. This same measurement can also be performed by subtracting the phases of FPGA modulated test and reference signals. The second measurement which uses only the FPGA test signal will measure the jitter of the signal against the FPGA’s clock which is in turn locked to the master 10 MHz distribution. The second measurement should directly compare to that of the noise spectral density method (because the spectrum analyser used, measured phase variations against the master 10 MHz distribution.)

The RMS pulse to pulse phase jitter is measured by taking the average phase of the signal (or phase the difference between two adjacent signals) in a 300 ns span for each pulse. The values where sent to a circular buffer which stored 50 pulses (or one second’s) worth of data. The RMS of this array was then calculated. The results show that there was approximately 0.24 degrees of pulse to phase jitter between adjacent channels. This result was the same to within 1 % for both the software and FPGA demodulation methods. For real world measurements at the test stands (such as breakdown location meas-
urements) this is the result that plays the biggest role. Phase measurements that are conducted will almost always compare the phase between two signals (such as the incident and reflected pulses from the DUT in the breakdown location case).

The phase noise measurement conducted with respect to the FPGA’s clock and thus the 10 MHz reference gave a result of 1.6 degrees, which agrees with the lower of the two measures made on the IF channel using the spectrum analyser. This result was achieved by averaging over 300 ns effectively applying a 3.3 MHz low pass filter to the noise spectral density plot. However, more than 90% of the noise energy lies below this frequency so this should not have a large effect on the final result.

The extensive tests that have been conducted show that the LLRF system, vector signal generation and IQ demodulation scheme should perform as planned. All stages of the system have been characterised individually, in tandem and meet the requirements.

3.3.6 RF Interlock Detection

For robust interlock detection it was decided that logarithmic detectors, such as those used on Xbox-1 would be used. This is because Xbox-1’s log detectors have a proven track record of being able to detect high reflections and successfully interlock the system. However, some improvements to the log detector design were envisioned for Xbox-2 including; better EMF shielding, improved baseband amplifiers, low noise power supplies and inbuilt voltage threshold detection.

The log detectors used are the Hittite HMC662LP3E and have an input bandwidth from 8-30 GHz and a Dynamic range of 54 dB. The log detectors are sensitive to signals down to -50 dBm so the use of adequate shielding is important. The rise and fall times are 5 ns and 10 ns respectively. The log detector runs off a single rail supply of 3.3 V and draws a current of 80 mA and has an output response of 13.3 mV/dB. The output voltage varies from 0.9-1.8 V over the full range (there is some saturation above 0 dBm.)

The NI 5761 DC coupled ADC will be used to sample the log detector output. It has 50 ohm coupling with a 1.23 V peak to peak input centred at 0 V. This means external circuitry is needed to re-level the signals from the log detector output to the ADC input. An offset of -1.35 V is needed with a gain of 0.73 in order to perform the correct levelling.
Figure 3.17: Shows a schematic of the first amplification stage for the log detector system.

The amplification and levelling is performed in two stages. The first stage is shown in Figure 3.17; an inverting operational amplifier with a gain of 2 is used to change the voltage range from 0.9-1.8 V to -3.6 to -1.8 V. A second inverting amplifier (Figure 3.18) is then used to add an offset by pulling the non-inverting input to 2.7 V (half way between -3.6 V and -1.8 V). The gain of this amplifier is 0.68 and so the output has a peak to peak voltage of 1.224 V centred at 0 V, which matches very well with the ADC’s required input.

Figure 3.18: Shows the second stage of amplification for the log detector system.

In addition to the levelling of the signal, some external electronics are needed to perform threshold detection. For this purpose a Linear technology LT1016 comparator was used which has a response time of 10 ns. As shown in Figure 3.19, it has a latch enable input which allows the interlock signal to stay active until it is reset. The interlock signal is sent to three different devices: the first is to an external output for direct connection to the Xbox-2 interlock system. The second is to the front panel LED of the log detector crate and the third is to a multi-vibrator, which will not allow the interlock to be reset until 2 seconds have passed, for extra safety. The system was designed such that the interlock signal can be reset manually with a push button or automatically by the control system through a TTL input.
3.3.7 RF Distribution and Layout

The RF detection scheme has been outlined but the signals must be distributed to the various LLRF systems. The first step is to sample the RF from the vacuum system using directional couplers. The directional couplers used in Xbox-2 are a new design, designed at CERN and manufactured at VDL [55]. They have -60 dB coupling, with the ceramic windows located directly above the coupling slots. The couplers are bi-directional i.e. they do not have a terminated port. While this saves on cost/component count it means the isolation between the forward and reflected signals can be very low if the return loss of the cables is high. The coupling interfaces are standard WR90 flanges allowing off the shelf components to be used. Isolators were purchased in order to circumvent the isolation problem. The isolators were tested with a VNA and found to have isolation of better than 28 dB. -40 dB couplers were also added to increase the total attenuation to 100 dB. This allows power meters to be connected directly to the system such that cable calibrations can be cross checked.

Figure 3.20: Shows the directional couplers in-situ at the Xbox-2 bunker.
In order for the signals to be launched into the coax cables WR90 to n-type adaptors are used. Two types of coaxial cable are used; the standard CERN type and Megaphase Killer Bee™ cables. The standard CERN cables are relatively cheap but suffer from the calibration problems discussed in section 2.4.1. The Killer Bee™ cables however are pre-fabricated such that their connectors are very stable when undergoing movement and/or disconnection and reconnection. The cables themselves have been designed to have large phase and insertion loss stabilities. Flexing the cables results in less than 1 degree phase shift and 0.01 dB of insertion loss at 12 GHz and their temperature stability is 0.1 ppm at 25 ºC. Although the cost of the cables is 50 times more than the standard cable, the reduced man hours needed for calibration should compensate for the extra cost. The cables are used for the klystron output signal and those which are important for the device under test (i.e. DUT incident, reflected and transmitted signals). The standard CERN cables are used for the reflected to klystron and reflected from load signals. The absolute calibration is less important because the main purpose of these signals is machine protection and not precision measurements.

All of the RF cables terminate at the LLRF and control rack, positioned near the operator’s desk (Figure 3.1). Inside the rack, the signals are passed through 12 GHz band pass filters in order to filter out higher order harmonics generated in the TWT or klystron. After, the signals are attenuated as not to saturate any of the RF detectors. The signals are split into four such that each signal can be directed to different LLRF systems as desired, as shown in Figure 3.21. Any unused outputs of the splitter are terminated into 50 ohms.

**Figure 3.21:** shows a schematic of the RF signal distribution inside the LLRF rack.

One of the signal paths is sent to an ETL systems 23166-S5S5, 8:1, RF multiplexer. This contains high quality RF relays for signal switching and can be controlled via Ethernet or serial connection. It will be used in conjunction with a Rohde & Schwarz NRP-ZS1 power sensor and NRP-2 base unit, also controlled over Ethernet connection. In this way any signal in the test stand can be switched into the power head and its calibrated power level found. The switch unit and power meter are on the same Ethernet network as the PXI, such that the power levels for each channel can be read directly by the control system (Figure 3.22).
Figure 3.22: Shows a schematic of the power calibration method that will be used.

All of the LLRF crates and the PXI crate were installed into a thermally insulated rack, with a water cooled chiller unit installed. This was to keep the temperature levels constant because much of the electronics used in the LLRF systems are temperature sensitive. The chiller unit was connected to the 10 °C water circuit at the PS complex at CERN.

Figure 3.23: Shows a front and back view of the LLRF/controls rack at Xbox-2.

As shown in Figure 3.23 the RF cables enter the rack from the top, thus the RF distribution crate containing the 4-way RF splitters is placed at the top. Killer Bee™ cables are used to distribute the signals to the different LLRF systems. Typically (and on Xbox-1) semi-rigid cables are used, but we have found that the connectors can be very fragile and have had to replace/repair many of them on Xbox-1. The RF multiplexer is placed underneath the distribution crate, with the log detectors and down mixing crates underneath. There are two spaces left for passing cables from the front to the back of the rack. The higher of the cable pass-throughs acts as a shelf containing the power sensor, RF
multiplexer and an Ethernet switch. This forms a network which interfaces the power meter controller, RF multiplexer, modulator control system, the operator PC and the PXI crate.

Below the PXI crate is the timing and trigger interface crate, which contains logic levelling circuitry and EMF protection. This crate is discussed in further detail on section 3.6.3. The chiller unit sits at the base of the rack and blows cool air upwards at the front and receives the warm air at the back to form a circulating current of air around the rack.

3.4 New SLED-I Pulse Compressor

As described in section 3.2.2, a new pulse compressor has been designed for use at Xbox-2. It is a type SLED-I pulse compressor, similar to that used in Xbox-1. The main differences are that is uses a different RF mode in the storage cavities, has no on-line mechanical tuners and has a much more compact design.

3.4.1 SLED-I RF design

There are two main features that allow the new SLED to be compact. The first is the design of the storage cavities which use an adiabatic taper at each end to ensure that unwanted modes are not produced. This allows a pure TE01 like mode to exist in the cavity, which simplifies the task of the mode converters. The second are the mode converters themselves; which are the very compact type used in the waveguide network at Xbox-1 (as described in Figure 2.6).

![Figure 3.24](image)

**Figure 3.24:** Shows the electric field pattern inside of the storage cavity of the new SLED I [56].

Figure 3.24 shows how the adiabatic tapers at each end of the cavity reduce the radius such that the TE02 and TE03 modes are below the cut-off frequency. Simulations show that the couplings to the TE02 and TE03 modes at the operating frequency are -60 dB and -69 dB respectively. The simulated intrinsic Q factor of the cavity is $1.78 \times 10^6$ with a coupling factor of 5.85.

In order to reduce costs it was decided that ultra-precise machining would not be used and the cavities would be fabricated at the CERN workshop. Due to the increased manufacturing error the cavity will need to be mechanically tuned to the correct frequency. To reduce complexity a fixed piston tuning method was designed as shown in Figure 3.25.
The end of the cavity is a removable copper plate that can be machined on its inside face to increase the cavity volume, or machined on the outer edge in order to decrease the cavity volume.

![Diagram showing coarse and fine tuning](image)

**Figure 3.25:** Shows the tuning piston and the mechanical action needed to increase or reduce the frequency.

The coarse tuning will impart a frequency variation of 20 MHz/mm, while the fine frequency tuning of the chamfer is 1.1 MHz/mm.

### 3.4.2 Pulse Compressor Tuning

In order to establish the amount of tuning needed the cavities’ frequencies need to be accurately measured. After the cavities had been fabricated and delivered to the lab, a Rohde and Schwarz ZVA24 VNA was connected to each cavity in order to measure their S-parameters as a function of frequency. The S-parameters are the elements of the scattering matrix which relate the incoming wave(s) incident on an N-port system to the output wave(s). Since the cavities are one port devices there is only one S-parameter (S11) which is also defined as the return loss or reflection coefficient.

The VNA was calibrated using a standard WR90 waveguide calibration kit, using the through, reflect, line (TRL) technique [57]. The standard WR90 flange is not compatible with SLAC type the vacuum flange used on the pulse compressor, so adaptors were used. These adaptors have been characterised and have a through loss of less than 0.05 dB. In order to stabilise the temperatures of the cavities they were connected via their water circuit to SMC, HRS024-AF-20 chiller units, which were able to stabilise the water temperature to within 0.1 °C. The same chiller can be used for high power operation because it has a cooling capacity of 2.1 kW, which is more power than will be dissipated in the pulse compressor under load.

The mode of operation should have a coupling of -3 dB, i.e. about 0.71 and show a full 360 ° phase rotation. The design frequency of the cavities is 11.9942 GHz at 30 °C under vacuum. This translates to approximately 11.9977 GHz in air (the frequency scales with the square root of relative permittivity, which is 1.00059 for air [58]).
Figure 3.26: Shows the phase (top) and amplitude (bottom) of the return loss of each cavity at different water temperatures. Cavity 1 is shown in blue and red for 30 and 40 degrees Celsius and cavity two is shown in green and purple for 19.2 and 30 degrees Celsius.

As shown in Figure 3.26, the operating modes in cavities 1 and 2 have frequencies of 11.9712 GHz and 11.9674 GHz respectively. Also present is a mode about 4 MHz below the operating mode that was not seen in simulation. Its coupling is smaller and its phase behaviour is very different from the main mode, with less than 10° of phase rotation. It could be a result of a cavity being formed by the coupling iris and the mode converter. The cavities’ frequencies were equalised at 11.9693 GHz by changing the water temperatures of cavities 1 and 2 to 40 °C and 19.2 °C respectively. However, frequency shifts of +26.5 MHz and +30.3 MHz are needed in order for both cavities to get to the operating frequency at 30 °C. This would require removing of 1.325 mm and 1.515 mm of copper from the outside edge of each tuning piston.

In order to justify simulation it was decided that the cavities should be tuned iteratively. The first tuning stage would machine cavities 1 and 2 by 0.8 mm and 0.99 mm respectively, in order to equalise the cavities’ frequencies at 11.9872 GHz. After the pistons were machined they were installed onto the cavities, which were attached to the -3 dB hybrid such that the whole pulse compressor could be tested.
Figure 3.27: Shows the reflection (blue) and transmission (red) coefficients of the pulse compressor after the first machining operation.

As shown in Figure 3.27 the average frequency of the cavities after machining was 11.98713 GHz, just 70 kHz below the expected value. The reflection coefficient shows the difference in frequency between the cavities. At the new frequency the reflection coefficient is 0.0373 or -28.57 dB, showing that the cavity frequencies are similar. With the simulation successfully verified the cavities were tuned by a further 10.57 MHz. Machining was performed in two steps: a second machining of the outer edge of the piston and fine tuning using the chamfered edge.

The pulse compressor was re-assembled and made to be vacuum tight. Vacuum rough pumping was performed to remove most of the air (but not to achieve ultra-high vacuum conditions) and the S-parameter measurements were repeated. Two measurements were taken: one with the cavity fully tuned and the other with the cavity plungers pushed into the cavity to detune it.

Figure 3.28: Shows the transmission (S12) and reflection (S11) coefficients for the tuned and detuned pulse compressor under vacuum.
The reflection across the whole range of frequencies is below -20 dB (or 0.1 in magnitude as $S_{11}(dB) = 20 \log(|S_{11}|)$) which is acceptable for the high power operation. Because of the 3 dB hybrid the measured transmission ($S_{12}$) in Figure 3.28, is actually an averaged sum of the reflection coefficient ($S_{11}$) of the pulse compressor cavities. The cavities' coupling factor and Q-values can therefore be inferred from the S-parameter measurements. The loaded-Q value $Q_L$ is given as:

$$Q_L = \frac{f_o}{\Delta f}$$  \hspace{1cm} (3.5)

where $\Delta f$ is the width of the resonance at half power and $f_o$ is the resonant frequency. The coupling factor for an over coupled cavity (as all useful pulse compressors are) can be found using:

$$\beta = \frac{1 + S_{11}}{1 - S_{11}}$$  \hspace{1cm} (3.6)

The intrinsic Q-factor is then $Q_0 = Q_L (1 + \beta)$. From the data in Figure 3.28 the coupling factor is therefore 5.85, the loaded Q factor is $3 \times 10^4$ and the intrinsic Q factor $2.05 \times 10^5$. The pulse compressor performs better than designed. The de-tuning plungers increase the mode frequency by nearly 28 MHz. If rise times are kept above 6.25 ns (i.e. a bandwidth of 56 MHz), then the pulse compressor will be transparent to the incoming RF pulse. The S-parameters can be used to simulate the output pulse shape. The pulse compressor’s input pulse as shown in Figure 3.29 can be Fourier transformed into the frequency domain.

![Figure 3.29](image)

*Figure 3.29: Shows a simulated input pulse to the pulse compressor, in order to produce a flat pulse with 250 ns pulse width. Power and phase are shown in black and red respectively.*

The resultant complex frequency spectrum is then multiplied by the S-parameters for transmission and reflection. The spectra are then inverse Fourier transformed to the time domain to obtain the transmitted and reflected pulses. A simulation was performed using LabVIEW and the resultant transmitted and reflected pulses are shown in Figure 3.30 and Figure 3.31 respectively.
Figure 3.30: Shows the simulated transmitted power (black) and phase (red) for the pulse compressor with a 100 MW input pulse.

Figure 3.31: Shows the simulated reflected power (blue) and phase (green) for a 100 MW input pulse.

The transmitted pulse shows an approximately 230 ns flat-top (with 10 ns rise and fall-times.) A compression ratio of nearly 3.2 is achieved, with a factor 3 being the design goal. The peak reflection is less than 900 kW or better than -20 dB.

3.4.3 Pulse Compressor Test

The pulse compressor was tested using the LLRF system developed in section 3.3. The PXI vector signal generator was programmed to give a similar, 1.5 μs pulse as shown in Figure 3.29 (albeit at a carrier frequency of 2.39884 GHz.) The up mixing stage multiplied the signal up to 11.9942 GHz at a power level of up to 0 dBm and passed it to the input of a TWT amplifier. The TWT has a gain of 55 dB resulting in a peak power flow of 3.1 kW through the waveguide network to the pulse compressor. The TWT was used in order to test the whole amplification chain, up to but not including thetron. -40 dB waveguide directional couplers were used to sample the RF signals of interest. The forward and backward power from the TWT and the transmitted power from
the pulse compressor were recorded, using the down mixing LLRF system and the 5772 ADCs on the PXI crate. Power meters were also used to obtain calibrated power levels. A photograph of the experimental setup is shown in Figure 3.32. The software IQ demodulation method described in Figure 3.12 was used to obtain amplitude and phase.

Figure 3.32: Shows a photograph of the experimental setup used to test the pulse compressor and LLRF system.

Figure 3.33: Shows the incident, transmitted and reflected pulses in red white and blue respectively as measured by the PXI crate. The uncalibrated power is shown on the left and the phase on the right.

In the bottom right plot of Figure 3.33, the input phase program can clearly be seen (a 90 degree step and then a sweep to 180 degrees). This is conformation that the various mix-
ing stages do not distort the phase of the vector generated signal. The transmitted pulse shows the compressed output pulse as close to what is predicted by theory. The top of the pulse isn’t flat because the phase sweep function was in need of further fine tuning. The scale for reflected power in Figure 3.33 is not calibrated but is approximately 1% of the scale shown for the incident signal. This means the reflected signal is at a level of approximately -24 dB. The incident and transmitted power levels were measured with the calibrated power meter and the compression ratio was measured to be 2.8 (Figure 3.34). Although this is about 14% lower than predicted it is still acceptable for use in the test stand.

![Graph showing power levels](image)

**Figure 3.34:** Shows the calibrated power meters’ readings of incident (yellow) and transmitted (blue) power. The vertical scale is 500 W/div, while the horizontal scale is 200 ns/div.

The incident amplitude shows a square pulse, but displays some transient behaviour at the start and at the 90 degree phase flip region. This is most likely due to higher order frequencies being mixed down to 400 MHz along with the 12 GHz signal of interest. To test this hypothesis the pulse compressor was detuned (which caused it to look transparent to the incoming waveform) and the transmitted power measured. The transients were reduced significantly due to the waveguide network and 90° hybrid, which acted as narrowband band-pass filters.

### 3.4.4 Pulse Flattening Algorithm

After the successful LLRF and pulse compressor tests an algorithm was developed to flatten the pulse compressor’s output pulse. At Xbox-1 the input phase profile is programmed manually and the flat top is kept flat using the tuning pistons. The new pulse compressor lacks mechanical tuning so the only way to change the pulse slope is via temperature control or to manipulate the input pulse’s phase profile. Both methods will be used when running the test stand, but a disadvantage of changing the temperature is that the thermal mass of the pulse compressor is large resulting in a sluggish response to temperature changes. By changing the input phase profile the response will be immediate.
The algorithm will use a simple integral feedback loop. However, the process variable will not be single valued but an array of values representing the amplitude of the flat top. The set-point can itself be an array or a single value depending on the pulse shape desired (flat topped or with a ramp). The process variable is the pulse compressor’s output amplitude, while the input variable is the phase profile. The relationship between them is described below:

\[
\theta_{n+1} = \theta_n + g(A_{SP} - A)
\]

(3.7)

where \(\theta_{n+1}\) is the new input phase profile, \(\theta_n\) is the old input phase profile, \(g\) is the feedback loop gain, \(A_{SP}\) is the amplitude set-point and \(A\) is the measured amplitude array. The acquired data is sampled at rate of 1.6 GS/s but the input variable (phase profile) is controlled by the IQ modulator with a sample rate of 200 Ms/s. The array sizes for the input and process variables are different. To correct this, the measured amplitude array is resampled down to 200 MS/s. The second operation is to align in time the input phase array and the resampled data. This is done by looking for the rising edge of the compressed pulse and adding a user defined delay.

The system was tested using the pulse compressor and LLRF system as described in the previous section. However, the input pulse length was increased to 3.5 \(\mu s\) and the compressed pulse to 400 ns.

![Figure 3.35](image)

Figure 3.35: Shows the power and phase of the incident and compressed pulses when tuned using the pulse flattening algorithm. The incident power and phase are shown in purple and blue respectively and the compressed power and phase are shown in red and green respectively.

As shown in Figure 3.35, the compressed pulse is flat to within about 2.5 % and the incident phase shows a smooth ramp from -30° to 65°. This was the result of turning on the phase feedback algorithm for about 3 seconds. There is a small droop at the end of the pulse because the initial phase step was too large, thus the cavities emptied too quick-
ly. The algorithm can only manipulate the shape of the phase ramp and not the initial step size, which has to be set up manually.

3.5 Waveguide Components

Xbox-2 contains several waveguide components which are newly designed and manufactured at CERN. These include new RF vacuum ports, RF gate valves and directional couplers as well as the new pulse compressor. The RF design and cold test measurements will be presented in this section.

3.5.1 Directional couplers

The directional couplers at Xbox-2 provide the interface between the high power vacuum system and the low power LLRF system. The design aim was to produce a coupler with -60 dB of coupling and a directivity of around 30 dB. (The directivity is defined as the ratio between the forward and reverse coupling for each channel). A relatively simple design was preferred in order to simplify the manufacture of the device. The couplers differ from standard off the shelf components because they need to have RF windows to contain the vacuum.

![Figure 3.36: Shows the electric field profile (left) and a photograph (right) of the new high power, -60 dB directional couplers.](image)

As shown in Figure 3.36, the coupling is achieved via two coupling holes, which contain ceramic inserts in order to separate the high vacuum/high power waveguide from the U-shaped coupling waveguide section. The U-shaped waveguide section is under air and is able to be separated from the high power section and is secured by 4 screws. There are two alignment pins to ensure that precision is maintained.

Before installation into the test stand all of the couplers were characterised to obtain their coupling and directivity. The same Rohde and Schwarz ZVA24 VNA, was used to calibrate each directional coupler. The VNA has only two ports while the directional couplers have 4-ports. This means several measurements are required in order to establish the coupling and directivity. To measure the forward coupling the insertion loss between ports 1 and 4 is measured and ports 2 and 3 are terminated with waveguide loads. The waveguide loads used had return loss better than 40 dB at the operational frequency. To measure reverse coupling the loads and VNA ports are exchanged such that ports 1 and 4
are terminated and the inversion loss is measured between ports 2 and 3. The directivity measurement requires that the return losses between ports 1 and 3, and 2 and 4 are measured. The directivity as designed should be 30 dB, meaning that this insertion loss measurement should yield a result close to -90 dB. Some care has to be taken to measure such low couplings to ensure the results are above the noise floor of the VNA. By decreasing the bandwidth to below 50 Hz and performing multiple measurements with the VNA and taking the mean, the noise floor can be reduced to around -120 dB.

### 3.5.2 RF Vacuum valves and Vacuum Ports

The second new set of high power RF components that will be tested for the first time at Xbox-2 include the vacuum ports and RF gate valves. Both devices are based on the same waveguide RF choke design, in order to introduce a gap between two waveguides and to cancel out any reflection introduced by the gap. The width of the gap was determined by the mechanical requirements of the RF gate valve. The purpose of the RF gate valve is to isolate the vacuum system into a series of 'bulkheads', such that different sections of the waveguide system can be vented while preserving the ultra-high vacuum in the other sections. This saves time when a new DUT is installed in the system as the whole waveguide network will not need to be reconditioned, because only a small section either side of the DUT will be exposed to air.

![Figure 3.37: Shows the electric field pattern inside the RF choke.](image)

The internal electric field pattern of the RF choke is shown in Figure 3.37. The TE10 mode in the WR90 is changed to a circular TE11 mode via the use of a circular taper. This increases the cross-surface area and lowers the fields on the copper surface. The RF chokes are placed around the gap in order to suppress the reflection that would otherwise occur and to stop RF power leaking out into the gap.

The choke designs for the vacuum part and RF gate valve are identical and have the same 7 mm gap. However, the mechanical design and the shape of the cavity surrounding the choke are different. The vacuum port contains an opening on one side for connection to a vacuum pump, while the RF valve has a larger space containing a steel slider with a hole. The slider is moved up and down to open and close the valve.
In Figure 3.38, the RF gate valve is in the closed position. The steel slider is moved upwards by a pneumatic piston that is placed towards the top of the device and is not pictured.

Both devices were characterised in the lab before installation to ensure that the return loss was not too high. A single measurement using a 2 port VNA was carried out to assess the performance of each part.

3.6 PXI Timing, Interlocks and Control

A functional test stand must have a control system that can continuously monitor many different types of signals such as: acquired RF signals, faraday cup signals, vacuum signals, temperature readouts, cooling water temperatures/flow rates and klystron/modulator status. If any of these signals are measured to be outside of safe operating conditions, then the relevant action should always be taken (i.e. stopping the RF). Failure of the interlock system can cause serious damage to the device under test, waveguide components and/or the klystron. Due to the pulsed nature of the test stand, which will run at 50 Hz, the trigger and timing system has to react in less than 20 ms in order to interlock the system before the next pulse arrives.

3.6.1 FPGA Timing and Interlocks

The PXI crate will be responsible for most of the controls and interlocks in the system (except for klystron water, vacuum or voltage interlocks, which are modulator controlled). The triggers will be generated by an FPGA contained in the PXI crate. An FPGA is used to ensure that if there is a software crash on the real-time system, the FPGA logic will continue to run in hardware. The interlock and trigger systems run on the same FPGA,
allowing the system to be interlocked by stopping the triggers that are sent to either the klystron/modulator or the PXI’s RF vector generator card.

For the PXI crate, trigger and interlock signals are distributed both internally and externally. Signals are distributed internally via the PXI’s backplane which contains 8 trigger lines. Each card inside the crate can read or write to any of the 8 trigger lines.

<table>
<thead>
<tr>
<th>Trigger line</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PXI Trig 0</td>
<td>Trigger</td>
<td>Start Acquisition</td>
</tr>
<tr>
<td>PXI Trig 1</td>
<td>Trigger</td>
<td>Start RF Generator</td>
</tr>
<tr>
<td>PXI Trig 2</td>
<td>Interlock</td>
<td>Software Watchdog</td>
</tr>
<tr>
<td>PXI Trig 3</td>
<td>N/A</td>
<td>No connection</td>
</tr>
<tr>
<td>PXI Trig 4</td>
<td>Interlock</td>
<td>NI 5761 B Threshold Detection</td>
</tr>
<tr>
<td>PXI Trig 5</td>
<td>Interlock</td>
<td>NI 5761 B Threshold Detection</td>
</tr>
<tr>
<td>PXI Trig 6</td>
<td>N/A</td>
<td>No connection</td>
</tr>
<tr>
<td>PXI Trig 7</td>
<td>N/A</td>
<td>No connection</td>
</tr>
</tbody>
</table>

Table 3.6: Shows the assignment of the internal trigger lines of the PXI backplane.

As shown in Table 3.6, the first two trigger lines are used to distribute the start acquisition and start RF triggers. The acquisition trigger acts as the master trigger and runs at all times. For machine safety considerations, the acquisition must always be running if any other system is pulsing, such that the system is being observed. The RF trigger on the other hand can be switched off by the master timing FPGA, if an interlock signal is detected. PXI Trig 2, 4 and 5 are monitored by the FPGA and the RF trigger is stopped if any of these signals is activated. The watchdog interlock is activated if the software running on the real time system fails to write to a register on the FPGA within the timeout limit, indicating a software crash. Triggers 4 and/or 5 are written to by the FPGAs that control the NI 5761 ADCs if the acquired data interlock threshold is breached.

Figure 3.39: Shows a photograph of the PXI crate populated with the cards needed to run the test stand.
External trigger distribution is handled by an extension card attached to the timing and trigger I/O FPGA as shown in Figure 3.39. The FPGA’s extender card is the NI 6583, which contains buffers to interface the FPGA circuitry to LVTTTL levels. It has 35 I/O channels which can be individually configured to be an input or an output. An external crate containing EMF protection and levelling to TTL voltages that can drive long 50 ohm lines is used and is described in section 3.6.3.

External outputs include, triggers for the klystron, TWT and other equipment such as power meters and oscilloscopes. The interlock status is also output such that external equipment can be interlocked (or resumed) by the system (e.g. the log detector crate interlock reset signal). There is one external trigger input for synchronising the timing to the electricity main’s network zero crossing. This will reduce noise induced by power supplies. The remainder of the inputs are used for interlocking. Signals used include: the vacuum controller threshold relays, the modulator status relays and the log detector threshold interlock signals. Each input interlock signal can be set to be active high or active low in the software. There are two levels of criticality for the interlocks that can also be pre-configured in software. The so called ‘master’ interlocks will stop the LLRF trigger and can be automatically reset by the software. This type of interlock will be triggered for small vacuum spikes and high reflected power events which are expected during breakdown events. On the other hand, the ‘critical’ interlocks will stop the modulator trigger and cannot be reset automatically. Very large vacuum spikes and modulator interlocks will fall under this category.

3.6.2 Software Control and Interlocks

There are many other signals that are monitored that do not have a binary (or on/off) representation. These are either analogue voltage signals, such as a voltage output of a vacuum controller or a numerical value read over a serial connection. Devices connected to the system via serial connection include: vacuum ion pump/gauge controllers, temperature sensor controllers, chiller units, RF multiplexers and the modulator control system. The voltage signals are read by the multiplexer and DMM unit in the PXI crate, while the serial connections are read by RS485 or RS232 ports on the PXI crate. These signals are not FPGA controlled but go through the main software architecture. Various software threshold detectors check the parameters and if any are outside of nominal bounds a software interlock signal is sent to the FPGA to stop the RF trigger.

3.6.3 Timing and Interlocks Interface PCB

The timing FPGA on the PXI crate required external voltage levelling and EMF protection. The interface to the PXI crate uses LVTTTL logic, which has a voltage of 3.3 V and a maximum output current of +/- 18 mA. This voltage and current is not large enough to drive a 50 ohm terminated line to the 2 V required to trigger most TTL level
circuits. On the other hand, many of the input signals have voltages ranging from 5-12 V. To solve these issues two circuits were designed, one for input signals and one for output signals. The two circuits are shown in Figure 3.40.

![Figure 3.40: A Schematic diagram of the trigger and interlock board inputs and outputs.](image)

The output circuits use Texas Instruments SN75451 AND gate line drivers in order to change the output voltage level to 5 V, with a maximum current drive of 300 mA. A 50 ohm terminated line can be driven up to 5 V with 100 mA of current, so the line driver’s current handling is more than sufficient. A limiting diode and capacitor are added for ESD protection. A 50 ohm series resistor is used as all of the devices that will be triggered by the interface board are foreseen to have use a 50 ohm line impedance. The input circuits use NXP Semiconductors HEF4050BT non-inverting hex buffers. These allow any signal level up to 15 V to be levelled down to 3.3 V for safe interfacing with the FPGA. A 100 nF capacitor, limiting diode and 100 ohm series resistor are added for overcurrent and overvoltage protection.

Since each of these circuits are unidirectional, the number of inputs and outputs is fixed (it was deemed unnecessary to have the I/O direction configurable, due to the added complication in the circuit). Due to the nature of the test stand it is more likely that many inputs will be needed due to the wide array of interlock sources that may need to be read. For this reason it was decided to split the 35 I/O channels into 12 outputs and 23 inputs. Since the line driver ICs have two channels per chip, 6 were used. For the buffers there are 6 channels per IC such that 4 were used with one spare input.

The components on the board required supply voltages of 3.3 V and 5 V. Since 12 V power supplies are readily available at CERN, a DC-DC power converter and voltage regulator were incorporated onto the PCB. A MC34063ADRJR chip was used to build the 12-5 V DC-DC converter while a NCP1117DT33G voltage regulator produced the 3.3 V from the 5 V supply. After the schematic had been finalised the PCB was designed using the Altium designer software suite. The final PCB used a four layer board which allowed the top laminate to be relatively thin keeping the 50 ohm track width small. After the design rule check was carried out and all errors fixed, the design files were sent for manufacture.
Upon delivery of the PCB, stencil and components, the board was fully assembled and tested. After some minor modifications had been made the board performed to expectations. The board was then placed into a crate with 35 BNC feedthroughs and a 12 V power supply (Figure 3.41).

Figure 3.41: Shows a photograph of the completed timing and interlock interface crate.

3.6.4 Vacuum and Temperature Controls Rack

All of the waveguide network’s vacuum and temperature controllers are placed into a separate rack. These systems do not require temperature stabilization and so are not required to go inside the temperature cooled rack. Other equipment that doesn’t require high thermal stability such as the TWT and dipole magnet power supply are placed in the rack.

The rack’s layout is shown in Figure 3.42. Not labelled, but also contained in the rack are breakout boxes attached to the PXI’s DMM and interlock cards. The DMM connection allows analogue voltage signals, such as the klystron’s ion pump currents to be read by the control system. The signals pass via a multi-conductor cable in a cable tray passing over the klystron access door. This same cable tray also contains the TWT output cable which carries the kilowatt-level RF signal to the klystron.
Figure 3.42: Shows a photograph of the vacuum and temperature controls rack at Xbox-2.

At the top of the rack are four JUMO di 308 temperature controllers which can be configured to read a wide array of thermal sensors. At Xbox-2 RTD (resistance temperature detector) probes of the PT-100 type are used. These have a resistance of 100 ohm at 0 °C and their resistance changes linearly with temperature at a rate of 0.385 ohm/°C. To eliminate the resistance error introduced by the cables a four wire scheme is used. This uses two circuits: one to drive current through the sensor and the other to measure the resistance of the sensor itself using a high impedance volt meter. Each controller has screw terminal connections for two sensors and a full duplex RS485 serial connection. All four controllers are connected to the same RS485 serial bus which is connected to the PXI crate.

Balzers TPG 300 vacuum gauge controllers are used to read the waveguide pressure as measured by the IKR 070 vacuum gauges. They provide pressure readings from $10^{-3}$ mbar down to $10^{-11}$ mbar. This is especially useful during the initial (or rough pumping stage), to determine the vacuum level before the ion pumps are tuned on. If the ion pumps are turned on at a pressure that is too high, they can be damaged. Each unit is equipped with two CP 300 T11L extension cards for reading the gauges and an interface, IF 300A extension card, containing relays and an RS232 serial connection. The relays on the interface cards are connected in series in order to produce a closed circuit when all the measured vacuum levels are within an acceptable range. One end of the circuit is attached
to a 5 V pin on the first vacuum controller while the other end is sent to the interlock board on the PXI crate. Each controller is also connected via RS232 serial connection to the PXI crate such that the vacuum level can be read remotely.

There are 7 NEXTorr vacuum pump controllers installed into the rack, which power the NEXTorr D 100-5 getter pumps. These pumps have a compact design and yet have a pumping capacity of 100 l/s. This is achieved by using a small ion pump (6 l/s) in conjunction with a passive NEG element. In a similar fashion to the vacuum gauge controllers the NEXTorr controllers have a serial connection and an assortment of relays. There are two sets of relays which can be set to different pressure set points. The first set point relay is triggered if the pressure goes above $5 \times 10^{-7}$ mbar and is connected to the PXI interlock interface to stop the LLRF trigger. The second relay is opened if the pressure goes above $4 \times 10^{-5}$ mbar and is connected to the modulator control system to stop the klystron trigger. The controllers are connected together on their own RS485 serial bus to the PXI crate, which can read the pressure as measured by the ion pump current.

The TWT is connected to the PXI via the LLRF signal and the trigger/gate signal. No software or control logic is used because the TWT has a high reliability and is run at constant cathode voltage and heater current. The dark current spectrometer’s magnet power supply is interfaced to a separate control system provided by Uppsala University.

### 3.6.5 Modulator Control System

The Scandinova modulator has its own control system, which can be interfaced via switched relays and/or Ethernet connections. The switched relays are hardwired into the control logic of the modulator and contain I/O that are useful for interlocking. The Modbus connection can be used to read many parameters such as water flow rates, temperatures, charging voltages and various other parameters. The same interface can be used to reset interlock states, set the modulator state and voltage.

The most important interfaces for interlocking and machine protection are the switching relays. Table 3.7 shows the pinouts for the modulator. Pins 3-9 act as inputs and will interlock the modulator to various different states. Standby interlock 1 will set the modulator to the ‘OFF’ state, turning off the klystron solenoid and heater power supplies. It is wired to thermostats attached to the klystron solenoid. If for any reason the solenoid cooling water stops and doesn’t set off a low water flow interlock, the solenoid will heat up. This event happened to the Xbox-1 klystron/modulator and the solenoid temperature reached 120 °C, before an operator passed by and shut down the power supplies. The addition of the thermostats has since been standard practice.
Table 3.7: Shows the switched relay operations of the Scandinova modulator at Xbox-2.

'Hv interlock 1' (or high voltage interlock 1) is wired to the klystron access doors and will set the modulator state to 'STANDBY' if they are opened. In this state the solenoid and heater is on but the high voltage power supplies are not charged. If someone tries to access the rear of the modulator they must go through the interlocked doors. Similarly, 'Hv interlock 2' is activated when the bunker access key is removed from the modulator. The bunker access door requires the key to open, which is locked in place (in the bunker door’s lock mechanism) while the bunker remains open. It can only be removed by locking the bunker. In order to pulse the modulator the key must be returned to the modulator.

Trigger interlock 1 is connected to the NEXTor vacuum controllers and inhibits the modulator trigger. The vacuum controllers output a signal if the vacuum level goes over 4x10^-5 mbar in the waveguide network, thus stopping the klystron and RF. All other inputs are currently unused.

The 'Sum interlock' and 'Hv' outputs are both connected to the FPGA timing board. The 'Sum interlock' output is high if the modulator has any active interlocks, while the
'Hv' output is active if the modulator's charging power supplies are not charged. Both of these signals need to be low if the PXI crate is to send a trigger to the klystron.

All of the relays' I/O are active at all times even if the modulator is set to run on 'local' mode. However, the modulator can be controlled remotely via an Ethernet/Modbus connection. This mode of operation is not essential when running the test stand, for example Xbox-1 runs without any communication between the PXI crate and the modulator. Nevertheless, having the option to interface with the modulator is useful in certain situations. Software was written such that the PXI crate could control the modulator state and read various parameters such as: heater current and voltage, charging voltage, pulse width etc.

3.7 Test stand Commissioning

The commissioning of the test stand is a full system test up to high power, to check that all aspects of the system are working and that the system can run safely while unmanned. The software and GUI is be tested, all interlock systems checked, RF lines calibrated and the waveguide components conditioned up to their nominal power levels.

3.7.1 General User Interface

The Xbox-2 software has to control all of the various systems described previously. The software runs fully independently on the real time operating system on the PXI. The PXI interfaces to the operator PC which displays the incoming signals and is used to change software parameters. As shown in Figure 3.43, the GUI has a main operation window which shows a graph of all of the incoming RF signals, modulator status and general interlock status. The software is modular and has different windows for each system which can be opened from the main window.

Upon starting the software for the first time, the PC checks that the PXI's software is running and ready to be configured. This information is displayed in the top left of the window. The 'Connect' button is then pressed by the operator which runs all of the initialisation routines for each of the software blocks on the real time system. As each system is successfully initialised the status is given in the system log display at the bottom of the window. If any errors occur, an error code and a process name are shown to help with debugging. After the successful initialisation, the 'Load Config' button is used to load an xml file containing a full configuration profile for all user defined variables in the system. This xml file is created using a separate VI (LabVIEW virtual instrument) by the operator, usually during the previous successful run of the software. Once the variables have been loaded from the configuration file, the 'Start' button is pressed which starts all of the control loops and the system is ready to use.
Figure 3.43: Shows the Xbox-2 main operation window with annotations. See Table 3.8 on page 87, for the glossary of signal names.

By default the system starts in a fully interlocked state such that the operator can make final checks before RF and triggers are activated. The PXI system can be stopped by pressing the ‘RT Quit’ button which will halt all control loops and disable all output triggers. The ‘Quit’ button stops all software that is running on the host PC.

Figure 3.44: Shows the trigger (left) and interlock (right) windows.
The trigger window is used to configure the length, delay and activation of each of the triggers in the system. It is also used to choose between internal and external triggering of the master trigger. If an internally generated trigger is selected then the repetition rate can be chosen. If the system is triggered externally, the trigger frequency can be divided by an integer number of the operator’s choosing.

The interlock window displays a list of all of the interlocks in the system as well as the overall interlock status (master and/or critically interlocked). If an interlock is active then it is highlighted in red. The window can also be used to set a software interlock manually or to reset all interlocks.

The RF control window contains all of the controls that interface with the IQ modulator in the PXI crate. It is here that the RF can be activated or deactivated, the power level controlled and pulse shaping performed. The feedback loops that control the power level and pulse flatness have their settings configured through this window as shown in Figure 3.45.

![Figure 3.45: Shows the RF control window interface. 1. RF pulse settings. 2. Power feedback loop settings. 3. BDR automatic power level conditioner settings. 4. Conditioning mode select and settings. 5. Pulse phase settings.](image)

Section 1 of the RF control window is used for activating or deactivating the LLRF and for setting the pulse length. The frequency and power level are legacy controls from when the inbuilt PXI, LO was used in testing. Operator control of the power level is performed in section 2. There are two operating modes; the first is when the ‘Output’ radio button is selected and the amplitude/voltage of the IQ generator can be manipulated from 0-1 V. The second is when the ‘Power’ button is selected, allowing the operator to
set the power level in Watts. A PID loop is used which measures the incoming RF power and feeds back on the IQ amplitude/voltage. The PID gains can also be set in this section.

Section 3 contains the conditioning graph, used to set the automatic power ramp characteristics. It is the same algorithm used on Xbox-1, described in section 2.4.4. Section 4 contains all of the numerical settings concerned with the conditioning algorithm such as target power level and BDR. The type of conditioning algorithm to be used (BDR or pressure feedback) is also selected here. The pressure feedback algorithm was added during commissioning and is described in section 3.7.5.

Finally, section 5 contains all of the settings concerning the phase of the pulse: the time at which the phase flip occurs, its magnitude and its shape. A phase correction can be applied across the whole pulse in order to correct errors introduced by the modulator’s voltage droop. The automatic phase flattening algorithm is also activated or deactivated using the ‘Auto Phase’ button.

![Figure 3.46: Shows the acquisition settings general user interface.](image)

The acquisition settings window controls the acquisition length, FPGA interlock threshold levels and direction, raw data calibration and the logging interval in seconds. In Figure 3.46 the calibration settings are configured on the left hand side with each column representing a different acquired channel. There are 3 different types of calibration possible: an n\textsuperscript{th} order polynomial fit, a lookup table and a linear fit. Once entered these values are loaded to the PXI software and the data calibrated on a pulse to pulse basis.
The 'Display' button on the main window opens a separate window which contains configuration settings that allow the operator to create online data charts (Figure 3.47). The list box on the far left allows previously configured charts to be loaded while the two central list boxes allow the creation of a new chart. The centre-left list box contains a list of all of the available data channels. These consist of all the pressure and temperature readouts in the system with the addition of channels derived from the incoming RF signals, such as peak and average power levels. The desired channels are dragged to the centre-right box, before a name is given to the chart.

Figure 3.48: Shows a chart created to display the temperatures of the system.
After this the ‘New Displaz’ button is pressed to open the display in a new window as shown in Figure 3.48. Each channel can be configured to have its own scale, or all of the channels can have the same scale by pressing the ‘Apply scale to all’ button. There is the option to show a linear or logarithmic scale and each channel can be auto scaled to fit the data. Once the window has been configured to the requirements of the operator the settings can be saved and loaded later.

The ‘Breakdowns’ window is used to display information about the previous interlock or breakdown that occurred in the system. As shown in Figure 3.49, the timestamp, breakdown flags and pulse shapes are shown after a breakdown event.

![Figure 3.49: Shows the breakdown settings window after a breakdown event has occurred. The breakdown flags are shown on the left, the pulse shapes are shown in the graph with the key on the right. See Table 3.8 on page 87, for the glossary of signal names.](image)

The breakdown flags on the left side of the window indicate which thresholds in the system were breached. This information is very useful in post processing of the data because it gives an obvious indication of where the breakdown occurred (inside the DUT or elsewhere in the waveguide network). Each time a breakdown event occurs the information shown in Figure 3.49 and the pulse shapes of the previous two pulses are written to a log file on the PXI’s hard drive.

The chiller window displays the current temperature of the circulating water as measured by the chiller units and is also used to change the temperature set point.

The modulator’s state can also be controlled from the main window by using the drop down list box to select the state (off, standby, HV enable and trigger). Any active interlocks present on the modulator can also be cleared by pressing the ‘Reset Mod’ button.

### 3.7.2 Test Stand Hardware Checks

In order to run the system in a safe manner various checks of the interlock hardware were carried out. The safety checks fall into two categories: operator safety and machine
safety. The risks to the operator include high power RF, high voltage and X-ray radiation exposure. To mitigate these risks the affected areas are made to be inaccessible while the modulator is pulsing. This is achieved through the use of electromechanical switches attached to the access doors, which in turn are wired to the modulator’s interlock system (see section 3.6.5 for more information). Before pulsing the system at full power these interlock systems were checked by opening the access doors while pulsing the modulator at 0 V.

The risks to the machine hardware mainly come from bad vacuum integrity and RF reflection. The pressure inside the waveguides is monitored by the vacuum gauges and ion pump controllers, which are connected to the modulator’s and PXI’s interlock systems via contact relays. These systems were first tested by switching off each vacuum controller in isolation to see if the PXI and modulator systems interlocked. To test if breaching the pressure set point activated the interlocks the pressure set points were decreased manually to be lower than the ambient pressure level on each controller. Both of these tests were successful in interlocking the modulator and PXI crate.

In order to test the RF interlocks RF power was injected from a function generator and the log detector thresholds lowered until the system interlocked. The same procedure was conducted in the PXI software to test the ADC/FPGA based interlock threshold detection. The interlock thresholds were approached from above and below to test both interlock directions. To fully verify that the interlocks on the PXI were effective, the LLRF output was monitored to ensure the RF signal was terminated when the software’s interlock indicator was active.

The final check that was made before RF power was activated was a visual inspection of the RF gate valves in the waveguide network. The valves have a pneumatic piston to open/close the device, but the compressed air installation was not finished at the time. Remote, electronic control of the valves had also not been completed such that the only way to know if the valves were open or closed was a visual inspection. A closed RF valve would work as a short circuit causing 100% reflection back to the klystron, putting at a high risk of damage.

3.7.3 RF Cable Calibration

At Xbox-2 the RF signals are sent from the directional couplers to the LLRF rack via long coaxial cables. These cables need to have their insertion loss measured and calibrated. This was achieved by unscrewing the RF cables from the directional couplers and injecting RF power using an Anritsu MG3692C signal generator. The power output of the generator was measured using a Rohde & Schwarz NRP-Z81 power sensor and NRP-2 base unit. At the LLRF rack end of the cable the power was measured through the 8:1 RF multiplexer with the permanently installed power meter as described in 3.3.7. This setup increases precision because only one end of the cable needs to be disturbed. The differ-
ence between the two readings gives the insertion loss from the directional coupler to the power meter. In effect the insertion loss of the cable, 4-way splitter and 8:1 RF multiplexer are measured. The procedure was repeated for every RF cable in the system.

Before the calibration was performed, the two separate power heads were compared to ensure that they read the same power levels. This was achieved by using them to measure the output power of the signal generator from -30 dBm up to 20 dBm. The two power heads varied by less than 0.1 dB over the full range, meaning that the measurement accuracy is better than 2.3 %.

The total measurement offset must include the insertion loss of the high power directional couplers, isolators and waveguide to coaxial transitions (shown in Figure 3.20). Each coupler with the isolators, secondary couplers and waveguide transitions already attached were characterised in the lab using a VNA before installation into the test stand. The final offsets for each channel are shown in Table 3.8.

<table>
<thead>
<tr>
<th>Channel description</th>
<th>Alias</th>
<th>Coupler + Isolator + transition IL (dB)</th>
<th>Cable + Attn. + Splitter + 8:1 MUX IL (dB)</th>
<th>Total offset (dB)</th>
<th>Power @50 MW (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Klystron Input</td>
<td>KLYin</td>
<td>42.2</td>
<td>19.94</td>
<td>62.13</td>
<td>-2.13 (2W)</td>
</tr>
<tr>
<td>Klystron Reflected</td>
<td>PKR</td>
<td>59.99</td>
<td>46.55</td>
<td>106.36</td>
<td>0.63</td>
</tr>
<tr>
<td>Klystron Output</td>
<td>PKI</td>
<td>60.23</td>
<td>47.43</td>
<td>107.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Structure Reflected</td>
<td>PSR</td>
<td>60.08</td>
<td>47.72</td>
<td>107.04</td>
<td>-0.05</td>
</tr>
<tr>
<td>Structure Input</td>
<td>PSI</td>
<td>60.17</td>
<td>47.61</td>
<td>107.04</td>
<td>-0.05</td>
</tr>
<tr>
<td>Load Reflected</td>
<td>PER</td>
<td>53.26</td>
<td>47.92</td>
<td>100.86</td>
<td>6.13</td>
</tr>
<tr>
<td>Structure Output</td>
<td>PEI</td>
<td>53.40</td>
<td>58.23</td>
<td>111.03</td>
<td>-4.94</td>
</tr>
</tbody>
</table>

Table 3.8: Shows the calibration values for each channel in the system and the expected power level into the LLRF systems for full power operation (50 MW).

Attenuators were added as necessary to ensure that the power level into each LLRF device is around 0 dBm for full power operations (50 MW in the waveguide or ~1 kW for the klystron input). Each value for total offset was entered into a program running on the operator PC. The program is able to change the RF multiplexer to any channel desired by the operator and read the peak RF power from the power meter. The correct offset is applied for an 'always on' calibration.

### 3.7.4 First High Power RF

After the initial hardware and interlock checks were completed and the RF channels calibrated the system was ready for high power RF. For maximum safety the system was gradually ramped up in stages. The first test performed was to test the LLRF system and TWT up to full power without using the klystron. This was done by pulsing the modulator at 0 V, effectively turning the klystron off. The RF pulse width was set to 100 ns to ensure there was not much energy in the pulse if there were any short circuits or mismatches in the system. The LLRF control voltage was varied from 0 V up in steps of 10 mV until an RF trace was seen on the 'KLYin' log detector. Although this readout was
un-calibrated it still showed that the pulse was of the expected shape and so the power was increased until the power meter was triggered. The LLRF voltage was increased to 0.3 V where the TWT went into saturation at 2 kW.

It had been established that the TWT could provide enough power to the klystron. The LLRF power level was again lowered to 0 V and the modulator charged to a voltage of 180 kV. This is well below the operating point of the XL5 klystron and should allow it to produce less than 1 MW at saturation. The RF multiplexer was switched to the klystron output channel (PKI) and the power meter’s offset set to 107 dB. The power meter’s noise floor was around 100 kW because of the large amount of attenuation present. The power level was increased slowly until a pulse shape was seen on the power meter (Figure 3.50). The power was increased to approximately 700 kW before an increase in pressure in the waveguide system was observed.

Figure 3.50 shows the power meter display of the initial RF pulse produced by Xbox-2.

The power was pushed to about 1.1 MW before vacuum interlocks become very frequent. It was at this point that a crude calibration of the IQ demodulation system was performed by taking the amplitude vs measured power level curve at 3 points and fitting a 2nd order polynomial. The coefficients were entered into the PXI software as described in section 3.7.1. With the calibrated power levels known by the PXI software, the power feedback algorithm could now be used.

3.7.5 Vacuum Feedback Algorithm

For most of the waveguide components the limiting factor when trying to increase the power level is outgassing. There are two different types of events associated with outgassing components: an overall increase in background pressure and discrete releases of gas resulting in sharp increases in pressure. The latter events tend to interlock the system by pushing the pressure level over the 5×10⁻⁷ mbar interlock threshold. These events are linked in that a higher background pressure increases the likelihood that the discrete events will occur. Taking this into consideration, an algorithm was developed to automat-
ically change the power level depending on the background pressure and the rate at which vacuum interlocks occur.

The vacuum feedback loop consists of a PID loop that uses the pressure level as the process variable and the RF power level as the input variable. If the vacuum level is increasing the power level will decrease in order to compensate and vice versa. The most important terms used in the PID loop are the proportional and differential parts. The integral part is not so important because the exact value of the pressure set point is not as important as the fast reaction to vacuum events. The proportional gain is adjusted such that the power level would react in a stable manner to the background changes in pressure level. For a stable feedback loop the proportional term should be of the same order of magnitude as the inverse of the process variable. Since the pressure level is typically 10⁻⁹ mbar, initially the gain was set at 10⁹. It was later adjusted to 4×10¹⁰ because the power feedback algorithm was too slow in reacting to the power level change as requested by the pressure feedback loop.

The differential gain responds to fast changes in pressure such as those caused by the discrete outgassing events. The PXI software reads the pressure level every second, during which the pressure level can increase by more than 2 orders of magnitude during some vacuum events. For this reason the differential gain was first set to 0.02, and then lowered to 0.001 as the feedback loop was overcompensating for the vacuum spikes.

The second part of the algorithm responded to vacuum interlocks when the pressure increased above the 5×10⁻⁷ mbar threshold. A user defined power was subtracted from the power set point after every event (typically 20-50 kW) and the power level capped at the new value for 60 seconds. This had the effect that if there were clusters of vacuum events the power level would decrease until the system stabilised.

As shown in Figure 3.51, the pressure level remains constant while the power level increases over time. The process variable used was the 'IP Load' pressure, which had a set point of 1.2×10⁻⁷ mbar. It denotes the pressure level as measured by the ion pump attached to the high power stainless steel load. During initial conditioning this component undergoes the highest outgassing because most of the RF energy is dissipated here through ohmic heating. It was for this reason that this channel was chosen for use in the feedback loop. However, the channel used can be changed in the software if a component started to outgas more heavily than the load.
Figure 3.51: (Top) shows the average power level of the flat top of the klystron output pulse (blue) and the compressed pulse before and after the dummy waveguide (red and green). The bottom figure shows the pressure levels in the waveguide several different locations with the vacuum feedback loop activated.

3.7.6 RF Vacuum Valve Outgassing

While raising the power and pulse length in the waveguide system, progress slowed at 10-12 MW and was then reversed as time went by. This suggested that there was a damaged component or some impurities in the waveguide system. It was found that the ion pumps distributed towards the centre of the waveguide system were producing vacuum interlocks. As shown in Figure 3.52, activity was seen on the ‘WG IP’ and ‘IP before’ channels. The ion pumps are placed within 1.5 m of each other in between the pulse compressor and DUT. The only complex components in the vicinity of the pumps are the waveguide vacuum ports themselves and an RF gate valve. In addition to the increased vacuum activity the RF pulse shapes were also affected.
Figure 3.52: Shows the pressure inside different parts of the RF network.

Figure 3.53 shows the RF pulse shapes during an event where the pressure was increasing quickly in the waveguide. The output pulse from the klystron is unaffected but the input pulse to the DUT has some energy missing. This type of pulse shape provides evidence for multipacting.

Both the RF vacuum valves and the vacuum ports, use the same RF choke design with a 7 mm gap (see section 3.5.2). However, there are some differences in the geometry beyond the choke. Beyond the choke, the vacuum port is fully encompassed in a steel sleeve apart from the 22 mm diameter vacuum connection. The RF gate valve on the other hand has an extra 9 mm of space around the flange which can act as a resonating annular cavity. In this way a small leakage through the flange can result in a large amount of stored energy and thus high fields can be produced. To test the hypothesis the RF gate valves were removed to see if performance would improve.
After removal the RF valves were dismantled and assessed for damage. Figure 3.54 shows the damage to the copper components in direct contact with the high power RF. The copper should have a clean orange/pink appearance but instead shows multiple colours. This is a classic sign of multipacting caused by electron bombardment of the copper surface. To solve the problem less power should leak into the gap. An upgrade programme has been launched in order to retrofit the valves with silicon carbide inserts to absorb the unwanted RF leakage.

Due to the removal of the RF gate valves there were gaps in the waveguide network. These were replaced by short waveguide lengths (where available,) and RF vacuum ports because they have the same dimensions and flanges as the RF valves. After pumping back down to pressures in the $10^{-9}$ mbar range the system was restarted with the vacuum feedback algorithm activated. As shown in Figure 3.55, once the vacuum valves had been removed the power and pulse width were able to ramp up to around 35 MW and 200 ns, respectively. At this stage in the operation the downtime of the experiment was quite high as shown by the many interruptions in the data in Figure 3.55. This was because there was still a considerable amount of software development being undertaken. Also, there were some problems with modulator interlocks as described in the next sub-section.
Figure 3.55: Shows the conditioning history of the waveguide system before and after the RF vacuum valves had been removed. The orange green and red points show the power levels at the klystron output, structure input and structure output respectively. The pulse width is shown in purple and the accumulated number of interlocks in blue.

3.7.7 Modulator Control Automation

Most of the downtime observed in Figure 3.55 was associated with modulator interlocks. The interlock errors included temperature controller communication problems, unidentified RF interlocks and vacuum interlock glitches. These interlocks occurred even though there were no observable problems with the vacuum or temperature levels. It was decided that for these specific interlocks that software would be written to automatically restart the modulator if any of these events occurred.

In the modulator control system, each interlock has a hexadecimal code associated with it. When the modulator is pinged by the PXI system, the hex codes of any active interlocks are listed in the return string. If all of the interlocks that are active are on the predefined interlock exception list, a ‘reset’ command is sent to the modulator, clearing all interlocks. This command does not change the modulator’s state; interlocks will put the modulator into a ‘standby’ or ‘off’ state. In order to resume, a ‘trigger’ command must be sent to the modulator by the PXI. However, this step is taken only if the modulator/klystron is ready.

For example, if the interlock triggered was a vacuum or temperature controller interlock then the modulator will have switched to the ‘off’ state, thus turning off the klystron heater. Pulsing the klystron with a cold gun can damage the gun such that the klystron needs to be sent back to the manufacture for repair. To avoid this, the software will reset the interlock and change the state to ‘standby’, switching the heater back on before resuming pulsing. The resistance of the heater element is then measured by the PXI crate.
to ensure that the klystron gun is back up to full temperature. Once the klystron is back up to temperature triggering is resumed and the PXI interlocks are reset to re-establish the trigger signal.

3.8 Conclusion

This chapter described much of the development conducted in order to build a second klystron based, X-band, high power test stand at CERN. The increased testing capacity allows more performance data to be collected for new high gradient accelerating structure designs. The results can be used to make informed choices when designing the next generation of accelerating structures and to test new theories trying to explain breakdown mechanisms.

We developed a new LLRF system to improve the accuracy and speed at which data could be collected compared to Xbox-1. A combination of logarithmic detectors and direct digital sampling were used to provide large dynamic range, robust interlocking and more precise phase and amplitude measurements. A PXI based acquisition system was used with FPGA based interlocking and IQ demodulation. All interlock control was performed by the PXI crate or by the modulator control system.

New waveguide components were designed which were more compact than previously tested versions. These included directional couplers, vacuum ports, vacuum valves and a new pulse compressor. All of the new components were manufactured and cold tested before installation. Commissioning of the test stand has been completed up to a peak power of 35 MW and all control systems and interlocks validated.
Chapter 4

4  Xbox-3

4.1  Further Increase of Test Capacity with Reduced Cost

Xbox-3 is the third X-band test stand to be built at CERN and approaches the problem of achieving a high peak power at 12 GHz in a novel fashion. As discussed the XL4/5 type klystrons used in the Xbox, SLAC and KEK test stands are state of the art devices and thus expensive. The high cost is due to the high voltages used, increasing the complexity of the klystron and modulator. In order to reduce cost the voltage can be lowered, but this also decreases the peak power output. The average power output can remain the same however, by increasing the pulse repetition rate. Peak power levels are recovered by combing the output power of multiple klystrons and through pulse compression. This process allows the production of 50 MW, 200-300 ns pulses at much higher repetition rates than would be possible with a single XL5 klystron.

4.2  RF Combination Scheme

The type of combination scheme required to reach the 50 MW, 300 ns pulse needed depends on the klystron’s RF specification. Based on frequency scaling of klystrons that were already available on the market, it was decided that a klystron with a peak power of 6 MW and pulse length of 4-5 μs should be able to be built by industry. Toshiba accepted the tender to build a klystron with the required parameters and a pulse repetition rate of 400 Hz. From these specifications the peak power should be increased by a factor of 9-10 in order to produce at least 50 MW and include overhead for waveguide network power losses. Pulse compression can reliably provide power multiplication up to 4 times when compressing a 4 μs pulse down to 300 ns. The extra factor of 2.5 can be provided by combing 3 or more klystrons.

A further consideration concerns the repetition rate and thus the high average power of the system. At 400 Hz repetition rate, 300 ns pulse width and 50 MW peak power the average power is 6 kW. CLIC accelerating structures are not designed to deal with such high average power levels and could suffer damage if these pulses were applied. The average power can be reduced by lowering the repetition rate to 100 Hz. This means that with the correct combination scheme 4 structures can be tested at the same time using 400 Hz power sources. Figure 4.1 shows how such a scheme can be realised.
Figure 4.1: Shows different phase mapping between 4 klystrons (left) and the resulting 3D simulation (right) for 4 different phase maps. Power can be combined into 4 different testing slots by changing the relative phase between each klystron [61].

The left section of Figure 4.1 shows the propagation of the RF through a system of four, 90 degree hybrid splitters. As the relative phase is switched by 180 degrees between the two input ports of the hybrids the RF power is switched between the output ports. In this fashion the 6 MW from each klystron can be increased to 24 MW at the output. The phase programme is cycled through four different iterations such that each output of the system has a repetition rate of 100 Hz.

The right hand column of Figure 4.1 shows a HFFS simulation of 4 compact hybrids designed by Alexej Grudiev. The relative phases between the input ports were changed as described on the left-hand side of the figure. The system successfully outputs all of the power to ports 5, 6, 7 and 8 as desired.

The next stage is to add pulse compressors to each of the outputs to multiply the peak power level from 24 MW to 70-80 MW, depending on the compression ratio. The device under test is then placed after the compressor with a stainless steel RF load at the output to complete the waveguide network. Directional couplers are added to the input and outputs of the hybrid network to check that there is no power leakage to the incorrect DUT when switching between the four channels. As shown in Figure 4.2 vacuum valves are also added to separate the klystrons, waveguide network and DUTs.
4.3 Klystron Factory Test Results

Mid-way through the development process of Xbox-3, Toshiba performed a factory test of the first E37113 klystron. The first test showed that it performed to specifications and produced a 6 MW, 5 μs pulse with a gun voltage of 152 kV. However, the klystron was able to run in a stable fashion with the gun voltage increased to 160 kV. This produced an output power of 7 MW, with a 3 μs pulse width as shown in Figure 4.3.

Figure 4.3: Shows the gain curves (left) and power and efficiency Vs voltage curves (right) for the Toshiba E37113 klystron [61].
Although the peak power output is only 1 MW higher than expected, it requires that the waveguide layout is revisited. The original layout is capable of producing 80 MW pulses at 300 ns. This is far higher than the 45-50 MW required to test unloaded, CLIC prototype structures. The high power level was due to the fact that factor 4 pulse compression was used and 4 klystrons were combined. With 7 MW available it is possible to combine only twice and compress 4 times to reach 56 MW (neglecting waveguide losses), which is a gain of 8 MW compared to a 6 MW klystron. With this improvement, 4 devices can be tested at 200 Hz each, again doubling the testing capacity. Compared to the current set-up of Xbox-1 and 2, which operate one structure at a repetition rate of 50 Hz, the capacity is boosted by a factor of 16.

Figure 4.4 shows an updated layout of Xbox-3’s waveguide network. Two hybrids have been removed, in effect creating two separate test stands. Each combines power from two klystrons and alternates power between two DUTs.

Each different type of channel as indicated in Figure 4.4 will have a separate LLRF subsystem. For all reflected signals that are essential for machine protection and interlocking, log detectors will be used because a phase measurement is not needed. For signals surrounding the DUT (blue arrows), high bandwidth phase and amplitude measurements are required. The 400 MHz IF scheme using the NI 5772 digitisers will be used as described in section 3.3.
For the forward signals in the waveguide network (green arrows), phase measurements are necessary. The klystron output phase should follow the theoretical phase profile as described in section 3.4.2. (A constant phase while filling the pulse compressor and a 90 degree step followed by a parabolic ramp to 180 degrees). Imperfections in the modulator’s voltage pulse can cause phase variations in the klystron output which can be measured and corrected. The relative phase between the inputs of the hybrid must be as close as possible to 90 or 270 degrees in order to send all of the power to the correct test slot. This has to be measured and corrected during operations. The bandwidth of these measurements does not have to be as high as those for the DUT because the bandwidth of the klystron is 20 MHz. For this reason the waveguide network channels can be digitised using the NI 5761, 250 MS/s, 14-bit ADCs in the PXI crate. This reduces cost and increases channel density (four channels per card versus one channel per card) compared to the faster NI 5772, 1.6 GS/s PXI digitisers.

4.4 Laboratory Test of the 2-way Combination Scheme

In order to test the feasibility of the 2-way combination scheme and the LLRF system, an experiment at low power was conducted in the laboratory. The experimental set up is shown in Figure 4.5.
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Figure 4.5 shows a schematic drawing of the low power test conducted to test the 2-way combination scheme at Xbox-3. Coaxial components and connections are shown in blue, waveguide components in orange/brown, LLRF mixing stages in black and PXI based components in red.

The experiment shown is very similar to the final setup at Xbox-3 except that there are no high power amplifiers/klystrons in the chain and no DUTs. Instead, the outputs from the up mixing stages are fed directly into the network under test and have a power level of approximately 0 dBm. The network under test is a simplified version of the final system and uses mainly coaxial components instead of waveguide components. However, it was necessary to include the pulse compressor in order to test different compression schemes which will be discussed in detail later. The pulse compressor used in the labora-
tory test was the Xbox-2 pulse compressor. This is designed to compress a 1.5 µs pulse down to 250 ns with a compression ratio of 3. Because of the shorter pulse compared with Xbox-3 the filling time of the Xbox-2 pulse compressor is on the order of 650 ns. However, for Xbox-3 the pulse compressor’s coupling coefficient will be modified to increase the filling time to a couple of microseconds. This increases the compression efficiency for the longer pulse lengths that will be used at Xbox-3 of 3-5 µs.

Two vector modulated signals are produced at 2.4 GHz using two NI 5793 PXI RF transmitter modules, which are then up-mixed using a modified version of the Xbox-2 mixing crate. The two signals are then fed into the 3 dB, 90° coaxial hybrid. Connected to one the first hybrid output is a coaxial directional coupler, which in turn is connected to a coaxial to waveguide transition. The transition is then connected directly to the Xbox-2 pulse compressor after which there is a transition back to coaxial with a final directional coupler and termination. At the second output there is just one directional coupler and a termination. The signals from the directional couplers are fed into a 4 channel down mixing system and acquired by the high speed PXI ADCs.

The purpose of the experiment is to show that the two signal generators can be properly combined using the hybrid to produce the required modulated pulse for the pulse compressor. It must be such that a good flat output pulse is produced. This can be achieved by either varying the input phase of the pulse compressor as described in previous sections, or by modulating the input amplitude to the pulse compressor. The second verification is that by changing the relative phase between the two generators, power can be sent to the second hybrid output with minimal power leakage to the first output. The final test is to ensure that the power can be switched reliably between each output at a rate of 200 times per second.

There are two ways to produce a flat output pulse from a SLED I pulse compressor; by phase modulation as described in section 2.2.3 or by amplitude modulation. When the input power to a filled pulse compressor is turned off, the cavities empty with an exponential decay, with a time constant related to the filling time. This decay can be stopped by switching back on the input power and ramping up the amplitude in an exponential fashion in order to counteract the decay at the output. The pulse shape is a standard rectangular pulse with a missing shark fin shaped notch at the end. An advantage of this method is that the output phase of the pulse compressor is constant over the entire pulse, which is favourable for operation with beam. A second advantage is that the flatness of the output pulse is less dependent on the resonant frequency of the cavity, because the pulse flatness is produced by an amplitude variation and not a phase variation in time (which is essentially a frequency chirp). The main disadvantage is that the compression efficiency is reduced, which could be an issue at Xbox-3 because there is not a large overhead in the amount of power available from the klystrons.
For the experimental setup shown in Figure 4.5, there are two ways in which an amplitude modulated pulse can be sent to the pulse compressor. The first method is to apply the required amplitude modulation to both signal generators and to set a constant phase difference between them to 90 °, in order to send all of the power to the first output of the hybrid. A second method is to have a constant amplitude pulse on both generators and then switch the phase in such a way that the hybrid sends the required amplitude modulated pulse to the pulse compressor (Figure 4.7). A disadvantage of this method is that it will send a short burst of power to the other channel, (i.e. the missing amplitude ‘notch’) which in the final high power experiment could cause unwanted breakdowns in the second DUT. However for the laboratory test, it allows the automatic pulse flattening algorithm as described in section 3.4.4, to be re-used.

![Graph showing amplitude and phase profiles](image)

**Figure 4.6** shows the amplitude (blue solid and green dotted lines) and phase profiles (red and purple lines) programmed into the RF generators in order to produce a 250 ns compressed pulse. The phase profiles are produced by the recycled pulse flattening algorithm.

Figure 4.6 shows the phases and amplitudes that are programmed into the signal generators in order to produce a flat, compressed pulse using amplitude modulation. Although there is no amplitude modulation provided from the signal generators, the phase modulation provided causes an amplitude modulation after the hybrid. The phase shape of the pulse was created using a slightly modified version of the pulse flattening algorithm. The algorithm acted only on the first vector signal generator’s phase while the second generator’s phase was programmed to follow the first but with an inverted sign and a 95 ° offset. This is because the hybrid used in the experiment is of the same 3 dB, 90 ° type that will be used in the final experiment; if two signals enter that are +90 ° apart all of the power will be directed to the first output, while a -90 ° difference will direct the power to the second output. The phase difference between the two signals is -95 ° and not -90 ° as it would be for an ideal hybrid, because errors in the fabrication and cable lengths require a small correction.
As shown in Figure 4.6, after 3.25 μs, the phase is flipped by +103° on channel one and -103° on channel two. The overall phase difference is now +111°, which means almost all of the power is now sent to the second or 'load' output. The phase is then ramped up for channel one and down for channel two such that the absolute total phase sweep for each channel is 180°. The final phase difference between the two channels ends up at -90° such that almost all of the power is again being sent to the pulse compressor.

The experiment was repeated but sending a phase modulated pulse with a constant amplitude into the pulse compressor. The input pulse was created using the standard pulse flattening algorithm but with a fixed offset between the two channels of -95° and with no inversion of the second channel. In this way all of the power is sent to the pulse compressor with no power leakage to the 'load' channel at any time during the pulse. The

Figure 4.7 shows the pulse shapes at the input to the pulse compressor (blue), the load channel (red) and the transmitted power of the pulse compressor (green).

The effect of the phase manipulation to the inputs of the hybrid is shown in Figure 4.7. The first output of the hybrid (which is attached to the pulse compressor) produces the required pulse shape, with a missing notch of energy in order to create a compressed pulse with flat amplitude profile. The 'missing' energy is sent to the second output of the hybrid (i.e. the 'load' channel) by virtue of the phase map shown in Figure 4.6. The flatness of the pulse is ensured using the phase feedback algorithm. This modulates the input power of the pulse compressor by sending at any instant more or less power to the 'load' channel by virtue of phase manipulation.

A compression ratio of three was achieved, but this should be higher at Xbox-3, because the Xbox-2 pulse compressor’s filling time is too short: It was designed for a klystron with a 1.5 μs pulse width as opposed to the 3.5 μs pulse width presented here. Before and after the compressed pulse, the power leakage to the load channel is approximately -40 dB, verifying that the hybrid successfully isolates the second output channel.
pulse width of the flat pulse was also increased to 400 ns and a comparison was made with the previously described amplitude modulated pulse. The results are shown in Figure 4.8.

Figure 4.8 shows the amplitudes (solid lines) and phases (dashed lines) of two, 400 ns compressed output pulses and the corresponding input pulses. One created using amplitude modulated pulse (blue and green) and another using a phase modulated pulse (red and purple).

As shown in Figure 4.8, the input power to the pulse compressor is the same for both the phase and amplitude modulated pulses. However, the phase modulated pulse creates 8% more power during the flat pulse. The phase flatness of the phase modulated pulse is poor compared with the amplitude modulated pulse. The amplitude modulated phase sag is less than 4 degrees, while the phase modulated pulse results in a phase sag of nearly 55 degrees. For the tests at Xbox-3 with no beam the phase sag is not important, but for a beam loaded structure, a phase shift of 55 degrees over the pulse would cause a very large energy spread in the accelerated bunch.

Figure 4.9 shows the diode outputs on the oscilloscope. The vertical scale is 20 mV/div for both traces. The horizontal scale is 0.5 ms/div.
A final test was conducted to ensure that the PXI system and signal generators could reliably switch the power from one output channel to the other at a rate of more than 200 times per second. This involves changing the phase offset between the two generators from -90 degrees to +90 degrees at every other pulse. Software was written for this purpose and two diodes where attached to the output channels of the hybrid. The outputs of the diodes where fed into an oscilloscope to verify if the power was being switched between the two channels as expected. During the test the pulse repetition rate was increased from 50 Hz up to 500 Hz without issue. Figure 4.9 shows the diode responses for each of the hybrid’s output channels. As shown, the separation between the pulses on channel one and channel two is 2 ms, verification of successful operation at 500 Hz.

4.5 LLRF Hardware

After the verification of the 2-way combination scheme in the laboratory, upscaling of the LLRF for the full four klystron system is needed. The channel density and LO distribution will be modified from the Xbox-2 scheme, to reduce the overall size and component count. There will be one up/down-mixing crate for each klystron and a single local oscillator distribution crate. Each up/down-mixing crate will contain 8 input channels for down-mixing and a single output channel for the up-conversion of the PXI's 2.4 GHz modulated signal. The local oscillator crate will contain a 2.4 GHz PLL which will be split, amplified and multiplied to create 8, 2.4 GHz outputs and 4, 9.6 GHz outputs. It will also contain a 2.9 GHz PLL multiplied up to 11.6 GHz for the down-mixing.

Figure 4.10: Shows the mechanical drawing for the 1st shelf in the PLL crate.
Figure 4.11: Shows the mechanical layout for the second shelf in the PLL crate.

Figure 4.10 and Figure 4.11 show the mechanical drawings and the components needed to produce the local oscillator signals. The same Marki Microwave AQA-1933K frequency multipliers and FB1215 band pass filters are used as in the Xbox-2 case, in order to produce clean local oscillator signals. In order to ensure good isolation between each local oscillator channel, isolators are placed at the outputs. Two types of isolators are used: 2.3-2.7 GHz G2500M400S02L isolators for the 2.4 GHz LOs and 8-12.4 GHz G04S02L isolators for both the 9.6 GHz and 11.6 GHz LOs. Both types of isolator provide more than 20 dB of isolation in addition to the 17 dB of isolation provided by the splitters such that each LO oscillator signal is sufficiently isolated.

Figure 4.12 and Figure 4.13 show the first and second shelves in the mixing crates. There will be four of each in total, one for each test slot/klystron. The design of the first shelf is almost identical to that used in Xbox-2 (see Figure 3.14), except that the local oscillator signals are generated externally. The second shelf has four down-mixing channels, with the addition of RF multiplexers on the IF channels. These channels will be used to measure the RF signals directly surrounding the DUT (incident, reflected and transmitted signals). Since the power will alternate between 2 DUTs at a time, the LLRF signals can also be switched in order to save on the cost of extra digitisers.
Figure 4.12: Shows a mechanical layout of the 1st shelf in one of the mixing crates.

Figure 4.13: Shows the mechanical layout of the 2nd shelf in one of the mixing crates.

With 40 mixers needed excluding spares, it was decided to perform a market survey to validate if the Marki Microwave mixers used in the Xbox-2 LLRF system were the best choice. The Mini-Circuits ZX05-24MH-S+ mixer had the required performance at almost a quarter of the cost of the Marki Microwave mixers so two were ordered for laboratory tests. The Mini-Circuits mixers had a 1 dB compression point and third order intercept point of 8 dBm and 19 dBm respectively, with a LO drive level of 11 dBm. These values outperform the Marki-Microwave mixer whose 1 dB compression point and third order intercept points were measured to be 5 dBm and 12 dBm respectively with the same 9 dBm LO drive level. However, the LO-RF isolation of the Mini-Circuits mixers is only
27 dB compared with 34 dB for the Marki Microwave mixer. However, with the splitters adding 17 dB of isolation between neighbouring mixers, there would be sufficient isolation between neighbouring channels, even with the Mini-Circuits mixers.

Although a PCB based up/down mixing system would have been much more compact, a connectorised design was preferred as it speeds up the development time and ensures that all components can be characterised individually. A standard 3U crate can accommodate 2 shelves plus the relevant power supplies. Therefore the plates shown in Figure 4.10 and Figure 4.11 will be placed into a signal 3U crate to produce the PLL/local oscillator distribution system, while the shelves shown in Figure 4.12 and Figure 4.13 will be placed in another crate to produce the up/down mixing systems.

4.6 Racks and Layout

With RF signal distribution, four mixing crates, one PLL crate, 32 channels of RF multiplexing, two power meters, two log detector crates, two PXI crates and two trigger/interlock crates needed for the complete LLRF system, the complete arrangement should take up approximately 60 U of rack space. Since many of the LLRF components are temperature sensitive, all components should be placed in a temperature stabilised environment.

For this purpose temperature stabilised racks will be used. A market survey was performed in order to establish the best solution. It was decided to use racks that are already in use at CERN at the ATLAS experiment, as they have been rigorously tested and have been successfully operated for over 2 years. The racks are manufactured by Schroff and use an air/water heat exchanger. As shown in Figure 4.14, hot air is pulled from the top of the rack space and fed through channels in the sides of the rack toward the heat exchanger at the bottom. The chilled air is blown upwards past all of the installed crates in order to remove 2.5-3 kW of heat depending on the inlet water temperature. Temperature stability is controlled using a PID controller which measures the internal temperature of the rack and adjusts the water flow rate accordingly. This allows for a temperature stability of ±0.5 °C.
Figure 4.14 shows a schematic drawing of the rack cooling circuit (left) and a photograph of the empty rack (right).

It is important to consider the layout of both racks for cable management purposes. Xbox-3 has a 2x2 test slot layout; each pair of klystrons are separated and have their own fully independent control system. The crates installed into the racks reflect this, with each rack being a mirror of the other, apart from the local oscillator distribution (or PLL) crate, which distributes signals to both of the Xbox-3 sub-systems.

As in Xbox-2 the RF signal cables from the experiment will approach the crate at a height of approximately 2.5 m. A rectangular hole at the top of the rack containing a piece of foam with a slit brings in the signal cables and stops the chilled air from escaping. The RF distribution crate is placed at the top of the rack and contains 2-way splitters which send each signal to a LLRF diagnostic crate (for down-mixing or log detection) and to the calibration system. All 12 GHz signal distribution will use the same high stability Killer Bee™ cables as used in Xbox-2.

Located immediately below the RF distribution crate are the crates which make up the calibration system. They are placed there to keep cable lengths as short as possible for the calibration path. Like Xbox-2, the calibration system uses RF multiplexers and power meters. However, because of the increased channel density a network of multiplexers will be used as shown in Figure 4.15.
Figure 4.15 shows the RF multiplexers and power meter used as part of the calibration system at Xbox-3. The system shown is for one sub-system at Xbox-3. RF signals are shown in blue, while Ethernet/control signals are red.

Although 16:1 multiplexers are available on the market, it was decided to use the network shown in Figure 4.15 in order to have compatible spares with Xbox-2 which uses the same ETL systems 23166-S5S5, 8:1 multiplexer. An additional two, 2:1 multiplexers were ordered to switch four 8:1 multiplexers into two power meters.

The RF log detectors and mixing crates are placed below the calibration system. The RF signals are routed from the RF distribution crate at the top of the rack down to the detection crates on the rear side of the rack. The down mixed IF signals and log detector outputs are routed on the front side of the rack, to meet the ADC input connections on the front of the PXI crate. The local oscillator signals and 10 MHz reference signals for locking the PLLs to the PXI’s timing distribution are distributed on the rear sides of the crates, while the 2.4 GHz local oscillator input and the vector modulated 2.4 GHz output of the PXI vector generators are located on the front side. The trigger and interlock board is located at the bottom of the rack. The external interlock and trigger signals for the modulator and vacuum systems enter the rack through a hole in the bottom, staying separated from the RF signal cables. Through careful cable management, the number of cable feedthroughs is kept to a minimum which improves the cooling air flow within the rack. Any unused rack space will have blanking plates on the front and back to further aid air flow.

As shown in Figure 4.16, there are some cables which are routed between the two racks. The first group of signals come from the central local oscillator distribution crate (PLL crate). This could have been avoided by having separate PLLs for each rack, but it was decided to have a single distribution point in case Xbox-3 was to return to the original combination scheme of 4 klystrons to each test slot. Having separate PLLs introduces phase jitter, which should be avoided to ensure good phase coherence between the klystrons.
Figure 4.16 shows the rack layout for the Xbox-3 LLRF and control systems. Also shown are the interconnects between each rack. Crate sizes are shown according to colour with blue, grey, red and green being 1U, 2U, 3U and 4U respectively.

The second group of cables come from the RF multiplexers as part of the calibration system. The two sets of 2:1 multiplexers which have been purchased, are contained in a single 2U crate, and therefore are placed in the same rack as both power meters and receive signals from two 8:1 multiplexers in the other rack.

4.7 Experimental Area Layout

A space next to Xbox-2 in CERN’s building 150, has been reserved for Xbox-3. The Xbox-2 bunker has been extended to allow space for four test girders. The modulators will be placed on the opposite side of the bunker to Xbox-2, while the control racks will be placed on an adjacent wall. 3D CAD models are shown in Figure 4.17 and Figure 4.18.

As shown in Figure 4.17, the modulator layout has four fold symmetry. This aligns the klystrons’ waveguide outputs for connection to the waveguide combination network that is placed in the middle of the four modulators. This layout allows either the current
2x2 combination scheme, or the original 4x1 combination scheme to be used, without having to move the modulator/klystron units.

![Diagram](image1.png)

**Figure 4.17** shows the layout of the modulators, waveguide combination network and pulse compressors at Xbox-3.

Long waveguides connect the hybrid combiners to the pulse compressors which are attached to the outside of the bunker wall. Each pulse compressor has a water chiller unit placed underneath it for temperature stabilisation. Four holes drilled into the bunker wall carry the waveguides into the bunker.

![Diagram](image2.png)

**Figure 4.18** shows the layout of the test slots inside the bunker in building 150. Support structures for the waveguides are not shown to increase clarity.
As shown in Figure 4.18, the bunker contains four test slots which are placed into the extended bunker section, next to the Xbox-2 test area. Each test slot consists of a girder to support the DUT and an input and output waveguide network. The input waveguide network contains a pumping port, RF gate valve and directional coupler, while the output waveguide network consists of another RF gate valve and directional coupler, with a water cooled stainless steel load placed at the end. Further pumping is provided via an in-built pumping port located at the end of the load.

Like in Xbox-2, the output network will be placed on a sliding rail such that DUTs of differing lengths can be tested without difficult manipulation of the waveguide supporting girders. In the figure, the support structures for the waveguides are not shown as to increase the clarity of the diagram. A zoomed in view of test slot A can be seen in Figure 4.19.

![Diagram of test slot with labels](image)

**Figure 4.19 shows a zoomed in view of test slot A and its associated waveguide components.**

All of the waveguide components shown in Figure 4.19, have been successfully high power tested at the existing Xboxes except for the RF gate valves, which failed the test due to outgassing and multipacting. For Xbox-3, the valves have been modified to include a silicon carbide insert as described in section 3.7.6, which should alleviate the problem. It is deemed necessary to include the vacuum valves at Xbox-3, because the DUT will be changed more often due to the increased repetition rate compared with the other Xboxes.

### 4.8 CERN Site Acceptance Test of First Toshiba Klystron

The first of the klystron/modulator power units was delivered to CERN in October 2014. Upon receiving the power unit, the klystron and modulator unit was tested in the presence of representatives from both Toshiba and Scandinova. The test was conducted with the klystron pulsing in diode mode as the RF properties had already been verified at
the Toshiba factory in Japan [63]. The site test could only be passed once certain objectives had been completed.

In order to verify the micro-perveance of the klystron, the cathode voltage and current have to be measured. This is achieved by using a capacitive voltage divider and a current transformer respectively, which are located on the high voltage side of the pulse transformer. This produces results that are free of the parasitic inductive and capacitive effects of the pulse transformer and tuning circuitry that is present on the low voltage side of the transformer.

![Figure 4.20](image.png)

**Figure 4.20** shows the klystron cathode voltage and current in blue and red respectively, as measured by the capacitive voltage divider and current transformer on the high voltage side of the current transformer.

The capacitive voltage divider installed into the modulator tank has a ratio of 9264:1, while the current transformer has a ratio of 10:1 [64]. In Figure 4.20, the measured voltage and current on the oscilloscope have been multiplied by their respective ratios in order to reproduce the true voltage and current present at the gun. The measured voltage and current in the middle of the flat top pulse are -163 kV and 97 A respectively. This gives a micro-perveance of 1.47, which is slightly lower than the expected 1.55, but within the acceptable range. The pulse flatness is 0.5 % rms for both voltage and current. The total droop for a 5 μs pulse is 2.5 % for the voltage and 3.1 % for the current. However, most of this contribution comes from the start and end of the pulse. If the pulse is shortened to 3.5 μs, the droop improves to 1.9 % and 2.3 % for the voltage and current respectively.

The modulator/klystron unit was then run at a pulse repetition rate of 400 Hz, non-stop for 8 hours to verify the long term performance. Various safety checks of the interlock system were also conducted including:

- Tube vacuum level interlock
- Water flow rate interlocks
- Water temperature interlocks
- Solenoid current interruption
- Heater current and voltage interlocks
- Cathode overvoltage and over current interlocks
- Switch unit overcurrent interlocks
- Repetition rate interlocks

The limits for each of the measurements shown above were manually changed on the control system in order to cause an interlock. Depending on the type of interlock triggered the modulator can stop the trigger, turn off the high voltage power supplies or turn off the cathode heater. After the performance of each interlock had been verified and the 8 hour run had been completed without any faults, the unit had successfully passed the site acceptance test.

4.9 RF Testing of the First Toshiba Klystron

4.9.1 Experiment Layout

The next step following the successful testing of the klystron and modulator in diode mode, was to inject RF into the klystron to verify its performance. For this purpose a temporary LLRF system was set up, along with a small waveguide network and load. The waveguide network is shown in Figure 4.21.

Figure 4.21 shows a schematic diagram of the high power RF network used to test the first Xbox-3 klystron. The green arrows show signals that go to the LLRF system, while red arrows show signals measured by a power meter.

The high power network consists of a pumping port (but without a pump attached), a directional coupler and a stainless steel RF load, which has a vacuum pumping port built into the end, through which the whole network is pumped. There is also a directional coupler at the input to the klystron in order to measure the input power reliably. During the test both a TWT amplifier and a new solid state amplifier manufactured my Microwave Amps Ltd. [65] were used to produce the 60-100 W of power needed to saturate the klystron. The green arrows show the four signals that are sent to the LLRF system for down mixing and acquisition: the LLRF system output, klystron input, klystron output
and reflected to klystron. Secondary low power couplers are used to send the signals to power meters for calibration (red arrows).

The LLRF system used is a copy of the Xbox-2 system, using the spare Xbox-2 mixing crate. At the time of writing there were no spare PLLs available, so two function generators were used to produce the 2.4 GHz and 2.9 GHz local oscillator signals needed for the mixing crate. The control system is a PXI crate containing a PXIe-6363 multifunction DAQ, an NI 6583 trigger/timing card, a PXIe-5160, 2.5 GHz, 8-bit, 4 channel oscilloscope, an NI 5793, 250 MHz BW, RF vector signal generator and an NI 5761, 4 channel, 250 MSPS ADC. Apart from the multifunction DAQ, which will be used to acquire vacuum signals, all of the cards have been successfully used at Xbox-2, or in laboratory experiments. For example, the vector signal generator used is the same NI 5793 module used in the laboratory tests described in section 4.4.

Figure 4.22 shows the first klystron/modulator system in situ at building 150.

Figure 4.22 shows the temporary test setup in CERN’s building 150. All of the LLRF systems and the klystron’s pre-amplifiers are placed on trollies close to the waveguide network, such that short cables can be used to connect the LLRF system to the klystron input and directional couplers. The operator desk is placed in front of the modulator for easy access to the modulator control system’s touch screen interface.

4.9.2 Control Software

The control software is a modified version of the Xbox-2 code. The modifications include: a new driver for the RF vector signal generator, intra-pulse interlocking of the pre-amplifier gate pulse, the development of fast (<2 ms) vacuum interlock software for the PXIe-6363, a new oscilloscope program for the PXIe-5160 and a new IQ demodulation
scheme for the 5761 ADCs. Many of these modifications were made as part of a collaboration with SLAC; where a PXI crate has been installed with an Xbox derived control system [66].

The intra-pulse interlocking has been made possible due to the fact that the software based vector modulator PXI card used at Xbox-2 (the NI PXIe-5673E), has been replaced with an FPGA based module; the NI 5793R.

![Diagram of RF transmitter operation](image.png)

**Figure 4.23** shows the operation of the NI 5793R RF transmitter. The RF transmitter module hardware is shown in blue, the FPGA hardware in green and the backplane line in red.

The vector modulated output uses 16-bit DACs which run at a rate of 250 MHz. The FPGA interfaces with the DACs using two 16-bit buses. In the FPGA logic there is an AND gate on the bus lines, with an inverted input attached to a PXI back plane line. If this line goes high the DACs will output 0 V and stop the RF signal. The threshold detector that is present in the FPGA based NI 5761, 250 MHz ADC, works on a sample by sample basis and writes to the backplane line if a single sample breaches the threshold. Including all pipeline delays the response time from a threshold breach in the ADC, to the termination of the RF is approximately 400 ns.

A second level of safety is incorporated, by using the klystron pre-amplifier. The pre-amplifiers (either the TWT or solid state amplifier) use pulsed power supplies which are controlled by an input gate pulse. The gate pulse is sent from the PXI timing card which also has the same AND gate logic. The trigger inhibit signal is controlled by the same backplane line that inhibits the vector generator.

At Xbox-2 the vacuum levels are read using an RS485 serial connection to the ion pump controllers. There are nominally 6-7 pumps on the serial bus and a low baud rate is used increase the signal to noise ratio, in the electrically noisy environment of the test area. A consequence of this is that the pressure values are read only at one second intervals. The dynamic vacuum behaviour responds on time scales that are much faster than this as large vacuum events can build up from pulse to pulse.

Each vacuum pump controller has a 0-10 V analogue output, which follows the ion pump current. The response is faster than the serial connection because digitisation and encoding of the signal are not performed. In order to sample the voltage, a new PXIe-6363 X-Series DAQ has been purchased, which can sample 32 analogue signals with 16-bits of resolution with sample rates up 1 MSPS. A software control loop was written to read the
ion pump current at a rate of 600 Hz, which can respond to vacuum events that occur on a pulse to pulse basis. If a pressure threshold is breached the system interlocks and the RF output is switched off.

New software has been written to control the PXIe-5160, oscilloscope card. The software sets up the sample rate, input voltage range, offset and impedance, trigger delay and record length. The card is primarily used to sample the klystron cathode current and voltage. A buffer was set up to record the current pulse and previous 2 pulses, in case of an interruption/interlock of the klystron/modulator. In this way if there is a gun arc or another interesting event inside the modulator tank it can be recorded for future study.

A new demodulation scheme will be used for some of the incoming 400 MHz signals. These are sampled using an AC coupled NI 5761, 250 MSPS ADC, with 500 MHz of analogue bandwidth. Even though the signals are under sampled, I/Q demodulation of the signals is still possible. The relationship between the measured voltage $V_m$, the in-phase component $I$, the quadrature component $Q$, the sample number $n$ and the angle between samples $\phi$, still holds as described in equation (3.2).

$$V_m(t_n) = Re\{(I + jQ)e^{jn\phi}\}$$ (3.2)

The angle between each sample is now 576º, because the sample rate is lower than the sampled waveform. The calculation is computationally more difficult than for the case when $\phi$ is 90º, because the cosine and sine functions do not simplify to a repeating string of $I$, $-Q$, $-I$ and $Q$. However, because angle between samples $\phi$, is constant each $I$ and $Q$ series is always the same and therefore can be added to a lookup table. The lookup table is stored in an FPGA memory block and multiplied by each acquired sample to produce the $I$ and $Q$ arrays for each pulse. The $I$ and $Q$ arrays are then passed through an FIR low pass filter, such that the phase and amplitude can be extracted.

The new acquisition scheme was tested by injecting a 400 MHz signal produced by the NI 5793 signal generator. The FIR low pass filter frequency was set to 62.5 MHz which is a quarter of the sampling rate of the ADC. However, the demodulated pulse contained unwanted frequency components, including a large spur at 50 MHz, as shown in Figure 4.24.
Figure 4.24 shows the 3 μs pulse in the time (top) and frequency domains (bottom).

In order to understand the source of the unwanted frequency components, it is important to examine the effects of under sampling. The sampled signal has a frequency of 400 MHz, while the sample rate is 250 MHz. The Nyquist frequency is defined as half of the sample rate; in this case 125 MHz. This means that the data is sampled in the 4th Nyquist zone (i.e. between three and four times the Nyquist frequency). The boundaries in the frequency domain between each Nyquist zone act as symmetry planes and produce images of the sampled data.

Figure 4.25 shows the Nyquist zones when acquiring a 400 MHz signal with a -70 dB bandwidth of 50 MHz, using a 250 MHz sampling rate. The -70 dB bandwidth has been used, as this is the approximate dynamic range of the 14-bit ADC. As shown in the top section of Figure 4.25, the sampled 400 MHz signal produces images in the other Nyquist zones. However, there is no overlap between each of the Nyquist zones because the signal bandwidth is low.
Figure 4.25 shows the sampled signal and its aliases (or images) in the first 4 Nyquist zones. The 70 dB bandwidth of the signal in the top figure is 50 MHz, while for the bottom figure it is 90 MHz.

However, if the bandwidth is increased then aliasing occurs, as shown in the lower part of the figure. This causes signal distortion because a single frequency can map to multiple areas in the frequency domain. For this reason it is important to filter the ADC input signal when under sampling to ensure that the acquired signal doesn’t alias. I.e. no frequency component of the signal should cross into a neighbouring Nyquist zone.

The signal bandwidth can be expanded by changing the sample frequency from 250 MHz to 230 MHz. As shown in Figure 4.26, this narrows the bandwidth of each Nyquist zone, but centres the 400 MHz signal in the 4th Nyquist zone. There is now 55 MHz of bandwidth below and 60 MHz of bandwidth above the signal in which no unwanted aliasing will occur. This relaxes the requirements for the anti-aliasing filter needed at the ADC input.
The NI 5761 ADC can generate clock signals internally only at 250 MHz, but can accept any external clock frequency from 175 MHz up to 250 MHz. Therefore a PLL will be purchased to create a 230 MHz clock that is locked to the main 10 MHz reference. A PLL evaluation board such as the Analog Devices EV-ADF4360-8EB1Z could be used, which can generate clocks from 65-400 MHz and lock to a 10 MHz reference signal. A suitable antialiasing filter is the Mini-CircuitsBPF-A400+, which has pass band from 390-410 MHz and a rejection of 30 dB and 22 dB at 345 MHz and 455 MHz respectively. However, in order to exploit the full dynamic range of the ADC, two filters used in series may be needed.

At the time of the first RF test there were no clock generators or filters available. Therefore the system was run with a sample rate of 250 MHz and an IF frequency of 400 MHz. A relatively a narrow bandwidth filter of 28 MHz was used in the FPGA de-modulation, in order to not cross into the 3rd Nyquist zone. The results of the test are shown in Figure 4.27, along with a comparison to the previous test.

As shown Figure 4.27, the 50 MHz oscillation seen previously has been filtered out. However, during the rising and falling edges where the bandwidth is high there are overshoots visible. The rising and falling edges are on the order of 5 ns, requiring a bandwidth of approximately 70 MHz. This is enough to push the signal into the 3rd Nyquist zone, causing the aliasing problems. However, the signals are clean enough to perform the RF test of the klystron, and moreover a separate power head was used to verify the amplitude of the signals.
Figure 4.27 shows a comparison between the 28 MHz (black) and 62 MHz (red) low pass filters used after the demodulation. The time and frequency domains are shown in the top and bottom figures respectively.

4.9.3 High Power Test

After initial assembly all of the waveguide network components need to be conditioned up to the operating conditions. The situation is the same as that described in section 3.7 (when Xbox-2 underwent its first high power RF pulses) and so the treatment will be the same. Firstly, the directional couplers and cables are calibrated in order to find their coupling and return loss. Afterwards, the interlock system is checked including vacuum interlocks and reflected RF threshold detectors. The LLRF system is then activated, along with the pre-amplifier (in the first instance of testing a TWT was used) and the system is tested without pulsing the klystron.

Only after the acquisition and control of the RF signals have been verified is the klystron activated. The LLRF power level is reduced to a minimum and the klystron voltage raised to approximately 20% of the nominal level. The LLRF pulse is then switched back on with a short pulse width of less than 100 ns. The power is ramped slowly until a pulse
can be seen on the acquisition system. The reflected power interlock threshold is then set to be approximately 50% higher than the measured steady state reflection. With careful monitoring of the vacuum level the power is raised manually until there is enough dynamic range to perform a crude calibration of the system. A graph of the measures I/Q demodulated amplitude in volts, versus the actual power as measured by the power meter is fitted with a polynomial curve. The polynomial coefficients are inputted into the software such that the PXI system can use its PID loop to control the power level. This allows any of the various conditioning algorithms to be used.

Since the waveguide components are untested, the main issue when ramping up the RF power is outgassing. Therefore, the best conditioning algorithm to use is the vacuum feedback algorithm that is described in section 3.7.5. For the Xbox-3 test it was decided to start with a pressure set point of $3 \times 10^{-8}$ mbar, and a pulse width of 300 ns.

Figure 4.28 shows the first 77 hours of the klystron test. The klystron output power is shown in red, the pulse width in blue and the accumulated number of interlocks in green.

Figure 4.28 shows the first 77 hours of RF on time during the test. The 300 ns ramp up to 6 MW took only 5 hours, pulsing at 200 Hz. The pulse width was then increased to 1 $\mu$s and the vacuum feedback algorithm was resumed. Power increased to 5.5 MW after 12 hours before a modulator interlock stopped the system overnight. The system was restarted in the morning and allowed to run over the weekend. The large number of interlocks shown between 15 and 47 hours are due to the reflected power interlock threshold having been set too low. This meant that the steady state reflection from the load was enough to interlock the system if an output power of 5 MW was reached.

After the weekend run the pulse width was increased to 2 $\mu$s, after which the system ramped up to 5.4 MW in just 10 hours. The pulse width was increased again to 3 $\mu$s, taking approximately 20 hours to reach the target value of 6 MW.

However, after several days of successful running some problems started to emerge. Firstly there appeared to be some vacuum activity on the klystron window. The symp-
toms of such a problem include simultaneous pressure spikes on both the tube-side and load-side of the window. These events started to occur with a frequency of 1 per day.

The second problem was that the modulator would stop pulsing showing multiple switch overcurrent interlocks. The solid state switches are grouped with 6 switches inside each carte with a total of three crates in the modulator. More than 90% of these types of interlock would result in the tripping of all switches in a single unit. In order to investigate the issue further the PXIe-5160 oscilloscope was used to record the gun current and voltage. As described in the previous section the software used in this card can record the interlocked pulse and the preceding pulse. Figure 4.29 shows the voltage and current curves that were recorded after one such event.

![Voltage and Current Curves](image)

**Figure 4.29 shows the cathode voltage and current for a normal pulse (red and black) and for an interlock pulse (blue and green).**

As shown in Figure 4.29, the pulse preceding the interlock is normal. However, the interlock pulse itself cuts off before the nominal voltage and current are reached. It also has a slower rise time and looks as if it wouldn’t reach the required voltage and current even if the pulse was not interlocked. This suggests that not all of the switch units are firing because the modulator is not putting enough voltage and current into the pulse transformer. To test this theory, a test was conducted on the second modulator at the Scandinova factory. The test was to disable the trigger lines to two out of three of the switch units and record the voltage and current waveforms. The test performed at Scandinova perfectly emulated the results shown in Figure 4.29. The diagnosis was a faulty trigger unit which distributes the master trigger to the switch units. A replacement was fitted into the modulator at CERN and the system was restarted.

The system was pulsed using the internal modulator trigger for 24 hours without an issue. However, when the modulator was triggered externally from the PXI crate the problem returned. The internal trigger from the modulator and the PXI’s modulator trigger were then both measured on an oscilloscope to check the voltage levels. It was found
that the PXI trigger level was only half as high as the modulator master trigger. At Xbox-2 this issue didn’t arise because an external interface PCB (as described in section 3.6.3) was used to increase the drive level of the PXI output triggers. The same PCB will be used in the final Xbox-3 setup, but for the test it was not yet fabricated. A temporary solution was devised by using an external trigger unit to increase the trigger’s drive level.

A third problem that was encountered during the running of the modulator was that the phase and amplitude stability would sometimes deteriorate, accompanied by an increase in audible emissions from the modulator. An initial suspicion was that the three phase supply to the modulator was deteriorating periodically due to loading of the supply from the PS complex at CERN. A three phase multi-meter was attached to the input of the modulator to monitor the supply. However, even during the periods where the stability of the modulator was poor the supply to the modulator was clean.

A second line of investigation was opened after speaking with Scandinova. The pulse transformer has a bias voltage applied to it to reduce the output pulse distortion. Distortion of the output pulse causes the pulse transformer to vibrate more strongly, thus increasing audio emissions. The bias voltage is tuned at the factory by looking at the voltage waveform and listening to the noise made by the pulse transformer. The bias voltage supply was inspected for problems but none were found. However, it was found that there was a loose connection between the bias supply and the pulse transformer. Once the connection had been secured the distortion issue was solved. It was found that the heater supply circuit also had a loose connector, which was subsequently secured.

After all of the above issues had been solved the up-time of the experiment was much improved. This allowed a long run to be conducted with reduced power and pulse width of the RF to try and condition the klystron window. A new interlock was programmed into the system to increase the robustness of machine protection against the vacuum flashover events. Window flashover events are caused by a build-up of plasma near the window surface [67]. The plasma absorbs some of the RF energy, which appears as a small cut in power towards the end of the pulse. There is often not much reflected energy and even if there is, it cannot be measured by the directional coupler because it is placed after the window. Therefore a method of detecting the missing energy was developed.

After the I/Q demodulation of the klystron output pulse, the amplitude array is integrated in order to calculate the energy of the pulse. The value is stored in a buffer and then compared with the integrated value from the next pulse. If the ratio between the new and old pulses is less than 95% then the system is interlocked. In order to stop false positives the interlock is only activated if the power level is above 250 kW and that the peak amplitude of the current and previous pulses are within 20% of each other.

The former of the two checks stops false interlocks when there is no RF in the system and the signals is effectively just noise. The latter check stops a double interlock from being triggered. For a legitimate missing energy event the peak amplitudes of the inter-
lock pulse and the preceding pulse are approximately the same. However, when there is an interlock or an interruption of power, the peak amplitude of the preceding pulse is much greater than the present pulse in which the LLRF system has been switched off.

With the added protection of the new interlock and a more gentle approach to the conditioning, the vacuum events on the window became rarer. The remainder of the conditioning is shown in Figure 4.30.

![Figure 4.30](image)

Figure 4.30 shows the conditioning of the network from 77 hours of RF on time until the end of the current run.

The maximum pulse width reached was 4 μs, with a peak power level of 6 MW. The pulse width was then lowered to 1 μs, and the klystron voltage pushed up to 165 kV. With the increased voltage the klystron output power was able to reach 7.5 MW as shown in Figure 4.31.

![Figure 4.31](image)

Figure 4.31 shows the klystron output and drive power for a peak pulse power of 7.5 MW.
Through further conditioning of the waveguide network it should be possible to increase the pulse width to 3.5 $\mu$s. For most accelerating structures that will be tested at Xbox-3, 45-50 MW will be required. This means that the pulse compressor will have to produce a compression ratio of 3.3 in order to reach 50 MW. Although in laboratory tests a ratio of only three was achieved, with the better optimised filling time of the new pulse compressors the 50 MW target should be reachable.

4.10 Conclusion

This chapter described much of the development conducted in order to build a third X-band test stand at CERN. The novel design of the test stand allows 4 testing slots each with double the repetition rate that is available at Xbox 1 and 2. The total 8-fold increase in testing capacity compared with a conventional test stand will allow more structures to be tested in a much shorter amount of time.

We conducted an experiment to fully vindicate the two way combination scheme at low power. Alternate switching between two channels of a hybrid was proven at a rate of 500 Hz. Pulse compression using an amplitude modulated pulse was verified and the compression ratio measured.

The LLRF system is an evolution and expansion of the Xbox-2 control system. We have completed the design work for many of the sub-systems and most of the components are under order or have already been delivered. We have made upgrades to the PXI based acquisition system including: a new driver for the RF vector signal generator, intra-pulse interlocking of the pre-amplifier gate pulse, the development of fast (<2 ms) vacuum interlock software for the PXIe-6363, a new oscilloscope program for the PXIe-5160 and a new IQ demodulation scheme for the 5761 ADCs. These new upgrades have been successfully tested during the commissioning of the first klystron modulator system. At the end of the commissioning run a pulse width of 4 $\mu$s with a power of 6 MW was achieved. A peak power of 7.5 MW was reached at 1 $\mu$s, which is higher than what was achieved during the Toshiba factory test. This means that a compression ratio of 3.3 will be needed in order to reach 50 MW.
Chapter 5

5 The CLIC Crab cavity

As discussed in Chapter 1, CLIC will require crab cavities in order to align the colliding bunches, and thus produce effective head on collisions. A prototype CLIC crab cavity was developed at Lancaster University. The design considerations, tuning and high power test results will be presented in this chapter.

5.1 Crab Cavity Design

5.1.1 Crab Cavity Requirements

In order to define the interaction point, the beams at CLIC will collide with a crossing angle $\theta_c$ of 20 milli-radians. The horizontal $\sigma_x$, vertical $\sigma_y$ and longitudinal $\sigma_z$ dimensions of the beam at the interaction point are 45 nm, 1 nm and 44 $\mu$m respectively. The luminosity reduction factor $S$ can be calculated using the following relation [68].

$$S = \frac{1}{\sqrt{1 + \left(\frac{\sigma_y \theta_c}{2\sigma_z}\right)^2}}$$

Equation (5.1), yields a result of 0.1, meaning that 90% of the luminosity is lost compared to that of a head on collision. As shown in Figure 1.5, a crab cavity can be used to rotate the bunches to restore the lost luminosity. The required deflecting voltage $V_\perp$ depends on several factors as shown in Equation (5.2) [69].

$$V_\perp \approx \frac{\theta_c E_0 c}{4\pi f R_{12}}$$

where $E_0$ is the beam energy in electron volts, $f$ is the RF frequency and $R_{12}$ is the ratio between the horizontal displacement of the beam at the at the IP (interaction point) and the initial deflection angle provided by the cavity. Horizontal deflection is given by transverse momentum delivered by the cavity divided by longitudinal momentum. For a cavity placed just before the final focusing doublet the $R_{12}$ value is 23.4 m. The frequency must be an integer multiple of the bunch repetition rate $f_{rep}$ 1.99903 GHz. In order to match with the rest of the CLIC project infrastructure and to reduce the required voltage kick, a frequency of 11.9942GHz is preferred. At the full CLIC beam energy of 1.5 TeV, the required transverse deflecting voltage is 2.55 MV.

Most commonly used crab cavities have a TM-110 like mode, producing a dipole deflecting field. The power level needed to produce the required kick depends on several factors, including the loaded Q factor, coupling match and the beam loading. For a perfect
beam, beam loading is zero because the dipole mode has zero longitudinal fields on axis. However, the crab cavity will be placed in a high $\beta$ region, where the transverse beam size and thus beam offset errors will be at their maximum. The vertical and horizontal beam size at the crab cavity position will be approximately 35 microns and 153 microns respectively. Neglecting ohmic losses, the power extracted from the cavity due to beam loading $P_a'$ from a beam with transverse offset $a'$ and bunch charge $q'$ is given by [70]:

$$P_a = qV \frac{2\pi f a}{c} f_{rep}$$  \hspace{1cm} (5.3)

Assuming that the maximum beam offsets are approximately 2-3 times the bunch size the expected beam loading is of the order of two to four hundred kilowatts. The RF pulse length at CLIC is approximately 200 ns, so there is not enough time to actively correct for beam loading. However, if the power flow through the structure is of the order of 10-20 MW, the level of beam loading becomes negligible. The input RF amplitude and phase errors also affect the crabbing process. The RF power sources and delivery system are the main source of the phase and amplitude errors.

### 5.1.2 RF Cell Design

The high power flow needed to satisfy the beam loading requirements can be accomplished by using a travelling wave cavity. Travelling wave deflecting cavities have been used since the 1960s at many accelerator facilities including SLAC, CERN and BNL [71], [72]. Disc loaded waveguide type structures are the most commonly used, as the manufacturing process allows for micron level tolerances to be achieved. Because of this a disc loaded structure is the primary choice for the crab cavity. The cell dimensions are chosen by considering the phase advance per cell, shunt impedance of the crabbing mode, group velocity, wakefields, power requirement, and the three surface quantities as described in section 1.3 (peak surface electric field, pulsed temperature rise and scaled power density.) Initial studies simulated a circularly symmetric cell and varying iris radius and thickness for phase advances of 120° and 150°. The best compromise was found for an iris thickness of 2 mm and iris radii between 4.7 mm and 5.7 mm. This yielded structures that require less than 20 MW of RF power and have between 10 and 13 cells. The peak surface electric fields are kept below 115 MV/m while pulsed surface heating is below 45 K [70].

Through further wakefield simulations performed by Ambattu and Burt et al. [73] it was found that the main contribution toward unwanted deflections was from the same order dipole mode (SOM). This comes from the orthogonally polarized dipole mode, which can be excited by vertical deflections to the beam. The SOM can be actively damped by the beam by breaking the circular symmetry of the cell. This was achieved by using a racetrack cell shape. The frequency of the SOM is shifted such that every other bunch damps the unwanted mode. The shifted frequency must be a factor of $(n+0.5)$ of the bunch reputation rate where $n$ is any positive integer. A SOM frequency of 13GHz was chosen to this effect. In the final design, the lower order monopole mode and higher
order modes also require damping. Studies have been conducted to design cavities with choke mode or waveguide damping. Waveguide damping was found to produce superior damping of the unwanted modes [73]. However, for the initial high power test and breakdown rate studies, an un-damped, racetrack shaped cell shape is used.

![Figure 5.1 shows the cell geometry and the E-field, H-field and the modified Poynting vector ‘Sc’ [22] of the un-damped crab cavity as simulated in HFSS.](image)

The racetrack cell shape and the distribution of the surface fields are shown in Figure 5.1. The surface quantities that affect breakdowns have peaks at different locations around the iris. For monopole mode structures, all of the quantities are distributed evenly around the iris. Therefore, this cavity provides an opportunity to test which surface quantities (electric field, magnetic field or power flow) contribute most strongly towards causing breakdowns. This can be achieved through a post-mortem inspection using optical and/or electron microscopy [74]. A so called dark current spectrometer can be used to look at the geometric source of emitted electrons during a BD in real-time. Both of these methods will be used with the latter being described in the following paper [75].

The full parameters for a single cell are shown in Table 5.1. All values were computed using the HFSS Eigen mode solver. A finite conductivity surface boundary was applied with a conductivity of $5.85 \times 10^7$ Siemens/m which is the conductivity of copper. Adaptive mesh refinement was used with a target delta frequency change of one part in $10^4$ between each pass. The simulation converged after 3 passes and 35644 tetrahedral mesh elements were used for the final pass.
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>11.9942 GHz</td>
</tr>
<tr>
<td>Iris radius</td>
<td>5 mm</td>
</tr>
<tr>
<td>Phase advance per cell</td>
<td>120 °</td>
</tr>
<tr>
<td>Quality Factor</td>
<td>6106</td>
</tr>
<tr>
<td>Transverse R/Q</td>
<td>53.8</td>
</tr>
<tr>
<td>Kick (normalised to 13.35 MW)</td>
<td>227 kV</td>
</tr>
<tr>
<td>Kick per meter</td>
<td>27.2 MV/m</td>
</tr>
<tr>
<td>Group Velocity</td>
<td>0.0292c</td>
</tr>
<tr>
<td>Attenuation</td>
<td>0.71 Np/m</td>
</tr>
<tr>
<td>Peak surface electric field (normalised to 13.35 MW)</td>
<td>89.2 MV/m</td>
</tr>
<tr>
<td>Peak surface magnetic (normalised to 13.35 MW)</td>
<td>290 kA/m</td>
</tr>
<tr>
<td>Peak modified Poynting vector (normalised to 13.35 MW)</td>
<td>1.71 MW/mm²</td>
</tr>
<tr>
<td>Peak pulse surface heating (13.35 MW, 242 ns pulse width)</td>
<td>18 ° C</td>
</tr>
</tbody>
</table>

Table 5.1 Shows the RF properties of the racetrack crab cavity.

5.1.3 Structure Design

In order to produce the required 2.55 MV kick, 12 cells are needed if a constant impedance structure is used. Constant impedance structures are simpler and cheaper to manufacture compared with constant gradient structures. Constant gradient structures require tapering of the cell geometry to maintain the gradient as the power is dissipated into the copper walls. For a 12 cell structure, the power dissipation is small (on the order of 15%), meaning that a constant impedance structure can be used.

There are two main types of coupler that can be used to feed power into the structure. The first is a standard coupler, which couples magnetically to a standard cell. The second is a waveguide type coupler which couples electrically to a matching cell [76]. Advantages of the standard coupler include a smaller longitudinal size, lower wakefield contributions and the option to have a single feed structure. The waveguide coupler has a smaller transverse size, is easier to tune and has lower manufacturing tolerances. If a dual feed coupler is used, an E-plane splitter is needed to produce two inputs that are in anti-phase in order to stimulate the dipole mode.
Figure 5.2 shows the difference between the two power couplers. Both cavities have 5 active deflecting cells, but the waveguide coupler requires four further cells for mode conversion and matching. However, the standard coupler requires more transverse space for several reasons. The waveguide must be tapered to the cell dimensions and space must be provided between the coupling cell and splitter for the damping waveguides and tuning pin access. Many of these problems can be avoided by using a single feed coupler. This eliminates the need for an external splitter and simplifies the manufacturing process.

A single feed geometry breaks the 2-fold symmetry of the design, and as such will introduce monopole and quadrupole components to the field. However, for initial high power testing and breakdown studies where there is no beam present, the unwanted field components will not affect the performance. A HFSS simulation was carried out to validate the simulation performed at Lancaster University in 2011 [33] and to facilitate the tuning of the structure as described in section 5.3. The simulation performed at Lancaster University used CST Microwave Studio [77], so this simulation provides a benchmark between the two different codes.

A driven modal simulation was performed with the excitation provided via two wave ports at the input and output waveguides. The same finite conductivity surface boundary condition used to simulate the single cell was applied to emulate the conductivity of a copper surface. In order to reduce the memory load and the volume that needed to be simulated, the structure was split in half along the YZ plane and a ‘perfect H’ symmetry boundary used to preserve the fields. For the simulation mesh refinement was used and the simulation was deemed to be converged after the variation in the S-parameters between each pass was less than 3 parts in $10^4$. The simulation converged after 8 passes which took two hours and thirty minutes to run. 871,715 tetrahedrals were used in the final mesh. The mesh was split into two sections each with a different mesh density. Most of the structure was simulated with the only constraint being that each mesh element
must have no side larger than 3 mm. However for a cylindrical volume with a radius of 0.5 mm along the beam axis, the mesh element maximum edge size was set to 0.3 mm. This was such that the fields that the beam experiences could be calculated more accurately.

Figure 5.3 shows the final structure geometry, with the electric, magnetic and modified Poynting vector plotted on the surface. Not shown in the figure are the input and output waveguide tapers, which convert from the full height WR90 waveguide, to a height of 6.332 mm (the width of the outer cell wall.) The coupling cell outer dimensions have been slightly reduced such that they provide the same transverse kick as a standard cell.

Figure 5.3 shows the full structure geometry with the electric fields (top), magnetic fields (middle) and the modified Poynting vector (bottom) plotted on the surface for an input power of 13.35 MW. The beam direction is from left to right, while the RF power flow is from right to left.

All of the fields are plotted at a particular phase in the structure. The fact that the crab cavity has a 120° phase advance is illustrated by the fact that every third cell has very low fields i.e. there is a 3-cell periodicity to the field profiles. This cannot be seen in the modified Poynting plot which is showing a modified version the power flow. The surface magnetic field is enhanced at the coupling slot, but its maximum value is still well below the value at the iris surface. The peak electric field is displaced from the beam axis
towards the coupling slot slightly which means that the dipole mode is no longer perfectly centred inside the cavity. This will be shown more clearly in Figure 5.5.

Figure 5.4 shows a travelling wave in red with a phase advance of 120° per cell at an instant in time as it moves through a travelling wave structure. The structure’s inner walls are shown by the orange lines. Red arrows indicate the steady movement of the travelling wave. For a particular mode all the field components have the same wavelength. The wave waxes and wanes as it passes through each cell. The blue curve is the envelope through which the wave moves. The envelope that is shown is typically for the transverse electric field which is maximised in the irises and minimised in the cell centres. A particle moving at the same velocity as the wave and phased to be at point A sees the maximum envelope field at every position on its passage through the cavity. A particle phased to be at point B sees zero field for its entire passage through the cavity. Phase B is the centre of crabbing. Calculations for kick are always determined for phase A and from this maximum kick the kicks for particles close to the crabbing centre B can be determined.

**Figure 5.4 illustrates how a travelling wave moves through an envelope in a slow wave structure.**

The transverse voltage kick, \( V_\perp \) imparted on the beam is given by:

\[
V_\perp = \int_0^L \left( E + (v \times B) \right) \, dx
\]  

(5.4)

where the integration is applied along beam axis over the length of the structure \( L \) and for a particle of phase A. Since the deflection and electric field are in the y-direction, the magnetic field in the x-direction and the beam velocity is the speed of light in the z-direction, equation (5.4) simplifies to:

\[
V_\perp = \int_0^L \left( E_y + Z_0 H_x \right) \, dx
\]  

(5.5)

where \( E_y \) denotes the electric field in the y-direction, \( Z_0 \) is the impedance of free space and \( H_x \) denotes the magnetic field strength in the x-direction.
Figure 5.5 gives calculated, on axis, transverse and longitudinal forces that act on a particle phased to receive the maximum transverse kick using the HFSS fields calculator. In red the figure shows the transverse force from the electric field and in blue the transverse force from the magnetic field. The magnetic force is maximised at the cell centres precisely where the electric force is minimised. The black curve shows the longitudinal electric field which can accelerate the beam. It is zero for most of the cavity but gains a small component near the asymmetric couplers. This has the effect of adding a non-zero longitudinal component, which can accelerate the beam. However, the energy this field can add compared with the beam energy of 1.5 TeV is negligible.

![Diagram showing transverse and longitudinal forces](image)

**Figure 5.5** shows the magnitude of the deflecting components of the electric and magnetic fields and the longitudinal component of the electric field.

The kick was re-calculated using the HFSS fields calculator, to double check the result reported in [78]. For an input power of 13.35 MW, the kick was calculated to be 2.55 MV, as expected.

### 5.2 Crab Cavity Fabrication

The single feed crab cavity prototype was manufactured using the same techniques that were developed for the CLIC accelerating structures. The methodology was developed as part of a collaborative effort between CERN, SLAC and KEK. The mechanical design and fabrication were coordinated by CERN. After the RF design has been finalised the first step is to produce a mechanical drawing of the structure based on a bonded stack of milled copper discs. Brazing and bonding sites are incorporated along with tuning pin sites and water cooling channels.

The discs are cut from an oxygen-free high thermal conductivity (OFHE) copper ingot. Rough machining of the discs is performed before the discs are annealed by heating
to 500 °C for two hours [24]. Several milling and turning stages are performed in order to produce the required geometry. The final stage uses single crystal diamond tipped tools in order to reach a precision of 1-2 microns. Figure 5.6 shows two of the crab cavity discs after the machining process is complete. Machining is typically performed by industry, with the crab cavity discs manufactured at VDL in the Netherlands [55].

Figure 5.6 shows a normal cell (left) and a coupling cell (right) after high precision machining at VDL [79].

The discs are then cleaned using alcohol and/or ultrasonic cleaning and etched for 5 seconds before being stacked and clamped into position. At this stage a pre-bonding RF test is performed to check the S-parameters. After the RF properties are verified, the stack is diffusion bonded in a hydrogen atmosphere at a temperature of 1020 °C. The stack is positioned vertically with weight added to the top such that there is a bonding pressure of 0.28 MPa between the discs. The waveguides and water cooling system are then brazed to the stack through multiple brazing stages. For each stage a brazing material with a lower melting point is used and a vacuum leak check is performed between each step. At this stage the structure is tuned (as described in the next sub-section), after which it undergoes a vacuum bake out at 650 °C for up to 10 days. This removes the hydrogen that diffused into the copper during the bonding process along with other impurities.

5.3 Structure Tuning

5.3.1 Tuning pins

Although spatial tolerances are tightly controlled during the manufacturing process of the structure, some mechanical deviations remain. These have the effect of perturbing the cell to cell phase advance and field flatness of the structure. This is a well understood process and as such tuning pins are included in the mechanical design such that the volume and thus the resonant frequency of each cell can be corrected.
Figure 5.7 shows a section of two cells with the tuning pins are incorporated.

As shown in Figure 5.7 the tuning pins are brazed into holes which are drilled from the outer wall of each disc. The bottom of each hole reaches to within 1 mm of the inner cavity wall. The brazing material is placed at the bottom of each hole such that the structure can be deformed by pushing or pulling on the tuning pin. A slide hammer is screwed into a threaded hole in the tuning pin itself to allow for a controlled method of pushing or pulling the pin.

5.3.2 Bead-pull apparatus

In order to measure the resonant frequency and phase advance of each cell in the structure a bead-pull method is used. Here, a small metallic or dielectric bead is placed on a string which is aligned with the beam axis. The bead is pulled through the structure while the S-parameters of the structure are measured using a VNA. At CERN vertically aligned bead-pull apparatus is used as shown in Figure 5.8.

Figure 5.8 shows the bead-pull apparatus in the CERN clean room.
The temperature of the structure is monitored and dry nitrogen is pumped through such that the moisture in the air doesn’t introduce unknown contributions to the electric permittivity inside the structure. With the temperature and permittivity known the frequency at which the measurement is taken can be calculated from the operating point of 11.9942 GHz in vacuum at 30 °C. The nylon string that is used to hold the bead also causes a frequency perturbation. To correct for this effect, the S-parameters of the structure are measured with and then without the string in place.

5.3.3 Bead choice and field perturbations

When a travelling wave as illustrated in Figure 5.4 moves through a structure there is no reflection when the cavity is perfectly tuned and the phase advance in each cell is exactly 120 °. If a bead is placed at some point in the structure it gives rise to an impedance miss-match and reflects part of the wave from its location. Reflection caused by the perturbing effect of the bead is proportional to the weighted sum of all of the electromagnetic field components squared at the location of the bead [80]:

\[
\Delta S_{11} \sim \sum_{s=x,y,z} \left[ (e_s E_s)^2 - (Z_{F0} h_s H_s)^2 \right]
\]

(5.6)

Where \(\Delta S_{11}\) is the change in reflection associated with the bead. The complex components \(e_x, e_y, e_z, h_x, h_y\) and \(h_z\) describe the polarisation and magnetisation effects of the bead in the local electromagnetic field.

When choosing a bead type (metallic or dielectric) it is important to consider which field component will give the best measurement. A metallic bead perturbs both the magnetic and electric field components, while a dielectric bead perturbs only the electric field [81]. For accelerating structures it is usually sufficient to measure and correct only one component of the field. However, in the crab cavity the beam is deflected by both electric and magnetic fields. It is possible to measure with a metallic and conductive bead and use calculation to separate the magnetic and electric field components [81].

However, in order to reduce the number of measurements needed and the time in which the structure is exposed to air, it is preferable to use only one type of bead. Although the deflection is affected by both the magnetic and electric field components, simulations conducted in the previous sub-section show that the relationship between the electric and magnetic field is well understood (Figure 5.5).

To a first approximation the transverse variation of fields along the cavity beam axis can be shown to be:
\begin{align}
E_y(x,y,z) &\approx E_{y0} \cdot x^0 \cdot y^0 \cdot f_1(z) \\
E_z(x,y,z) &\approx E_{z0} \cdot x^0 \cdot y^1 \cdot f_2(z) \\
E_x(x,y,z) &\approx 0 \\
H_x(x,y,z) &\approx H_{x0} \cdot x^0 \cdot y^0 \cdot f_3(z) \\
H_z(x,y,z) &\approx H_{z0} \cdot x^1 \cdot y^0 \cdot f_4(z) \\
H_y(x,y,z) &\approx 0.
\end{align}
(5.7)

(where a power of zero indicates no variation at all.) The longitudinal ‘z’ components of the electric and magnetic fields are zero on axis but increase linearly with displacement in y and x respectively. The bead pull measurement can be limited to just the electric field by using a dielectric bead. Although the \( E_z \) component is zero on axis, the non-zero size of the bead and alignment errors will cause perturbation to the \( E_z \) component of the field. In order to try and understand this contribution compared with the main deflecting component, \( E_z \) at a transverse displacement of 1.5 mm, \( E_y \) and \( Z_0H_x \) are plotted in Figure 5.9 as determined by HFSS. These are naturally similar in form to the kicks plotted in Figure 5.5.

![Graph showing deflecting fields on axis and the longitudinal field at 1.5mm of vertical displacement as simulated in HFSS.](image)

**Figure 5.9** shows the deflecting fields on axis and the longitudinal field at 1.5mm of vertical displacement as simulated in HFSS.

As shown in Figure 5.9, the longitudinal electric field is at a maximum when the deflecting electric field is at a minimum and vice versa. It is also on average about 30% smaller than the main deflecting field and is reduced to 50% when the fields are squared for the S-parameter measurement.
Simulations of the bead motion were conducted for different lateral bead displacements. Figure 5.10 shows how the $\Delta S_{11}$ changes at the various displacements and that a relatively high offset of 0.8 mm still produces a usable profile. The third graph in Figure 5.10 shows the real and imaginary parts of the reflected signal as the bead is progressively moved along the cavity. The wave travels from the input coupler to the bead with minimal reflection. The bead then causes a fractional reflection of the power, which returns to the input coupler in an identical mode. The phase of the reflected signal gives the location of the bead. The amplitude of the reflected signal is proportional to that of the unperturbed field. As the amplitude varies between the iris and the cell centre the phase advance per cell is clearly observed. When every cell has a precise phase advance of 120°, reflection from the bead for each cell overlays that from the previous cell exactly. For transverse displacements larger than 0.8 mm the amplitude passes through zero and then the phase advance per cell switches to become positive making interpretation of the results difficult. When performing the measurement the correct alignment of the bead can be verified by monitoring the cell to cell phase advance.

### 5.3.4 Bead-pull Method and Results

In order to make the measurement, the bead was moved from the output to the input of the structure, while measuring $S_{11}$ at the input. An initial measurement was carried out to check that the bead perturbed the fields as expected and to verify the experimental apparatus. The results are shown in Figure 5.11. At the start of the bead pull (i.e. in the output cells), the plots behave as expected, with a 3 leaf pattern and a negatively advancing phase. However, between cells 8 and 9 it becomes positive. The leaf pattern also degenerates into a more triangular shape. In the previous sub-section, Figure 5.10 shows how transverse deflection of the bead can distort the plot in the complex plane and cause a sign change in the phase advance.
Figure 5.11 shows the S11 measurement taken during the first bead-pull. The real and imaginary components are shown on the left and the phase shown on the right. The cells are counted from the input coupler, with the bead pulled from right to left (i.e. from the output coupler towards the input coupler) [83].

Upon further inspection of the apparatus it was found that the beam pipe flange closest to the RF input of the structure was bent slightly. An extended section containing the nitrogen gas inlet was attached to this flange, with the V-guide for the string at the end. This caused the angular deflection of the flange to be transformed into a transverse deflection of the guide wire (Figure 5.12).

Figure 5.12 Shows the crab cavity in position during the initial bead pull (left) and the bent flange (right). The structure axis is shown in black and the offset axis is shown in red.
The bent flange was corrected by gently manipulating the copper using hand tools. The vacuum integrity was checked and the bead pull experiment was resumed.

After each bead-pull the complex electric field profile was calculated by extracting the peaks from the S-parameter data using a tuning program developed by J. Shi [84]. The program uses a non-resonant perturbation theorem as described in the following paper [85] to calculate the amount of detuning for each cell. However, the program had only been tested on accelerating structures so it was decided to perform one bead pull at a time for every subsequent cell tuned. (Except for the output cavity matching which requires that two cells are tuned for a good match). Figure 5.13 shows the first bead-pull results.

Figure 5.13 shows the initial bead pull results. The magnitude of S11 is shown in the top figure, the phase advance in the middle figure and the real and imaginary parts of S11 in the bottom figure.
As is clear in Figure 5.13, there is a 3-cell periodic field enhancement, which is the result of a standing wave caused by bad output cell matching. Therefore the output coupling cell and its neighbour were tuned first. A total of eight tuning steps and bead pulls were carried out in order to eliminate the standing wave pattern emanating from the coupler. The output coupling cell’s frequency was increased by a total of 1.79 MHz, and cell eleven’s frequency was increased by 1.25 MHz. After this the rest of the cells were tuned.

<table>
<thead>
<tr>
<th>cell</th>
<th>tuning step 1</th>
<th>tuning step 2</th>
<th>tuning step 3</th>
<th>tuning step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>±5.6</td>
<td>±14.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>+8.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>±7.0</td>
<td>+4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>+7.4</td>
<td>+12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>+8.1</td>
<td>+10.3</td>
<td>+12.3</td>
<td>+8.7</td>
</tr>
<tr>
<td>6</td>
<td>+7.3</td>
<td>-3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2 shows the tuning applied at each step. The amount of tuning is quantified by the change of input reflection, $\Delta S_{11}$, and a sign indicating the change in frequency.

Table 5.2 shows the amount of tuning performed on each cell for each bead pull and tuning iteration. Sometimes, a cell that had already been tuned had to be corrected. After 26 steps the phase advance per cell of all ten regular cells was in average within $120^\circ \pm 0.1^\circ$ and did not deviate by more than $\pm 1.0^\circ$ over all cells. This meets the required specifications and the tuning was therefore complete.

| cell | $|\Delta S_{11}|$ [mU] | $\Delta f$ [MHz] | cell | $|\Delta S_{11}|$ [mU] | $\Delta f$ [MHz] |
|------|-----------------|-----------------|------|-----------------|-----------------|
| input | 9.8             | 0.60            | 7    | 8.4             | 0.54            |
| 2    | 20.4            | 1.31            | 8    | 23.6            | 1.52            |
| 3    | 27.9            | 1.79            | 9    | -12.3           | -0.79           |
| 4    | 9.1             | 0.58            | 10   | 11.0            | 0.71            |
| 5    | 9.5             | 0.61            | 11   | 19.4            | 1.25            |
| 6    | 10.7            | 0.69            | output | 28.6           | 1.79            |

Table 5.3 shows the total tuning applied to each cell quantified by the change of resonant frequency $\Delta f$ as well as the change of input reflection $|\Delta S_{11}|$. 
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An overall summary of the tuning per cell is shown in Table 5.3. The final bead-pull measurement results are shown in Figure 5.14. For the most part, the structure had been made too large, with all cells except cell 9 requiring an increase in frequency. The average tuning performed across these cells was 0.8 MHz per cell. A measured standard deviation of 0.7 MHz, relates to a spread of 1 micron in the cell’s diameter, underlining the excellent machining and assembly quality.

![Bead-pulling at 11992.2 MHz](image1)

![Magnitude of S11](image2)

Figure 5.14 shows the bead pull results for the fully tuned CLIC crab cavity. The magnitude of S11 is shown in the top figure, the phase advance in the middle figure and the real and imaginary parts of S11 in the bottom figure.

Once the tuning had been completed the cavity was baked in a vacuum furnace at 650 °C for a period of ten days to remove impurities introduced during the bonding process and subsequent handling during the tuning process.
5.4 High Power Test

After the structure had been removed from the bake out oven it was installed into the Xbox-2 bunker (See chapter 2 for more details on Xbox-2.) At the time of installation, Xbox-2 could provide up to 35 MW of RF power with a pulse width of 200 ns. The nominal power requirement for the crab cavity is only 13.35 MW with a 200 ns pulse, meaning that Xbox-2 can provide more than double the required power level.

5.4.1 Xbox-2 Bunker Layout and Diagnostics

Inside the bunker, the structure is surrounded by several different diagnostic tools. At the time of installation the crab cavity diagnostics included: directional couplers before and after the structure, an upstream faraday cup, ion pumps/gauges, an ionizing radiation monitor and the Uppsala dark current spectrometer. A schematic of the layout is shown in Figure 5.15.

![Diagram of crab cavity and diagnostic systems]

_Figure 5.15 shows a schematic layout of the crab cavity and the various diagnostic systems. The red arrows show signals that are sent directly to the PXI crate for acquisition and analysis._

The directional couplers allow the incident, reflected and transmitted power to be detected. The reflected signal from the load is also recorded for interlocking purposes. The faraday cups and collimator collect any dark current that is emitted from the structure, while the ion gauge readouts monitor the pressure level in the neighbourhood of the structure. A photograph of the inside of the bunker is shown in Figure 5.16.
Figure 5.16 shows the crab cavity inside the bunker with the surrounding diagnostics.

5.4.2 Breakdown Detection

A breakdown is detected using threshold detectors attached to any and all of the reflected power signals in the high power network. The data is then analysed to dictate where the breakdown occurred. The first analysis step is to discover if the event happened within the structure or elsewhere in the waveguide network. This is done by looking at the breakdown flags which are recorded for every interlock event. The flags indicate which of the reflected channels’ interlock thresholds have been breached. This allows the location to be known to within the length of waveguide between two directional couplers. For example, if there is a breakdown in the structure, there will be a threshold breach in the reflected from structure channel (PSR) and possibly at the reflected to klystron channel (PKR). However, there will be no threshold breach on the load reflected channel (PER). It is events such as these that are defined as a structure breakdown, where the event must be located between the two directional couplers either side of the structure.

It is possible that the breakdown could occur in one of the short lengths of waveguide connecting the structure to the directional couplers. However, an assumption has been made that the probability of an event occurring in the structure is much higher than that for a waveguide, because the surface fields are generally an order of magnitude lower in the waveguide.
5.4.3 Conditioning Process

The process for the high power test will be the same as that used to test the TD26CC CLIC accelerating structure [86]. The TD26CC was tested at Xbox-1 using the conditioning algorithm that was described in section 2.4.4. The algorithm is used to raise the input power of the structure in a controlled manner, while maintaining a specific breakdown rate. Use of the algorithm is important to maintain consistency between all the structures that have been and will be tested at CERN in the future.

The pulse width is controlled manually and is typically changed by the operator every few days or weeks depending on the structure being tested. An outline of the whole conditioning process is given in Figure 5.17.

![Diagram of conditioning process](https://example.com/diagram.png)

**Figure 5.17** shows the generalised conditioning curve used to process high gradient structures at CERN and KEK. Total conditioning time is usually around 2000 RF hours i.e. 360 million pulses.

As outlined in Figure 5.17, the conditioning process follows a simple procedure: the pulse width is set by the operator to 50 ns and the power is ramped using the conditioning algorithm which maintains a constant BDR. The power is ramped to a few percent (typically 5-10%) above the target operating level after which the pulse length is increased by 50 ns. The process is repeated until the final operating conditions are met. The procedure is sometimes changed, for instance if the structure is ramping up in power very quickly the pulse width may be increased by more than 50 ns at a time.

5.4.4 Conditioning Results

The flat-top pulse width was set to 100 ns in the crab cavity and the power was ramped manually until the first breakdown event was observed. After this the power was reduced by 10 % and control was handed over to the conditioning algorithm which was operated in constant breakdown rate mode. The breakdown rate set point was set to $5 \times 10^{-3}$ breakdowns per pulse (BDs/pulse). An interim target power level of 10 MW was set and the system was allowed to run. The results are shown in Figure 5.18.
As shown in Figure 5.18, the breakdown rate is maintained close to $5 \times 10^{-5}$ BDs/pulse for the first 10 million pulses, until the interim power level limit of 10 MW is reached. For the next 2.5 million pulses the BDR falls, showing that the structure is conditioning. The target power level was then increased to 15.5 MW, which is 16% higher than the nominal operational power level. After another 7.5 million pulses the target is reached, all while keeping the BDR below $6 \times 10^{-5}$ BDs/pulse. The flat-top pulse width was then increased to 200 ns and the power lowered to 11 MW. After just 3 million pulses the target power level was reached and the structure was ready for a long run at nominal operating conditions.

The main linac accelerating structures at CLIC should maintain a BDR per structure of approximately $10^{-7}$ BDs/m/pulse. This is because there is 28 km of accelerating structures and the number of breakdowns in the whole machine should be kept to less than one per second. This is because it has been shown that breakdowns can kick the electron beam which would reduce the luminosity at CLIC [87]. However, at CLIC there will be only two crab cavities; one for each linac. This relaxes the breakdown rate requirements considerably, meaning that these structures can breakdown a few times per day (BDR $\sim 10^{-6}$) without causing too much degradation to the integrated luminosity.
Figure 5.19 shows the nominal operating parameter run at 14 MW. The input power level (red), accumulated number of breakdowns (green), pulse width at half maximum (blue) and BDR (black) are plotted.

For the nominal operational run the power level was set slightly higher than that required (14.2 MW Vs 13.35 MW). Figure 5.19 shows how during the first half of the run the BDR falls in an exponential manner until a BDR of $2 \times 10^{-6}$ BDs/pulse is reached. This BDR is maintained for another 12 million pulses until the end of the run. This run shows that the crab cavity is able to run successfully at its nominal operating conditions. With further running at this power level is likely that the BDR would continue to decrease, albeit quite slowly.

At this point it was decided to push the structure higher in power to see where its ultimate operating point could be. If the cavity can run at a higher power level then a higher kick per cell can be achieved and the structure can be shortened. This is advantageous because a shorter structure will induce less wakefields, making the damping of HOMs easier. The iris radius could also be decreased which would increase the kick without increasing the power level.

The flat-top pulse width was lowered again to 100 ns and the power level increased manually until the first breakdown occurred at 19 MW. The power was reduced to 18.5 MW and the conditioning algorithm was restarted with the same $5 \times 10^{-5}$ BDs/pulse BDR limit. No ultimate power level goal was set, as it was unclear what power level the cavity could reach. The results are shown in Figure 5.20.
Figure 5.20 shows the conditioning curve from 18.5 MW up to 27 MW for a 100 ns flat-top pulse width. The input power level (red), accumulated number of breakdowns (green), pulse width at half maximum (blue) and BDR (black) are plotted.

As shown in Figure 5.20, the power ramps up in a stable fashion up until a power level of 26 MW is reached. At this point there is quite a sharp decrease in power level between the 60 and 61 million pulse marks. This is due to a cluster of a hundred breakdowns, to which the conditioning algorithm reacted by lowering the power level. At this point to try and protect the structure from too many breakdowns it was decided to lower the BDR set point from $5 \times 10^{-5}$ BDs/pulse to $4 \times 10^{-5}$ BDs/pulse. The power level recovered and reached 27 MW after which a series of breakdown cluster events suggested that a hard limit had been reached. After 72 million pulses and during a breakdown cluster event the power level was reduced to 25 MW to see if the structure was stable at this power level. After a further 6 million pulses the structure was running stably with a BDR of $1.5 \times 10^{-5}$ BDs/pulse.

It was then decided to increase the flat top pulse width to 200 ns and run at a power level of 20.3 MW, in order to test the stability of the structure at this new power level. The integrated kick of the structure at this power level is 3.14 MV, meaning that the structure length could be reduced by two cells in order to provide the required 2.55 MV kick. The results of the run are shown in Figure 5.21.
Figure 5.21 shows the run at a power level of 20.3 MW and a flat top pulse width of 300 ns. The input power level (red), accumulated number of breakdowns (green), pulse width at half maximum (blue) and BDR (black) are plotted.

As shown in Figure 5.21, the structure ran stably at 20.3 MW, with the breakdown rate dropping to lower than $2 \times 10^{-7}$ BDs/pulse. In between 76.8 and 92.5 million pulses the average breakdown rate was $(1.9 \pm 0.3) \times 10^{-6}$ BDs/pulse, almost identical to the BDR achieved earlier at a much lower power level of 14.2 MW. This shows that the structure has continued to process well throughout the high power test.

After the 92.5 million pulse mark had been reached the XL5 klystron from SLAC was replaced with a new CPI VKX-8311A tube. The klystron was replaced because it could no longer function at its nominal operating conditions of 1.5 μs pulse width and 50 MW peak power. Only 12 MW and 1.1 μs were possible before the cathode would breakdown. The new CPI tube is an industrialised copy of the XL5 and has all of the same specifications. In order to install the klystron the waveguide vacuum has to be broken. The replacement work took one week, over which the entire time the structure was exposed to the atmosphere. Because of this the power level and pulse width were reduced to 15 MW and 50 ns respectively as it was expected that some re-conditioning of the structure would be required. The power was ramped manually to 20.3 MW very quickly during the 50 ns pulse width. The flat-top pulse width was increased to 200 ns and the conditioning algorithm was reactivated with the target power set to 20.3 MW. The target was reached after 5 million pulses.

The new klystron is able to provide 50 MW of RF power without a pulse compressor. In order to test the new klystron and to compare the performance of a structure that has a compressed input pulse to that without a compressed pulse the pulse compressor was detuned. Figure 5.22 shows a comparison between a compressed input pulse and a non-compressed pulse for the same pulse width and peak power.
Figure 5.22 shows the complete compressed pulse shape (left) and a comparison between the compressed flat-top pulse and the pulse with the pulse compressor detuned (right).

It could be expected that the breakdown rate would be higher for a compressed input pulse because there is more energy in the pulse due to the filling and discharging periods of the pulse compressor. This will certainly have an effect on the pulse surface heating inside the structure as has been described in [88].

We can compare the average BDR before and after the klystron installation as shown in Figure 5.21. We get \((1.9\pm 0.3)\times 10^{-6}\) BDs/pulse and \((1.3\pm 0.2)\times 10^{-6}\) BDs/pulse with and without pulse compression respectively. This is a statistically significant difference with about 3\(\sigma\) separating the two results. However, the test should be repeated by alternating between the two states as the difference may just be down to the continued processing of the structure, because the no compression data point was taken after the compressed data.

It has been experimentally verified that the BDR is related to the peak surface electric field \(E_s\) in the following way [22]:

\[
BDR = const. E_s^{30} \tag{5.8}
\]

(or proportional to the input power level raised to the 15\(^{th}\) power). In order to measure the relationship it was decided to increase the power level by a few mega-watts at a time and to measure the BDR at each point.

Figure 5.23 shows the results taken during the test. The power level was increased from 20.3 MW to 24 MW. Using the relation described above one would expect the breakdown rate to increase by a factor of 12 to approximately \(2.3\times 10^{-5}\) BDs/pulse. However, the peak BDR as measured with a 5 million pulse moving average reaches only \(6\times 10^{-6}\) BDs/pulse, with an average BDR over the whole run of \((1.2\pm 0.2)\times 10^{-6}\) BDs/pulse, lower than the 20.3 MW point.
Figure 5.23 shows the high power test from 135 million pulses to 276 million pulses. The input power level (red), accumulated number of breakdowns (green), pulse width at half maximum (blue) and BDR (black) are plotted.

The same effect is seen during the step from 24 MW to 30 MW, which should result in a 28 fold increase in the BDR according to the relation quoted above. However, the BDR increases by only a factor of 2.4. This process is repeated, several times during the run, with the BDR only plateauing after the power has reached around 45 MW after approximately 257 million pulses. This effect can be explained by the fact that the structure was still conditioning strongly, with its performance significantly improving before enough statistics could be collected to measure a reliable BDR.

The power was increased to 46 MW for a short period at the 262 million pulse mark, but the operation was unstable with the BDR increasing towards $10^4$ BDs/pulse. The power was lowered to 40 MW to stop the BD clustering, and control was handed back to the conditioning algorithm with a BDR set point of $3 \times 10^{-5}$ BDs/pulse and a target power of 46 MW. Although the target is reached, the BDR oscillates above and below the set point, in turn causing the algorithm to ramp and decrease the power level.

The 46 MW power level that was reached appeared to be a hard limit and it was believed that the structure was now approaching its fully conditioned state. It should now be possible to try to measure BDR dependencies on power and pulse width because the structure should condition slowly enough that reliable data points can be taken. It was decided to first verify the BDR dependency on the pulse width at a fixed power level. In the literature it is reported that for a constant BDR, the achievable gradient $E_a$, is related to the pulse width $\tau$, in the following way [89]:

$$E_a = \text{const.} \tau^{-7/6} \quad (5.9)$$

By combining equations (5.8) and (5.9) it can be shown that for a fixed power level/electric field the BDR is related to the pulse width $\tau$ in the following way:

$$BDR = \text{const.} \tau^5 \quad (5.10)$$
To test if the crab cavity follows the relation, a run was performed where the power level was fixed and the pulse width was changed. As shown in Figure 5.24, the power level was lowered to 43 MW where it was found that the structure could run stably, but with a sufficiently high breakdown rate that adequate statistics could be gathered within a few days for each different pulse width.

![Figure 5.24](image1.png)

**Figure 5.24** shows the data taken during the constant power run in which the pulse width was varied. The input power level (red), accumulated number of breakdowns (green), pulse width at half maximum (blue) and BDR (black) are plotted.

The first point to be taken was the nominal 200 ns flat top point, followed by a 150 ns run. The pulse width was then briefly increased to 250 ns, where the breakdown rate increased considerably. This pulse width was held only for 570,000 pulses to reduce the chance of damage to the structure. Finally, the pulse width was lowered to 100 ns until the end of the run. The results are summarised in Figure 5.25.

![Figure 5.25](image2.png)

**Figure 5.25** shows the FWHM pulse width versus breakdown rate dependency for the crab cavity.
A power law fit has been applied to the data and has an exponent of $3.6 \pm 0.3$. This agrees to within 28% of the value reported in the literature. However, the data point at 120 ns FWHM is higher than expected because it was taken after the 250 ns point. During the 250 ns run the BDR peaked at $8 \times 10^{-4}$ BDs/pulse. Such a high concentration of breakdown events caused the structure’s performance to deteriorate, such that the 120 ns FWHM pulse had poorer performance than that of the 160 ns FWHM pulse.

The final test to be performed is to verify the relationship between BDR and electric field for a constant pulse width as given in equation (5.8). The results are shown in Figure 5.26.

Figure 5.26 shows the run in which the power level was varied. The input power level (red), accumulated number of breakdowns (green), pulse width at half maximum (blue) and BDR (black) are plotted.

For the test the pulse width was kept at 120 ns FWHM and the power level was varied in several steps. After the 52 MW point had been taken the power level was reduced to 45 MW and control was given back to the conditioning algorithm in order to try and push the power level as high as possible. Finally, 50 MW was reached and held in a stable fashion for 1.5 million pulses after which the high power test was terminated. The 43 MW, 45 MW, 48 MW, 50 MW and 52 MW points are plotted in Figure 5.27 to show the relationship between power and BDR.

According to equation (5.8), the BDR should scale with the electric field to the $30^{th}$ power and therefore the power level to the $15^{th}$ power. A power law fit has been applied to the data and has an exponent of $14.9 \pm 4.9$. This agrees very well with the value reported in the literature. However, the fit has a large $\chi^2$ value of 143, indicating that there are some problems. The 43 MW point drives up the $\chi^2$ value because it has a small uncertainty and a larger than expected BDR. This can be explained if the structure continued to condition while the other data points were taken.
5.4.5 Breakdown Cell Location

One important indicator of the health of a structure during operation is the distribution of breakdowns along the length of the structure. For a constant impedance structure like the crab cavity, the breakdowns should be concentrated in the first few cells where the electric field is highest. For a constant gradient structure such as the baseline CLIC accelerating structure, the breakdowns should be distributed evenly.

We pinpointed the cell location of the breakdown by looking at the time delays between the RF signals emanating from the structure during a breakdown. The breakdown event causes a build-up of plasma in the structure which acts as a short circuit. This stops the transmitted wave and causes the reflected signal to increase to 70-90% of the input power as shown in Figure 5.28.

Figure 5.27 shows the relationship between BDR and power level for the crab cavity.

The time of arrival of the reflected rising edge and the transmitted falling edge are denoted by $t_{rr}$ and $t_{rf}$ respectively. For a constant impedance structure such as the crab cavity, the group delay $t_d$ from the input of the structure to the breakdown site is related to $t_{rr}$, $t_{rf}$ and the filling time $t_{fill}$ (or group delay), by the following relation:
The breakdown cell number $n_{\text{cell}}$ is related to the group velocity $v_g$ by the following equation:

$$n_{\text{cell}} = \frac{v_g t_d}{t_{\text{cell}}}$$  \hspace{1cm} (5.12)

where $t_{\text{cell}}$ is the length of a single cell.

A second method that we used to detect the breakdown location compares the time delay between the reflected and incident signals. When a breakdown is established a strong reflected signal is sent back to the klystron, which acts as a short circuit after it has stopped emitting RF. The secondary reflections from the klystron interfere with the forward power which is still discharging from the pulse compressor. This distorts the shape of the structure's incident signal and imprints a time varying structure onto it. The distortion is mirrored onto the reflected signal from the breakdown arc but with an added time delay $\Delta t$ and attenuation $A$ by the structure, which depends on the breakdown position (Figure 5.29).

Figure 5.29 shows a diagram of a breakdown in the structure and the accompanying RF signals. The reflected signal is in blue and the incident signal is in black [90].

The time delay from the input of the structure $t_d$, is half of $\Delta t$ because the signal has to travel from the input coupler to the breakdown site and back again before it is detected.

The time difference $\Delta t$ is calculated using a 2D correlation method. The two variables that are maximised during the correlation are the time difference $\Delta t$ and the attenuation $A$. This is done by sweeping the variable $\Delta t$ over all possible ranges ($0 \rightarrow 2t_{\text{fill}}$) and the variable $A$ from $0.5 \rightarrow 1.5$. The operations are typically applied to the reflected power signal $P_r$ and not the incident power signal $P_i$. The method is described by the following relation, as published in [91]:

$$\Delta t, A: \max \left[ \text{corr} \left( P_i(t), \frac{(t + \Delta t)}{A} \right) \right]$$  \hspace{1cm} (5.13)

A confidence estimator is calculated from the sharpness of the peak created by the 2D sweep correlation along with the integrated error between the two correlated signals. Only events with sufficiently high confidence estimates and low integrated errors are kept for
data analysis. Once the time delay has been found equation (5.12) can be used to find the breakdown cell number.

Figure 5.30 shows the output of the breakdown cell location program that uses the cross-correlation method. The left hand plots show the 2D correlation results, while the right hand plots show the acquired signals, and the re-scaled reflected signal fit.

Figure 5.30, shows two breakdown events that occurred in the crab cavity. Both events satisfy the confidence and integrated error parameters that are used to filter out weak correlations. The top-most event has a delay of 28.1 ns between the incident and reflected pulse. The group delay of the crab cavity disc stack is 11.4 ns. An extra 1.5 ns is then added due to the waveguide length between the structure and directional coupler.
By summing and then adding these two delays we arrive at 25.8 ns, close to the measured value meaning the breakdown occurred at the output of the structure.

For the bottom event shown in Figure 5.30, the delay is just 3.1 ns. This suggests the event occurred at the input of the structure as the waveguide group delay is enough to account for the measured value. Another indicator that the event occurred close to the input coupler is that there is only 10% attenuation of the signal compared with 20% for the top event.

The analysis shown above was repeated for all of the breakdown events that were recorded in the crab cavity. In order to know how the structure was behaving over time the breakdown cell locations have been plotted on a monthly basis and are shown in Figure 5.31.

![Figure 5.31 shows a histogram of the BD cell locations, along with the month in which the BDs occurred [92].](image)

As shown in Figure 5.31, the observed behaviour inside the structure is as expected. The highest surface field quantities all occur on the surface of the first iris as shown in Figure 5.3. This is because the structure is of the constant impedance type and thus the power flow in the structure decays along the length due to ohmic losses. This in turn lowers the fields for each subsequent cell. Another effect is that the modified Poynting vector is enhanced on the top of the first iris due to the single feed geometry of the input coupler. All of these effects conspire to produce many more breakdowns in the first part of the structure compared to the final part.

However, as shown in Figure 5.31, there are approximately 2300 BDs that appear to have occurred outside of the structure. Some of the events that happen before the structure will be associated with statistical timing errors of events that occurred in the input coupling cell. However, most the events that occurred before or after the structure are most likely caused by false correlation errors. To improve the reliability of the results
more stringent filters could be applied to the data. For instance if a BD occurs inside the structure, the transmitted signal always drops to zero as observed in the data. This filter could be applied to remove some of the false events. Conversely, if a BD occurs before the directional coupler placed at the structure’s input the incident signal is distorted. If only incident pulses with a square shape were allowed many other events could be excluded.

Another way to improve the results would be to look at the phase of the signals during a breakdown. Both of the above methods require that the LLRF detection system has a time response that is at least as short as the minimum group delay per cell. For the crab cavity, which has a group velocity of 0.0292c and a cell length of 8.332 mm, the group delay per cell is 952 ps. This requires that the acquisition system has a sample rate of at least 1.05 GSPS, which can be very expensive. The time resolution constraints can be relaxed however, if the LLRF system is able to measure the phase of the signals.

All structures have a certain phase advance per cell; a common choice for travelling wave structures is 120°. Breakdowns typically happen on the cell iris as this is where the fields are highest. For two breakdowns that occur at neighbouring irises, the phase difference between the reflected and incident signals will advance by 240°. For a 120° phase advance structure this means that the group delay methods of locating the breakdown cell need only to get to within the nearest 3rd cell. The remaining accuracy can be recovered by measuring the phase between the incident and reflected signals.

5.4.6 Breakdown Cell Migration

The establishment of a breakdown arc is a relatively fast process; the transmitted RF signal normally decays from its nominal value down to zero on timescales that are on the order of 10-100 ns. Throughout much of the run the crab cavity was operated at a pulse length of 200 ns, meaning that if a breakdown happens at the start of the pulse there is time for a second arc to establish itself. Moreover, a pulse compressor was used during the majority of the run meaning that there is still RF power for a few micro-seconds, as the pulse compressor discharges. A mechanism that may cause a breakdown to migrate is outlined in Figure 5.32.

![Figure 5.32 shows a diagram of a migrating breakdown event in 4 time steps [90].](image-url)
There is a ‘normal’ breakdown event triggered which causes a short circuit in a cell towards the output of the structure. This then transforms the front part of the structure into a standing wave structure. The field will be enhanced in the cells that are closer to the input which can trigger a second breakdown. The reflected power is momentarily reduced as the original arc dissipates and RF energy is dumped into the new arc. Finally the reflected power rises again after the new arc is established. This process could even repeat itself if the second breakdown is far enough into the structure. As the arc migrates the phase difference between the incident and reflected pulse will also decrease.

Evidence for the process described above has been found in many of the breakdowns in the crab cavity dataset. An example of one such event is given in Figure 5.33.

Figure 5.33 shows the amplitude (top) and phase (bottom) of the RF signals during a breakdown in the crab cavity.

In the top of the figure it can be seen that the transmitted power starts to decrease sharply at around 80 ns into the pulse. This is followed by the reflected signal rising approximately 11ns later. The red and purple vertical markers show the 90% falling edge of the transmitted power and the 10% rising edge of the reflected power respectively which are used to calculate $t_d$ using equation (5.11). Inputting the values from the figure into equation (5.11) yields a result of 11.4 ns, placing the breakdown in the final cell of the structure.

After about 25 ns of constant increase the reflected signal starts to decrease and increase again. This could be an indication of a second arc establishing itself and removing energy from the reflected signal. This hypothesis is strengthened by the fact that the
phase difference between the incident and reflected signal also decreases at the same time. The phenomenon repeats itself again, suggesting that another arc was established closer to the input of the structure.

5.5 Conclusion

An un-damped prototype crab cavity for CLIC has been successfully designed, manufactured, tuned and high power tested. The cavity requirements were outlined and the required kick voltage found. The cavity was designed to have a high power flow such that beam loading effects expected at CLIC become negligible. A bead-pull method was developed which measured in a single bead passage the amplitude and phase advance of the structure. The structure was then high power tested on the newly commissioned Xbox-2 high power 12 GHz test stand at CERN. The new standard of automated processing of high power structures was applied. The structure performed well above the nominal operating parameters and was able to run with an input power level of 43 MW and an input pulse length of 200 ns. The average BDR for the 43 MW run was $4.5 \times 10^{-6}$ BDs/structure/pulse, with a breakdown rate of $10^{-6}$ BDs/structure/pulse reached at the end of the run.

<table>
<thead>
<tr>
<th>Property</th>
<th>CLIC T24 (unloaded)</th>
<th>LCLS deflector</th>
<th>CLIC Crab (un-damped)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Power</td>
<td>37.2 MW</td>
<td>20 MW</td>
<td>43 MW</td>
</tr>
<tr>
<td>Transverse Kick</td>
<td>-</td>
<td>24 MV</td>
<td>4.58 MV</td>
</tr>
<tr>
<td>Peak surf. E-field</td>
<td>219 MV/m</td>
<td>115 MV/m</td>
<td>159 MV/m</td>
</tr>
<tr>
<td>Peak surf. H-field</td>
<td>410 kA/m</td>
<td>405 kA/m</td>
<td>524 kA/m</td>
</tr>
<tr>
<td>Peak Sc</td>
<td>3.4 MW/mm²</td>
<td>-</td>
<td>5089 MW/mm²</td>
</tr>
<tr>
<td>Group Velocity</td>
<td>1.8-0.9%c</td>
<td>-3.2%c</td>
<td>-2.9%c</td>
</tr>
<tr>
<td># Cells</td>
<td>24</td>
<td>117</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5.4 compares the CLIC crab cavity prototype with the LCLS deflector [72] and the CLIC T24 prototype [93].

The performance of the CLIC crab cavity is compared to other X-band high gradient structures in Table 5.4. The LCLS deflector is a very similar structure that runs at 11.424 GHz and was designed by V. Dolgashev who collaborated with Lancaster University to design the CLIC crab cavity prototype. The CLIC T24 accelerating structure runs at the same frequency as the crab cavity and is also un-damped. The magnetic field and modified Poynting vector ‘Sc’ are high for the un-damped, CLIC crab cavity compared to the other structures. However, due to the cavity’s short length and relatively high breakdown rate which is one order of magnitude higher compared with the CLIC nominal BDR, the results are not unusual.
Chapter 6

6 Conclusions

This thesis outlines the work which was undertaken to set up multiple high power X-band test stands at CERN. The development of the second X-band test stand at CERN, Xbox-2 was followed from inception to completion. The LLRF system, interlock system and control algorithms have all been designed and validated. Ultimately, the completed test stand Xbox-2 was used to test the Lancaster designed CLIC crab cavity prototype.

6.1 High Power X-band test Stands at CERN

6.1.1 Xbox-1

The design and commissioning of the first test stand at CERN was not covered in this body of work. However, significant improvements to the control system and operation of the test stand were completed. Calibration techniques were developed and then used to improve the accuracy of all of the power measurements taken.

The pulse compressor at Xbox-1 uses tuning pistons to change the resonant frequency of each of the two storage cavities. The tuning was performed manually and required an operator in order to run the experiment. A tuning algorithm was developed in order to maintain a good shape of the compressed pulse and to keep the reflected power to the klystron at safe levels. This ultimately allowed the test stand to operate 24 hours per day.

The pulse forming network was upgraded such that the resolution of the power output was improved by a factor of 256 and the communication speed was enhanced by a factor of 50. Both of these changes allowed the system to automatically control the power level to a given set point using a PID loop.

The addition of a reliable power feedback loop allowed the development of a higher software layer to control the power set point. This conditioning algorithm allows structures to be processed with a constant BDR and ensures that the structure is protected if the breakdown rate is too high. Use of this algorithm is now the standard procedure for conditioning all CLIC prototype structures.

6.1.2 Xbox-2

The second high power test stand at CERN used the experience gained at Xbox-1 to implement an improved system. The work completed focussed on the creation of a new LLRF and control system based on the PXI platform. The LLRF generation was improved by utilising a 200 MHz bandwidth vector generator and up-mixing scheme, allowing for fast phase feedback algorithms to be developed, such as the pulse flattening feedback algorithm for the pulse compressor. The re-designed RF acquisition system used a
400 MHz IF direct sampling scheme to increase performance. This allowed the phase and amplitude of the signals to be measured, without the errors associated with physical IQ demodulators.

Interlocking from the acquisition of the RF signals, vacuum system and safety and access systems was implemented through the PXI crate and modulator control system. A trigger and timing distribution system was developed through an FPGA directly tied to the interlock sources to increase safety by reducing the risk of machine damage due to software crashes.

Tuning of a new design of a SLED I pulse compressor was performed in the laboratory. After which its performance was verified through measurements in both the frequency and time domains. The test stand was commissioned up to high power, during which a new vacuum feedback algorithm was developed which controlled the power level, while keeping the pressure level inside the waveguide network constant.

6.1.3 Xbox-3

The general layout of the third high power test stand at CERN was presented and its importance in increasing testing capacity was highlighted. Designs for the LLRF and control systems have been completed based on an expansion and upgrade of the Xbox-2 LLRF system. The first of the modulator/klystron units from Toshiba and Scandinova have been tested on site and perform to expectations. The two way combination scheme has been fully verified at low power using a scaled down version of the LLRF system, a coaxial -3 dB hybrid and the Xbox-2 pulse compressor. During this test the hardware and software controls needed to switch the RF power to two different DUTs was developed.

6.1.4 CLIC Crab Cavity Prototype

The CLIC crab cavity prototype’s requirements were considered and the RF design was verified through re-simulation of the cavity fields using HFSS. A novel tuning method was developed using just a dielectric bead which measures in a single bead passage the amplitude and phase advance per cell of deflecting mode travelling wave structures. This method was successfully used to tune the crab cavity such that the average phase advance per cell was $120° \pm 0.1°$ with a maximum deviation of less than $\pm 1°$.

The structure was the first structure to be high power tested on the newly commissioned Xbox-2. The test stand performed well by using the structure conditioning algorithm and interlock system to safely take the crab cavity to a peak power level of 51 MW with a 150 ns pulse width. The cavity was able to run stably at 43 MW and 200 ns with a breakdown rate of $10^{-6}$ BDs/pulse. This power level is well above the nominal design parameters of 13.35 MW at 200 ns pulse width.
6.2 Future Work

6.2.1 Xbox-3 Commissioning

While much of the design work and procurement for Xbox-3 has been completed, there are some outstanding issues. The LLRF crates need to be assembled from the connectorised components and tested. Much of the high power RF components such as the pulse compressors and waveguides are still under manufacture. The software developed for the single klystron test described in section 4.9.2 must be modified to incorporate the phase manipulations that were tested in the laboratory as described in section 4.4. This will allows the switching of the RF power between each of the two test slots at a repetition rate of 200 Hz. More complex interlocking systems must also be developed as there are more failure modes when combing 2 klystrons compared to a single klystron test stand. For example, if one of a pair of klystrons trips the other klystron must be immediately stopped, because -3 dB hybrid power combination scheme only works if both of the hybrid’s inputs receive RF power. Finally, the system must be conditioned up to full power in order to validate that all of the new waveguide components can withstand 50 MW pulses at pulse repetition rates up to 200 Hz.

6.2.2 CLIC Crab Cavity Post Mortem Analysis

A map of the surface fields inside the crab cavity was produced in section 5.1.3. The surface electric and magnetic fields and the modified Poynting vector were calculated. Of particular interest are the distributions of the various fields around the iris. Unlike an accelerating structure which has high electric and magnetic fields distributed uniformly around the iris, the crab cavities deflecting mode has the fields separated onto the vertical and horizontal planes. The modified Poynting vector which is believed to play an important role in surface breakdown phenomena is distributed at four points on the iris at 45° to the maximum electric and magnetic fields. This unique field profile will allow an unprecedented study into the source of breakdown events via a post mortem inspection.
Figure 6.1 shows an SEM image of a breakdown crater formed in an X-band accelerating structure [94].

The post mortem inspection will take place after the cavity has been high power tested and has accumulated many breakdowns. The damage caused by each event should present itself as a pit or melting on the surface and can be seen using an electron microscope. Such studies have been conducted before on high gradient accelerating structures as shown in Figure 6.1. The position of the pits on the iris should correlate to one or more of the high field points as simulated in HFSS. Which of these fields (electric, magnetic or 'Sc') contributes most strongly to the production of breakdowns is a hotly debated topic. The answer to this problem will influence the RF design of all future high gradient accelerating structures in which low breakdown rate operation is important.
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