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ABSTRACT
Many real incidents demonstrate that users of Online Social Networks need mechanisms that help them manage their interactions by increasing the awareness of the different contexts that coexist in Online Social Networks and preventing users from exchanging inappropriate information in those contexts or disseminating sensitive information from some contexts to others. Contextual integrity is a privacy theory that expresses the appropriateness of information sharing based on the contexts in which this information is to be shared. Computational models of Contextual Integrity assume the existence of well-defined contexts, in which individuals enact pre-defined roles and information sharing is governed by an explicit set of norms. However, contexts in Online Social Networks are known to be implicit, unknown a priori and ever changing; users’ relationships are constantly evolving; and the norms for information sharing are implicit. This makes current Contextual Integrity models not suitable for OSNs. Of these reasons make explicit contextual integrity and the computational models based on it not suitable for OSNs.

Contextual integrity [27] is a modern privacy theory that expresses the appropriateness of information sharing based on the contexts in which this information is to be shared. In particular, contexts are defined considering a set of individuals playing particular roles and a number of norms that govern information sharing among them. Contextual integrity is said to be maintained — meaning that there are no privacy breaches — whenever these norms for information sharing are upheld. Norms for information sharing have two main purposes: (i) determine what information is appropriate to mention in a particular context, and (ii) dictate what information can be transmitted from one party to another or others according to the roles enacted by these parties within and across different contexts.

Computational models of contextual integrity have been recently proposed in the related literature [1, 24]. Following contextual integrity theory, they assume the existence of well-defined contexts, in which individuals enact pre-defined roles and information sharing is governed by an explicit set of norms. However, contexts in OSNs are “implicit, ever changing and not a priori-known” [12]. In particular, norms for information sharing are known to be implicit in OSNs [29, 39], i.e., they define the behaviour that is consistent with the most common behaviour. Moreover, roles are dynamic and may not be known a priori — i.e., relationships among individuals in OSNs are constantly evolving [5]. All of these reasons make explicit contextual integrity and the computational models based on it not suitable for OSNs.

In this paper, we argue that a new computational paradigm for Contextual Integrity is needed such that it supports implicit norms for information sharing and contexts as well
as dynamic and not-a-priori-known roles. We call such an approach *Implicit Contextual Integrity*.

2. PROBLEM STATEMENT

This paper tackles the following two privacy threats in OSNs:

2.1 Inappropriate Information Exchange

Each context has its own appropriateness norms that determine which information can be mentioned inside each context. For example, one may not mention her political views in a work context, but she may do so in a family context [40]. New models of implicit contextual integrity can use the information that users of OSNs exchange with other users in one context (or community) to infer the appropriateness norms of this context. Specifically, the information that is frequently mentioned by the members of a context can be considered as appropriate whereas information that is never or rarely mentioned can be considered as inappropriate. For instance, if most people do not mention their political views at work, it could be inferred this is not an appropriate topic to exchange in a work context.

Besides the appropriateness norms of each context, there are situations in which people decide to exchange information that may be seen as inappropriate. One of the main reasons that explain this is the creation and reciprocation of close relationships [18]. Indeed, there are empirical studies that demonstrate the fact that reciprocated communication is the dominant form of interaction in OSNs [8]. Accordingly, models of implicit contextual integrity can take into account the appropriateness of the information that has been exchanged with each user to determine when inappropriate information is being exchanged to reciprocate a close friend or to create a close relationship.

2.2 Undesired Information Dissemination

Dissemination occurs when information disclosed in one context travels to another context. That is, dissemination is inter-context disclosure while exchange (as stated above) is intra-context disclosure. Obviously, if the information to be disclosed is already known in the contexts were it may be disclosed, then the disclosure of this information in these contexts cannot entail any new privacy risk. However, disseminations may potentially be undesired and hazardous when they entail the disclosure of sensitive information that was previously unknown in a context [33]. Indeed, studies on regrets associated to users’ posts on OSNs highlight the fact that revealing secrets of others is one of the main sources of regret [40]. For instance, there was a recent case in which the sexuality of a person was leaked from her friends context to her family context where her sexuality was previously unknown, causing her being outed and facing threats to sever family ties [17].

A first-line defence against undesired disseminations may be avoiding sharing sensitive information in contexts in which there are people that could disseminate the information to other contexts in which this information is previously unknown. Whether these people decide to disseminate the information or not may depend on the relationship they have to others. That is, people usually have confidence relationships with others with whom they decide to share sensitive information expecting them to keep it secret. One can share some of her deepest secrets with her husband but this may not mean her husband would disseminate this information to other contexts. Thus, models of implicit contextual integrity could take into account the knowledge of the information that has been exchanged with each user to determine when sensitive information is being exchanged to reciprocate a trusted friend or to create/maintain trust relationships.

3. LIMITATIONS OF RELATED WORK

In this section we discuss why current approaches are not enough to deal with Inappropriate Information Exchange and Undesired Information Dissemination in OSNs.

3.1 Contextual Integrity Modelling and Reasoning

Previous work on computational models of contextual integrity proposed mechanisms for modelling and reasoning about contextual integrity principles. For example, Barth et al. [1] formalized some aspects of contextual integrity assuming that there is a set of explicitly defined norms that determine what is permitted and forbidden, that the interactions take place in well-known contexts, and that interaction participants play a specific role in each interaction. In a more recent work, Krupa et al. [24] proposed a framework to enforce norms for information sharing in an electronic institution where norms, contexts and roles are explicitly defined. While these approaches seem appropriate for the kind of domains described in [1] and [24], in OSNs there are not well-known contexts, there is not an explicit definition of the roles played by users and the exchange of information is governed by implicit norms for information sharing. Note that these implicit norms for information sharing define the behaviour that is consistent with the most common behaviour. In contrast, explicit norms for information sharing define behaviour that is normative (i.e., moral).

3.2 Access Control Models for OSNs

The suitability of traditional access control models such as role-based access control (RBAC) for OSNs has been recently challenged on the basis that they cannot capture the inherent social nature of OSNs, such as social relationships and distance among users. To address this limitation, there is a new paradigm that precisely emphasises the social aspects of OSNs. Access control models in this new paradigm are commonly referred to as Relationship-based Access Control (ReBAC) [14, 16, 15, 4, 7, 6, 9]. ReBAC models utilise a variety of features or aspects to characterise users’ relationships and define access control decisions based on them. While ReBAC models represent a better framework than other traditional access control approaches to develop tools for defining and enforcing access control policies in OSNs, access control on its own is unlikely to be the complete and definitive solution for an appropriate privacy management in OSNs, as users need awareness about access control decisions to fully understand the consequences of their access control policies [22, 26]. For instance, access control models are known to fail to prevent unintended disclosures [2].

3.3 Disclosure Decision-Making Mechanisms

In the related literature, the use of software endowed with disclosure decision-making mechanisms is not new. For example, several authors [37, 23] proposed mechanisms for computing the privacy-benefit trade-off of information disclosures in online interactions. The aim is to only disclose
information when this trade-off renders appropriate results, i.e., where the utility of a particular disclosure is worth the privacy risks/consequences involved by performing the disclosure. However, these mechanisms have difficulties to deal with scenarios where the direct benefit of disclosing a piece of information is a priori unknown or difficult to express in economic terms, such as OSNs, in which disclosures are mostly driven by social factors [20]. In a more recent work, Such et al. [36] proposed a mechanism for entailing agents with capabilities to select the personal attributes of their users to be disclosed to other agents during interactions considering the increase on intimacy and privacy loss a disclosure may cause. However, this mechanism does not consider that the appropriateness of disclosures may vary from context to context, nor does it consider information disseminations.

3.4 Norm Learning

Norm learning [13] is the process of learning how to behave in a specific situation. In case of OSNs, norms for information sharing are implicit (i.e., there is not an explicit definition of what is sensitive or inappropriate), and supervised machine learning algorithms cannot be used to infer norms for information sharing. In the existing literature, social learning [10] of norms is defined as the process of inferring implicit social norms concurrently over repeated interactions with members of the social network. In most of the proposals on social learning, norms are inferred by analysing the outcomes of interactions and normative decisions in terms of utility [31]. As previously mentioned, in OSNs the benefit of exchanging information may be difficult to be determined in economic terms. In other proposals, norms are inferred by analysing explicit normative signals such as punishments, sanctions and rewards [38]. These approaches cannot be used in OSNs since implicit norms for information sharing are product of informal social control that is rarely stated explicitly (e.g., sanctions) to unfriendly individuals. Other approaches [13] use imitation as a mechanism for learning social norms. In these proposals, the norms are inferred from the public behaviour exhibited by the majority of the members of the social network (or the majority of the members within an observation radius). A main drawback of imitation approaches is that all members are equally considered; i.e., they do not consider the existence of different social contexts with different social norms and the fact that users engage in relationships of different nature and strength. These unsupervised machine learning approaches are unsuitable to be applied to ONS.

4. IMPLICIT CONTEXTUAL INTEGRITY

We propose that a new computational model of implicit Contextual Integrity for OSNs should be built. To be applicable in mainstream OSN infrastructures, this model should only utilise the information that is currently available to users of OSNs and their applications —e.g., the tweets posted by users the following relationships, etc.

Our vision is to include such kind of model in what we would call Information Assistant Agents (IAAs), which are agents that act as proxies to access the OSN. IAAs should be capable of learning contexts and their associated norms for information sharing even if these are implicit or unknown a priori with the aim of helping users to avoid inappropriate information exchanges and undesired information disseminations. In particular, each IAA monitors the information exchanges of its user and based on this it infers: (i) the different contexts in which information sharing is to happen; (ii) the relationships between its user and the individuals in each context; and (iii) the norms for information sharing of each context. If IAAs detect a potential violation of the norms for information sharing, they should alert their users, who should have the last word on whether sharing the information or not.
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