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M.W. Grünewald,27 T. Guillemin,13 G. Gutierrez,45 P. Gutierrez,67 J. Haley,55 L. Han,4 K. Harder,41 A. Harel,63

J.M. Hauptman,52 J. Hays,40 T. Head,41 T. Hebbeker,18 D. Hedin,47 H. Hegab,68 A. P. Heinson,43 U. Heintz,69 C. Hensel,20

I. Heredia-De La Cruz,29 K. Herner,56 G. Hesketh,41,¶ M.D. Hildreth,51 R. Hirosky,73 T. Hoang,44 J. D. Hobbs,64

B. Hoeneisen,9 J. Hogan,72 M. Hohlfeld,21 I. Howley,70 Z. Hubacek,7,15 V. Hynek,7 I. Iashvili,62 Y. Ilchenko,71
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13LAL, Université Paris-Sud, CNRS/IN2P3, Orsay, France
14LPNHE, Universités Paris VI and VII, CNRS/IN2P3, Paris, France

15CEA, Irfu, SPP, Saclay, France
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We present a comprehensive analysis of inclusive Wð! e�Þ þ n-jet (n � 1, 2, 3, 4) production in

proton-antiproton collisions at a center-of-mass energy of 1.96 TeV at the Tevatron collider using a

3:7 fb�1 data set collected by the D0 detector. Differential cross sections are presented as a function of the

jet rapidities (y), lepton transverse momentum (pT) and pseudorapidity (�), the scalar sum of the

transverse energies of the W boson and all jets (HT), leading dijet pT and invariant mass, dijet rapidity

separations for a variety of jet pairings for pT-ordered and angular-ordered jets, dijet opening angle, dijet

azimuthal angular separations for pT-ordered and angular-ordered jets, and W boson transverse momen-

tum. The mean number of jets in an event containing aW boson is measured as a function of HT , and as a

function of the rapidity separations between the two highest-pT jets and between the most widely

separated jets in rapidity. Finally, the probability for third-jet emission in events containing aW boson and

at least two jets is studied by measuring the fraction of events in the inclusive W þ 2-jet sample that

contain a third jet over a pT threshold. The analysis employs a regularized singular value decomposition

technique to accurately correct for detector effects and for the presence of backgrounds. The corrected

data are compared to particle level next-to-leading-order perturbative QCD predictions, predictions from

all-order resummation approaches, and a variety of leading-order and matrix element plus parton shower

event generators. Regions of the phase space where there is agreement or disagreement with the data are

discussed for the different models tested.

DOI: 10.1103/PhysRevD.88.092001 PACS numbers: 12.38.Qk, 13.85.Qk, 13.87.Ce, 14.70.Fm

I. INTRODUCTION

Measurements of vector boson production in association
with jets are important tests of perturbative quantum chro-
modynamics (pQCD), the theory describing the strong

interaction between quarks and gluons. W þ n-jet produc-
tion processes are also of interest because of the important
role they play as backgrounds to beyond the standard
model phenomena and as multiscale QCD processes. In
the case of searches, W þ n-jet production is a major
background in several supersymmetry and Higgs boson
decay channels. In the case of standard model processes
with small cross sections, such as single top quark produc-
tion and vector boson fusion (VBF) W boson processes,
W þ n-jet processes often overwhelm the small signal.
Theoretical uncertainties on the production rates and kine-
matics of W þ n-jet processes are large and limit our
ability to identify and characterize new phenomena.
Therefore, it is important to make W þ n-jet measure-
ments at the Fermilab Tevatron Collider and the CERN
Large Hadron Collider (LHC) in order to constrain these
backgrounds. Measurements ofW þ n-jet production have
previously been performed by the CDF [1], D0 [2], ATLAS
[3,4], and CMS [5] collaborations. We present here new
measurements of W þ n-jet production using a 3:7 fb�1

data sample of proton-antiproton collisions collected
with the D0 detector [6–8] between 2002 and 2008. The
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measurements presented follow from earlier measurements
of inclusive W þ n-jet production cross sections and dif-
ferential cross sections as a function of the nth-jet pT up to
n ¼ 4, using the same data set [2], but providing further
details and additional differential distributions. Previous
W þ n-jet measurements have been used in testing and
tuning theoretical models of W boson production [9–11].

In this article, we significantly expand on the number of
measured observables in order to make a comprehensive
study of W þ n-jet production. These new measurements
include differential cross sections of hadronic and leptonic
variables, which will provide validation of new theoretical
approaches and input for Monte Carlo (MC) tuning. We
provide measurements of nth-jet rapidities to test the mod-
eling of parton emission, which is difficult to predict
accurately at large values of rapidity. We measure the W
boson transverse momentum and the dijet invariant mass in
inclusive W þ 2-jet and W þ 3-jet events, the latter being
an important variable for VBF production of Higgs and
electroweak gauge bosons. This observable is a useful
validation tool for the reliability of background simulations
for certain Higgs boson production and decay channels
where the signal is extracted from the dijet mass distribu-
tion, and for the investigation of possible new phenomena.
All cross section measurements are normalized by the
measured inclusive W boson production cross section [2],
allowing for the cancellation or reduction of several ex-
perimental systematic uncertainties.

In addition to the single differential cross sections, we
further probe QCD emissions in W þ n-jet events through
the study of observables such as the mean number of jets in
an event as a function of the total hadronic and leptonic
transverse energy in the event, HT , and as a function of the
rapidity span between jets in Wþ � 2-jet events. The
probability of additional jet emission as a function of dijet
rapidity separation (�y ¼ jyi � yjj, where i and j are the

two jets) is also studied for the first time in inclusive
W þ 2-jet events, for both pT-ordered and rapidity-ordered
jets by measuring the fraction of events in the inclusive
W þ 2-jet sample that contain a third jet above a pT

threshold. This variable has consequences for the design
of jet vetoes in high jet multiplicity final states, which are
particularly important for VBF Higgs and electroweak
boson production. Such variables are also sensitive to
Balitsky-Fadin-Kuraev-Lipatov (BFKL)-like dynamics
[12,13] when the two jets are widely separated in rapidity.

The methods employed for this measurement follow
those used in the previous D0 Zþ jet cross section [14]
and Z boson pT [15] analyses, as well as in the previous D0
W þ n-jet analysis [2]. We select a high purity sample of
W þ n-jet events in which the W boson decays to an
electron and a neutrino, while maintaining the bulk of the
kinematic phase space. The measurements are corrected to
the particle level, which includes energy from stable
particles, the underlying event (partonic interactions from

the same proton-antiproton scatter), muons, and neutrinos,
as defined in Ref. [16]. The unfolding uses a regularized
singular value decomposition method [17] as implemented
in the program GURU. This procedure corrects a measured
observable back to the particle observable, deconvolving
the effects of finite experimental resolution, detector
response, acceptance, and efficiencies.

II. THE D0 DETECTOR

The primary components of the D0 detector are a central
tracking system, a calorimeter, a muon identification sys-
tem, and a luminosity monitor. To reconstruct theW boson
and the jets in this measurement, we use the central tracker
to identify the location of the p �p interaction vertex and the
electron produced in the decay of the W boson candidate,
and use the liquid-argon and uranium calorimeter to iden-
tify electromagnetic and hadronic showers, as well as
calculate the magnitude and direction of the missing trans-
verse energy. The luminosity monitor is employed to make
a measurement of the integrated luminosity corresponding
to the data collected, and the trigger system is used to make
a basic selection of likely W þ n-jet events. A detailed
description of the D0 detector can be found in Refs. [6–8].
Here we outline the most important elements of the D0
detector for performing the W þ n-jet measurements pre-
sented in this paper.

A. Tracking detectors

The D0 central tracking system is made up of a silicon
microstrip tracker and a fiber tracker. The tracking detec-
tors are primarily used to identify the charged track asso-
ciated with the leptonic decay of the W boson, but are not
used directly in jet reconstruction since the jet-finding
algorithms in D0 use only energy deposits in the calori-
meter towers.
The tracking detectors are used to reconstruct the posi-

tion of the primary vertex (PV) of the p �p interaction. The
distribution of the PValong the beam axis follows a 20 cm
wide Gaussian distribution function centered on the nomi-
nal interaction point at the center of the detector. We use a
right-handed coordinate system in which the z axis is along
the proton beam direction, the x axis points away from the
center of the Tevatron ring, and the y axis is upward. The
inner tracking system, consisting of the silicon microstrip
tracker, provides 35 �m vertex resolution along the beam
line and 15 �m vertex resolution in the r-� plane, where
� is the azimuthal angle, for tracks with a minimum pT of
10 GeV at j�j ¼ 0, where � ¼ � ln tan ð�=2Þ and � is the
polar angle defined with respect to the beam line. The outer
tracking system, consisting of the central fiber tracker,
includes eight axial and eight stereo doublet layers of
800 �m diameter scintillating fibers to complement
the silicon tracker. Both detectors are located inside the
1.9 T magnetic field of the superconducting solenoidal
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magnet to allow measurements of the momentum of
charged particles.

B. Calorimeter

The calorimeter system consists of a uranium/liquid
argon calorimeter, divided into a central (CC) and two
end (EC) sections, and a plastic scintillator intercryostat
detector. Both the CC and EC are segmented longitudinally
into electromagnetic (EM), fine hadronic, and coarse
hadronic sections.

The calorimeter is transversely segmented into cells
along the polar and azimuthal axes in a projective tower
geometry. The CC covers detector pseudorapidity j�j<
1:2 and the two ECs extend the range up to j�j ¼ 4:2. Both
the electromagnetic and fine hadronic calorimeters are
sampling calorimeters with an active medium of liquid
argon and absorber plates of nearly pure depleted uranium.
Incoming particles traversing the uranium absorber plates
initiate showers of secondary particles that ionize the argon
in the gaps between the absorber plates. Due to a high-
voltage electric field, the free electrons collect on resis-
tively coated copper pads that act as signal boards. The
outer part of the calorimeter, the coarse hadronic section,
uses copper in the CC and stainless steel in the EC for the
absorber plates. The calorimeter is transversely segmented
into cells in ��� �� of 0:1� 0:1 (0:05� 0:05 in the
third layer of the EM calorimeter for j�j< 3:2 to allow for
a precise location of EM shower centroids). At j�j> 3:2,
the cell size grows to 0.2 or more in both � and �. The
energy resolution of jets reconstructed beyond j�j> 3:2 is
therefore degraded. The total depth of the EM calorimeter
is about 20 radiation lengths, and the combined thickness
of the electromagnetic and hadronic calorimeters is about
seven nuclear interaction lengths.

C. Trigger system

The W þ n-jet events are selected by triggering on
single electron or electron-plus-jet signatures with a
three-level trigger system. The electron trigger signature
is similar to the electron reconstruction signature (includ-
ing electromagnetic shower shape requirements and a track
matched to the EM shower), albeit more loosely defined to
facilitate a fast enough trigger decision. Several single
electron triggers are used in a logical OR maximize the
trigger efficiency. The pT threshold on the electron triggers
varies between 15 and 35 GeV as different triggers are
activated at different instantaneous luminosities.

To further maximize the trigger efficiency, data col-
lected with electronþ jet triggers are included. In the
bulk of the data set considered, the D0 calorimeter trigger
performs clustering of the trigger towers, which are ���
�� ¼ 0:2� 0:2 sums of the calorimeter cells, using a
sliding windows algorithm [7]. This clustering improves
the energy resolution of the trigger jet objects, which
allows triggering on relatively low-pT jets. As for the

electron triggers, the pT threshold defined for the jet trigger
objects varies between 15 and 25 GeV, depending on
the instantaneous luminosity of the data delivered by the
Tevatron.

D. Luminosity detector

The measurement of the D0 luminosity is made by the
luminosity monitor (LM). The LM consists of scintillating
tiles on either side of the interaction point, which measure
the particles created in inelastic collisions. The instanta-
neous luminosity is determined as

L ¼ f � NLM

�LM

; (1)

where f is the p �p bunch crossing frequency, NLM is the
average number of observed interactions, and �LM is the
effective cross section for inelastic collisions measured by
the LM that takes into account event losses due to ineffi-
ciencies and geometric acceptance [18]. The uncertainty
on the luminosity determination is estimated to be 6.1%.
The uncertainty is dominated by a 4.2% uncertainty com-
ing from the determination of �LM [19].

III. EVENT RECONSTRUCTION AND SELECTION

Our measurements use a sample of Wð! e�Þ þ n-jet
candidate events corresponding to 3:7 fb�1 of data col-
lected with the D0 detector in Run II of the Fermilab
Tevatron Collider. The analysis techniques used are iden-
tical to those described in Ref. [2], although we quote an
integrated luminosity using a convention which now in-
cludes the loss due to data quality corrections. The data are
grouped into two time periods. Run IIa refers to the data
collected prior to 2006 (1:1 fb�1 of data), when two major
upgrades were installed in the D0 detector. An additional
layer of silicon was added to the inner tracker to improve
track position resolution [8], and the Level 1 calorimeter
trigger was replaced with a system that performed electron,
jet, and tau identification [7]. Because of these changes, the
data collected after the summer of 2006 are triggered and
reconstructed in a different manner and are referred to as
Run IIb data (a total integrated luminosity of 2:6 fb�1).
The measurements presented here are limited by system-
atic uncertainties and the inclusion of additional data
would neither improve the overall precision of the mea-
surements, nor appreciably enhance their kinematic reach.
The events are processed through the D0 reconstruction

program, which identifies jet andW boson candidates. Jets
are identified with the D0 midpoint cone algorithm [20],
with a split-merge fraction of 0.5 using a cone of radius

R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið�yÞ2 þ ð��Þ2p ¼ 0:5 to cluster calorimeter energy
into (massive) jets. Jet energies are corrected for calorime-
ter response, instrumental and out-of-cone showering ef-
fects, additional energy deposits in the calorimeter that
arise from detector noise and underlying event energy,
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and for pileup arising from multiple p �p interactions and
previous bunch crossings. These jet energy scale correc-
tions [21] are determined using transverse momentum
imbalance in �þ jet events, where the electromagnetic
response is calibrated using Z=�� ! eþe� events. Jets
are required to have at least two tracks that point to their
associated PV (jet-vertex confirmation) to improve the
identification of the jets and ensure they are associated
with the same proton-antiproton collision as the W boson
under consideration. These tracks must have pT >
0:5 GeV, at least one hit in the SMT detector, and a
distance of closest approach with respect to the PV of
less than 0.5 cm in the transverse plane and less than
1 cm along the beam axis. Jets are ordered in decreasing
transverse momentum, and we denote the jet with the
highest transverse momentum as the ‘‘leading’’ jet.

Electrons are identified as clusters of calorimeter cells in
which at least 95% of the energy in the shower is deposited
in the EM section. Electron candidates must have a calo-
rimeter cluster isolated from other calorimeter energy de-
posits, have spatial distributions consistent with those
expected for EM showers, and contain an isolated recon-
structed track pointing to the PV and matched to a calo-
rimeter cluster. The transverse momentum (measured by
the calorimeter) in an isolation cone around the electron
track must not exceed 15% of the electron cluster pT . The
extrapolated electron track must lie within 1 cm of the
primary vertex along the z direction (zvtx). Events with a
second isolated electron are removed to suppress the back-
ground from Z boson and Drell-Yan production. The miss-
ing transverse energy in the event is calculated as the
vector sum of all the electromagnetic and fine hadronic
cell energies, and the coarse hadronic cell energies that are
contained in jets provided they have an energy greater than
four standard deviations of the electronic noise or are
neighbors of an energetic cell [22]. A correction for the
presence of any muons is applied to the missing transverse
energy calculation. All energy corrections which are
applied to electrons and jets in the event are also propa-
gated to the missing transverse energy calculation. Because
the longitudinal component of the momentum of the
neutrino is not measured, the calculated properties of
each W boson candidate are limited to its transverse

energy, EW
T , and transverse mass, defined as MW

T ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð6pT þ pe

TÞ2 � ð6pT þ pe
xÞ2 � ð6pT þ pe

yÞ2
q

, where 6pT is

the magnitude of the missing transverse energy vector,
pe
T is the transverse momentum of the electron, and the

remaining variables are the associated x and y components.
The following event selections are used to suppress

background while maintaining high efficiency for events
in which a W boson was produced: pe

T � 15 GeV and
electron pseudorapidity j�ej< 1:1, 6p T > 20 GeV, MW

T �
40 GeV, for all jets p

jet
T � 20 GeV and rapidity jyjetj<

3:2, �R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið��Þ2 þ ð��Þ2p
> 0:5 between the electron

and the nearest jet, and jzvtxj< 60 cm [23]. Events must
have a reconstructed p �p interaction vertex with at least
three associated tracks. Finally, events with excessive calo-
rimeter noise are removed from the sample.
In this paper, we refer to the samples containing a W

boson and at least n jets as inclusive W þ n-jet events, or
simply asW þ n-jet events. The inclusiveW boson sample
contains 2184821 events, and there are 265713, 39805,
5962, and 1028 events in the inclusive W þ 1-jet,
W þ 2-jet, W þ 3-jet, and W þ 4-jet samples,
respectively. The majority of these events are true
Wð! e�Þ þ jets events, but there are background pro-
cesses contaminating this data set. These background
processes include Wð! ��Þ þ jets events, QCD multijet
events in which a jet is reconstructed as an electron, Z !
eþe� events in which one electron is not reconstructed,
and diboson and top quark processes.

A. QCD multijet background

InQCDmultijet events there is a small but non-negligible
probability of instrumental backgrounds or decays to
electrons/photons in or near jets that may create a ‘‘fake-
electron’’ signature. A jet composed primarily of neutral
particles with a high electromagnetic fraction may pass
electron candidate identification criteria, or a photon might
be misidentified as an electron. Since the QCD multijet
cross section is large, the contribution from fake-electron
events to the measured distributions must be taken into
account. These backgrounds are difficult to accurately
model in simulation; therefore, we estimate our background
using a data-driven approach with a D0 data set that is
orthogonal to that used for the main measurement.
To estimate this background contribution, we first define

two samples of events, one with ‘‘loose’’ selection criteria
and one with ‘‘tight’’ selection criteria corresponding to
our standard event selection, where the latter is a subset of
the former. The loose sample (containing Nloose events)

consists of Nsignal
loose events with an electron originating from

W=Zþ jets, diboson, or top quark production sources, and
NMJ

loose multijet background events with a fake-electron

signature. In the case of our tight data selection (containing
Ntight events), we have a similar relation:

Ntight ¼ N
signal
tight þ NMJ

tight: (2)

To determine the shape and overall normalization of the
QCD multijet distributions, we then define a ‘‘loose-not-
tight’’ (LNT) data sample that is orthogonal to our standard
selection (containing NLNT events), requiring that an elec-
tron candidate pass the loose selection but fail the tight.
This LNT sample is composed of events with a real

electron (Nsignal
LNT ) and events where a jet is misidentified

as an electron (NMJ
LNT):

NLNT ¼ N
signal
LNT þ NMJ

LNT: (3)
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By combining Eqs. (2) and (3), the number of events in
our loose selection can be written as

NLNT þ Ntight ¼ Nloose ¼ Nsignal
loose þ NMJ

loose; (4)

with the following relationship between the numbers of
real electrons or misidentified jets passing the loose selec-
tion and those passing the tight selection:

Nsignal
tight ¼ 	real � Nsignal

loose (5)

NMJ
tight ¼ 	MJ � NMJ

loose; (6)

where 	real and 	MJ then represent the respective efficien-
cies for a real electron and for a misidentified jet passing
the loose selection to also pass the tight selection.

From these relations, the number of multijet events with
tight electron requirements in a given bin can be deter-
mined as follows:

NMJ
tight¼

�
	MJ

1�	MJ

�
�NLNT�

�
	MJ

1�	MJ

�
�
�
1�	real
	real

�
�Nsignal

tight :

(7)

That is, we estimate the shape of the multijet component
from the loose-not-tight sample, with overall normaliza-
tion determined from the relative efficiency for a misiden-
tified jet passing the loose selection to also pass the tight
selection, 	MJ, and a small correction derived from the tight
sample to account for the presence of real electrons in the
loose-not-tight sample. To determine the QCD multijet
component we first need to calculate the values of 	real
and 	MJ, as well as N

signal
tight .

The probability that a true electron candidate in the
loose sample also passes the tight criteria, 	real, is calcu-
lated from the ratio of electron identification efficiencies
(calculated using Z ! eþe� events) derived with the loose
and tight selection criteria. Significant variation in 	real is

observed as a function of electron pT (shown in Fig. 1)
with a plateau of ð88:6� 0:3Þ% reached at a pT of ap-
proximately 45 GeV, and thus events in the tight and loose-
not-tight samples are assigned a value of 	real based on the
electron candidate pT .
To determine 	MJ, we define a multijet-enriched data

sample with selection criteria as for the standard event
selection except that the loose electron identification cri-
teria are used, the W boson transverse mass requirement is
removed, and the 6pT > 20 GeV requirement is reversed
and lowered to 6PT < 10 GeV. This selection is then ap-
plied to the data and to the MC signal and background
samples (see Sec. III B). 	MJ is determined from the data
sample by calculating the fraction of events in this loose
multijet-enriched sample that are also in the multijet-
enriched selection once tight requirements are applied.
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FIG. 1 (color online). Probability that a real electron candidate
passing the loose electron identification requirements also passes
the tight electron identification requirements. The shaded band
represents the systematic uncertainty originating from the deter-
mination of the relative tight and loose electron efficiencies.
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FIG. 2 (color online). Parametrized 	MJ [as defined in Eq. (6)],
used for the determination of the multijet component of recon-
structed data distributions. 	MJ is parametrized as a function of
electron pT , electron pseudorapidity, inclusive jet multiplicity,
and determined separately for Run IIa and Run IIb data.
Figure 2(a) shows the variation of 	MJ as a function of electron
pT for three electron pseudorapidity intervals in Run IIb.
Figure 2(b) shows the variation of 	MJ with jet multiplicity for
Run IIa and Run IIb data. Similar variations with respect to
electron pseudorapidity and jet multiplicity are also observed for
Run IIa.
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A small component of true electrons can still contaminate
these multijet-enriched samples for both the loose and tight
selections. The MC samples with these selection criteria
are used to model and remove this signal contamination
before the determination of 	MJ.

Dependencies of 	MJ on jet multiplicity, electron trans-
verse momentum, and, to a lesser extent, electron pseudor-
apidity are observed (see Fig. 2) and taken into account.
Absolute uncertainties on 	MJ are approximately 2%–3%
and are dominated by statistical uncertainties on the
multijet-enriched data sample. These uncertainties on 	MJ

result in uncertainties of the order of 1%–10% on the
multijet contribution to the nominal data sample, increas-
ing with jet multiplicity. We find that the value of 	MJ,
particularly at low misidentified electron pT , increases in
the Run IIb data-taking period compared to Run IIa, which
can be attributed to tighter electron shower-shape require-
ments applied in trigger selections in Run IIb that reduce
the number of loose events.

B. Background and signal process simulation

W þ n-jet events dominate the inclusive data sample,
but there are backgrounds from Zþ jets, t�t, diboson, single
top quark, and multijet events. With the exception of multi-
jet production, all processes are simulated using MC event
generators. All simulated samples are processed through the
full GEANT3-based [24] simulation of the D0 detector. Data
events from random bunch crossings are overlaid on the
simulated events to mimic the effects of detector noise and
the presence of additional concurrent p �p interactions. The
simulated events are weighted such that the instantaneous
luminosity profile in the simulationmatches the distribution
observed in data. These events are then reconstructed using
the same software that is used on data. The impact of the
trigger efficiency dependence on jet kinematics is simulated
by the application of multidimensional trigger efficiencies
as measured in data. Independent electron and jet samples
are used to measure electron and jet trigger object efficien-
cies using tag-and-probe techniques. The overall trigger
efficiency for the logical OR of electron and electronþ
jet triggers is then calculated, taking into account all corre-
lations, and is applied to the MC as an event weight.

We simulate the W=Zþ jets and t�t processes with
ALPGEN v2.11 [25] interfaced with PYTHIA v6.403 [26]

for the simulation of additional initial and final-state ra-
diation and for jet hadronization, with the underlying
event parameter settings tuned using ‘‘Tune-A’’ [27]. A
factorization and renormalization scale choice of Q2 ¼
M2

V þP
p2
Tj is used for vector boson plus jets processes

(where MV is the vector boson mass, and pTj is the trans-

verse momentum of a jet in the event). The normalization
of t�t backgrounds is determined from next-to-next-
to-leading order (NNLO) calculations [28]. The PYTHIA

generator is used to simulate diboson production, with
next-to-leading order (NLO) cross sections [29] derived

from the MCFM program [30], while production of single
top quarks is simulated using the COMPHEP-based NLO
event generator SINGLETOP [31] interfaced to PYTHIA for
simulation of parton showering and hadronization effects.
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FIG. 3 (color online). Reconstructed inclusive jet multiplicity
distributions in the Wð! e�Þ þ jet event selection. Hatched
regions indicate uncertainties on the sum of the predicted contri-
butions due to all systematic effects. All signal and background
sources are derived fromMCsimulationswith the exception of the
QCD multijet component which is estimated from data.

 (GeV)
T

Electron p
50 100 150 200 250 300

E
ve

nt
s 

/ 1
.9

 G
eV

-110

1

10

210

310

410
-1DØ data, 3.7 fb

)+jetsν e→W(

)+jetsντ→W(

QCD multijet

Z+jets

Diboson

tSingle top + t
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for events with a W boson candidate and one or more jets.
Hatched regions indicate uncertainties on the sum of the pre-
dicted contributions due to all systematic effects.
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The W=Zþ jets normalization is corrected by a multi-
plicative factor to match the inclusive W=Zþ jets cross
sections calculated at NLO [32]. Kinematic distributions
are weighted to match existing Z boson transverse momen-
tum measurements in inclusive Z boson events [33], with
corresponding corrections for W boson events derived
through the application of W to Z pT distribution ratios
from NNLO predictions as calculated by FEWZ [34].
The heavy-flavor fractions are further corrected by the ratio
of heavy-to-light NLO multiplicative factors as discussed
in Ref. [35], determined from NLO pQCD calculations
from MCFM.

The proportion of the data that is attributed to each of
these background processes and to the signal process can
be seen in Fig. 3.

Figures 4 and 5 illustrate kinematic distributions for
selected data events and MC simulations plus data-driven
multijet background contributions for some representative
observables. The estimated fraction of the data sample that
is due to background processes ranges from 2%–40% as a
function of the measured observables and the fraction of
background due to top quark production ranges from
0%–20%, with the larger contributions at higher jet multi-
plicities in both cases.

IV. CORRECTION OF EXPERIMENTAL DATA FOR
DETECTOR EFFECTS

The background-subtracted yields of W þ n-jet signal
candidates are corrected back to the particle level taking
into account corrections for detector acceptance and
efficiencies, as well as detector resolution effects. These

corrections are performed using a singular value decom-
position regularized unfolding approach as implemented
in GURU [17]. We define the kinematic phase space into
which we unfold our final results by the selection in Table I
(the same selection criteria are applied at the reconstruc-
tion level).
Electron candidates are defined at the particle level to

have the electron four-momentum modified to include all
collinear radiation within a cone of radius R ¼ 0:2 to ac-
count for final-state radiation. At the particle level we define
6pT as the magnitude of the neutrino transverse momenta.
Particle level jets are constructed using the D0 Run II
midpoint cone algorithm running at particle level. The W
boson decay products (including collinear emissions from
the electron) are removed from the list of stable particles
before constructing jets with a cone radius R ¼ 0:5.
Bin boundary choices in the unfolded observables are

guided by detector resolution (bin widths are always larger
than the corresponding 1� resolution for measurements
within each bin) and available data statistics, while allow-
ing for sensitivity to the shape of the unfolded observable.
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FIG. 5 (color online). Reconstructed kinematic distributions of (a) leading jet pT and (b) W boson transverse mass for events with a
W boson candidate and one or more jets. Hatched regions indicate uncertainties on the sum of the predicted contributions due to all
systematic effects.

TABLE I. Unfolded phase space of the measurement.

Jet transverse momentum p
jet
T > 20 GeV

Jet rapidity jyjetj< 3:2
Electron transverse momentum pe

T > 15 GeV
Electron pseudorapidity j�ej< 1:1
Vector sum of all neutrino transverse energies 6PT > 20 GeV
W boson transverse mass requirement MW

T > 40 GeV
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A. Regularized unfolding using GURU

Due to the limited resolution of the detector, a significant
fraction of events may be measured to be in a different
kinematic interval than they were at the particle level, so a
simple bin-by-bin correction for acceptance and efficien-
cies is not adequate. The aim of unfolding is to correct a
measured observable back to the particle level observable,
accounting both for the effect of finite experimental reso-
lution, and for the detector response and acceptances. The
relationship of the true particle level distribution TðxtrueÞ to
the reconstructed distribution RðxÞ for an observable x can
be written as follows:

RðxÞ ¼
Z xtruemax

xtrue
min

dxtrueAðxtrueÞMðxtrue; xÞTðxtrueÞ þ 
 (8)

where 
 represents the impurity correction that accounts
for events that appear in our data sample which originate
outside the fiducial region indicated in Table I, the limits
xtruemin to xtruemax reflect the range of the variable we wish to

measure, AðxtrueÞ represents the probability for a given
observable to be seen at reconstruction level as a function
of its particle level value (which takes into account accep-
tance, efficiencies, and analysis requirements), and
Mðxtrue; xÞ is the migration matrix.

Experimental resolution affects the relationship between
the reconstruction level and particle level objects so that
corrections, A�M, need to be applied and are derived
using W þ n-jet ALPGEN þ PYTHIA MC simulation. In
addition, there are events passing the reconstruction level
selection requirements that are not within the phase space
defined at the particle level. These events are corrected by
the factor 
. The 
 correction also includes events that pass
both reconstruction and particle level selections, but due to
jet energy resolution, the jet pT ordering (or rapidity order-
ing in the case of those observables dependent on selecting
the most forward-rapidity jets) is not consistent between
particle and reconstructed jets. Finally, jets originating
from additional p �p interactions in the same and neighbor-
ing bunch crossings are covered by the correction 
. A
further acceptance correction is applied to those particle
level events that would fail detector level selection require-
ments and thus not be reconstructed.

The migration matrix, obtained from the same MC
simulation used to build the acceptance corrections, ac-
counts for the probability of an event in a given particle
level bin entering into various reconstruction level bins (or
vice versa) through the relation:

~x reco ¼ M � ~xtrue: (9)

Ideally then, simply applying the inverse of the matrix
M�1 to the measured reconstructed observables would
provide us with the unfolded distributions. However, low-
significance bins can introduce numerical instabilities and
give rise to large, rapidly oscillating fluctuations that

contain little meaningful information about the particle
level distributions.
The program GURU counters this problem using a sin-

gular value decomposition technique that allows for a
regularized inversion of the migration matrix [17]. This
regularization imposes the requirement that the second
derivatives of the distributions be small, equivalent to the
condition that the unfolded distribution should be smooth.
This suppresses fluctuations in the central values of the
unfolded data. Care must therefore be taken to appropri-
ately calculate statistical uncertainties that give an accurate
reflection of the true spread of the data. This is discussed
further in Sec. IVB. However, the advantage of this
regularized method is that it allows the full matrix infor-
mation to be used, which gives a reduced dependence on
MC inputs compared to bin-by-bin corrections.
Figure 6 highlights three examples of the migration

matrices used for observables measured in this paper, ex-
pressed as a probability that a particle level observable in a
given bin is reconstructed in the same or different bin.
Events entering the migration matrix must pass the selec-
tion at both reconstruction and particle levels, and the
reconstructed jets relevant to the observable in question
must retain their pT ordering (or rapidity ordering, where
applicable) between particle and reconstruction levels.
Following unfolding, the resultant distributions are nor-

malized by the inclusive Wð! e�Þ production cross sec-
tion to reduce experimental uncertainties. This value of
�W ¼ 1097þ79

�89 pb was measured [2] in the same phase

space, without any jet requirements, but with all other
selection criteria as described in this analysis, and makes
use of the same data set. Total inclusive n-jet cross sections
were also previously measured [2] to be
(i) �Wþ1-jet ¼ 119:5þ9:4

�8:3 pb,

(ii) �Wþ2-jet ¼ 19:0þ2:4
�1:9 pb,

(iii) �Wþ3-jet ¼ 2:9þ0:4
�0:4 pb,

(iv) �Wþ4-jet ¼ 0:39þ0:09
�0:07 pb.

B. Evaluation of unfolding biases
and statistical uncertainties

To assess and correct for any bias that might have been
introduced into the unfolded distribution by our acceptance
and unfolding corrections, and to determine the statistical
and systematic uncertainties on the final results, we per-
form an ensemble test using pseudoexperiments con-
structed to mimic the measured and corrected data
distributions that replicate the statistical fluctuations
present in the data. A large sample of ALPGENþPYTHIA

MCW þ n-jet events first receives an ad hoc correction at
the particle level so as to describe data after unfolding. A
further check is made to ensure this sample now also
describes the reconstructed data. This correction is per-
formed independently for each distribution under study,
with the aim of creating distributions that mimic the data
distributions.
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Five hundred ensembles per distribution are then drawn
from this corrected ALPGENþPYTHIA MC sample. The
probability of an event entering a given bin in a given
distribution is chosen such that the ensembles not only
reproduce the data distributions at particle and reconstruc-
tion levels but also have statistical fluctuations, both bin-to-
bin and in overall yield, as are observed in the data. For
each distribution, a particle level and reconstruction level
equivalent is constructed, and these ensembles reflect the

results that would be expected from repeated independent
experimental measurements.
Each of the ensembles in turn then receives the same

acceptance corrections as are applied to the measured data
distribution, and are unfolded using GURU under the same
conditions. Unlike in the data, however, for each of these
unfolded distributions we may compare the results to the
corresponding ensemble’s particle level distribution. For
all ensembles in turn, for each distribution, for each bin,
the residual

r ¼ particle level result� unfolded result

unfolded result
(10)

is calculated and determines the fractional shift in the
unfolded distribution from its true value. In each bin tested,
over all ensembles, r is observed to follow a Gaussian
distribution. The mean value of r is the fractional bias
due to the unfolding procedure and the width of the
Gaussian fit represents the statistical uncertainty on the
measured unfolded result in that bin.
The unfolding bias for a given bin is applied as a

correction to the unfolded data distribution in that bin.
This correction is small, generally a few percent in
magnitude, and always much smaller than the statistical
uncertainty in the bin except in the case of the pT-ordered
third-jet emission probability results, where the bias be-
comes larger than the statistical uncertainty at wide open-
ing angles. After the initial correction for the unfolding
bias is applied to the unfolded data, the ALPGENþPYTHIA

MC samples used to obtain the acceptance corrections and
migration matrices are corrected to the data. After the
GURU unfolding and bias assessment procedures are ap-

plied to these new MC inputs, no further biases are ob-
served. The statistical uncertainty on the fitted mean and
any difference between the extracted bias from a Gaussian
fit and the arithmetic mean of the distribution are taken as
systematic uncertainties on the value of this bias.
We provide the bin-to-bin correlations on the statistical

uncertainties for each measurement in HEPDATA [36] and
in the Supplemental Material [37]. For convenience, we
also provide the inverse of the statistical covariance matrix,
which can be useful for fitting models directly to the
measurements provided or to quantify the agreement of
the data with a given model.

V. SYSTEMATIC UNCERTAINTIES

The two dominant sources of uncertainty on the majority
of the unfolded distributions come from uncertainties on
the jet energy scale (JES) and on the jet energy resolution
(JER). At large jet rapidities and large opening angles
between jets, uncertainties on the jet-vertex confirmation
requirement also contribute a significant amount to the
overall uncertainties, while at very low and at high electron
transverse momenta, trigger efficiency uncertainties be-
come one of the dominant systematics (due to limited
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FIG. 6 (color online). Migration matrices for (a)HT in the one-
jet inclusive bin, (b) dijet mass in the two-jet inclusive bin, and
(c) ��ðj1; j2Þ in the two-jet inclusive bin. Element ðx; yÞ repre-
sents the probability for the particle level observable in bin y to
be reconstructed in observable bin x, and is represented by the
axis on the right.
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statistics in the Z=�� ! eþe� data samples used to calcu-
late the efficiencies). At large dijet opening angles, pT ,
and invariant mass, systematic uncertainties from multijet
backgrounds and the unfolding procedure become
important due to limited statistics in the multijet-enriched
data samples and to relatively large unfolding corrections.

Systematic uncertainties from JES, JER, jet-vertex
confirmation, trigger efficiency, and jet identification
efficiency are assessed with ensemble tests. The same
MC ensembles used in the determination of the statistical
uncertainties and the unfolding bias are once again un-
folded, but this time using acceptance corrections and
migration matrices derived using fully reconstructed
ALPGENþPYTHIA events produced with detector responses

shifted by one standard deviation from the nominal values,
for each of the sources of systematic uncertainty sepa-
rately. Unfolding biases are then determined for these
systematically shifted unfolded ensembles. As the input
ensembles to this unfolding procedure are identical to
those used for the nominal unfolding, any change in the
unfolding bias must be due to the modified detector re-
sponse and acceptance correction inputs to GURU. Any
change in the unfolding bias from the nominal to the
systematically shifted ensembles is therefore attributed to
the effect of the shifted detector response and assigned as
the corresponding systematic uncertainty due to that de-
tector effect. This method enables the impact of a shifted
detector response to be translated into the unfolded cross
section result while also accounting for possible changes in
the bin migrations due to the change in the response.

Uncertainties on the normalization and shape of the
data-driven multijet background can arise from uncertain-
ties on the electron efficiency, on the 	MJ determination,
and from the statistical uncertainties on the data samples
used for the background modeling. The dominant contri-
bution to the total uncertainty on the multijet background is
the 	MJ uncertainty except in the tails of distributions
where control sample data statistics also play a role. The
uncertainty on 	MJ is determined for Run IIa and Run IIb
independently, as a function of each of the observables
measured. The two uncertainties are combined in each
analysis bin by taking the corresponding systematic uncer-
tainty from each data period and scaling its relative con-
tribution according to the fractional multijet content
originating from Run IIa and Run IIb data in a given bin.
Despite being the largest background contribution to
events with low jet multiplicity (see Fig. 3), total uncer-
tainties due to multijet backgrounds in the inclusive one-jet
bin are less than 1% on average. For high jet multiplicities
this uncertainty can rise to 8% at high electron pT and 20%
for the largest jet rapidities in the inclusive four-jet bin.

The systematic uncertainty associated with the t�t
production cross section is determined by varying the
assumed t�t production rate within its theoretical uncer-
tainty (þ 6%, �9%) [28], and determining the associated

uncertainty on the W þ n-jet contribution. This theoretical
uncertainty translates into an uncertainty on the t�t-subtracted
W þ n-jet signal of 10%–15%or larger in kinematic regions
where top quark backgrounds dominate, i.e. eventswith high
jet multiplicity, largeW boson pT , or large HT .
Electron identification uncertainties can originate from

uncertainties on the background subtraction and fits to the
efficiency turn-on curves. We also consider uncertainties
on the pT , instantaneous luminosity, and jet multiplicity
(including electron-jet spatial separation) dependence of
the efficiencies. We benefit from a reduction of the electron
identification systematic uncertainty on the final measure-
ments through division of the differential cross sections by
the total measured W boson production cross section.
After cancellations, the residual electron identification
systematic uncertainty is approximately 1% averaged
over all bins.
The systematic uncertainty on the measurement due to

the unfolding procedure includes uncertainties on the un-
folding bias value (both the statistical uncertainty on the
mean and the difference between the correction determined
from a Gaussian fit or from the arithmetic mean) and from
statistical uncertainties on the acceptance corrections used
by GURU. To check the dependence of an imperfect MC
modeling of the kinematic spectra on the inputs to the
unfolding procedure, the unfolding is repeated with a
data-derived correction of the MC samples used to gener-
ate the acceptance and migration matrices so as to provide
the best description of the observed data; the shift in the
final results with these new inputs is assigned as a system-
atic uncertainty. The uncertainties on the unfolding pro-
cedure are small ð&1%Þ in most analysis bins, but can be
more significant at, e.g., large dijet rapidity separations
6%–9% and large jet rapidity 2%–4%.
The jet spatial matching criterion used in the acceptance

and bin migration corrections is set to half and twice the
size of the cone radius R ¼ 0:5 of a reconstructed jet to test
the dependence of the corrections on the matching choice.
The impact on the final cross sections is found to be well
below 1% for most distributions, but reaching up to 2% for
high jet multiplicity events with highHT and in events with
wide dijet rapidity separations, and this variation is as-
signed as an additional systematic uncertainty.
All sources of systematic uncertainty on the theoretical

modeling, detector response, background subtraction, and
the unfolding procedure are added in quadrature to arrive at
a total systematic uncertainty on the unfolded distributions.
Figure 7 illustrates the total systematic uncertainty as a
function of four representative unfolded observables. The
contribution to the total uncertainty from jet energy scale,
jet energy resolution, trigger efficiency, jet identification
efficiency and jet-vertex confirmation are shown sepa-
rately. Smaller sources of uncertainty, including electron
identification efficiency, background shape/normalization,
and unfolding procedure uncertainties, are shown as a
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combined contribution. The bin-to-bin correlations for all
measured differential cross sections are given in
HEPDATA [36] and in the Supplemental Material [37].

VI. THEORETICAL PREDICTIONS

We compare the data after correction for detector effi-
ciencies and resolution effects to several theoretical mod-
els. Comparisons are made to a range of widely used parton
shower and matrix element plus parton shower matched
MC programs, to all-order resummation predictions, and to
next-to-leading order pQCD calculations.

A. Monte Carlo programs

We compare our results to PYTHIA 6.425 with the
PERUGIA2011 underlying event tune and the CTEQ5L par-

ton density function (PDF) set [38]. PYTHIA is formally a
leading-order (LO) calculation, but emulates the NLO
matrix element through a reweighting of the parton shower
in inclusive W production. We also compare to HERWIG

6.520 [39] at LO in �s, using the CTEQ6L1 PDF set [40],
and interfaced to JIMMY 4.31 [41] for modeling of multiple
parton interactions (MPIs). To assess the impact of the

inclusion of additional matrix elements provided in the
ALPGEN MC program, we compare predictions from

ALPGEN 2.414 hadronized in two ways, using either

PYTHIA or HERWIG(þJIMMAY) with the same program ver-

sion, underlying event tune, and PDF set as the stand-alone
predictions.
Comparisons are also made to leading-order matrix

element plus parton shower matched MC produced with
SHERPA v.1.4.0 [42] using the CT10 [43] PDF set and with

the factorization and renormalization scales chosen as dis-
cussed in Ref. [44]. The SHERPA default tuning parameters
are used, with the exception of the MPI cutoff scale, which
was tuned by the SHERPA authors to fit the CDF underlying
event data in Drell-Yan production [45]. Hadronization is
conducted using the SHERPA internal cluster fragmentation
approach [42].
For these comparisons, results are provided using the

D0 Run II midpoint cone algorithm at the particle level,
with cone radius R ¼ 0:5, and differential distributions
are normalized by the inclusive W boson production
cross section determined from the same MC program in
the same measurement phase space (as summarized in
Table I).
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FIG. 7 (color online). Summary of systematic uncertainties on the normalized cross sections of (a) leading jet rapidity and
(b) electron pT in the inclusive one-jet bin, and of the (c) dijet pT and (d) dijet rapidity separation of the two highest-pT jets in
the inclusive two-jet bin. The most significant sources of uncertainty are shown separately. Additional sources of uncertainty due to
background modeling, electron identification, and the unfolding procedure are grouped under ‘‘Other.’’

STUDIES OF W BOSON PLUS JETS PRODUCTION IN . . . PHYSICAL REVIEW D 88, 092001 (2013)

092001-13



B. All-order resummation

High Energy Jets (HEJ) [13,46] is an implementation in a
parton level MC generator of an exclusive, all-order re-
summation of the perturbative contributions to production
of wide angle emissions at hadron colliders. Such predic-
tions are particularly suited for description of events con-
taining two jets with a large rapidity separation.

Predictions are produced using the D0 Run II midpoint
cone algorithm at the parton level with R ¼ 0:5. The
factorization and renormalization scales are chosen to be

� ¼ �F ¼ �R ¼ max fpj
Tg, with scale uncertainties esti-

mated by varying this central scale choice by a factor of 2
or 1=2. The resulting variation in the cross sections is taken
as the scale uncertainty. As HEJ is capable only of describ-
ing two-jet and higher multiplicity events, differential
cross sections are normalized by the measured inclusive
W boson cross section of �W ¼ 1097þ79

�89 pb reported in

Sec. IV and in Ref. [2], to allow a like-to-like comparison
of the distributions with the data. Scale uncertainties from
HEJ are generally larger than those in NLO pQCD calcu-

lations, due in part to HEJ including only the dominant

contributions needed to describe wide-angle jet emissions
at all orders in the strong coupling constant and also from

not being able to benefit from cancellations in the inclusive

W boson cross section normalization.

C. Next-to-leading order pQCD

Next-to-leading order pQCD predictions of the produc-

tion of W þ n-jet events in p �p collisions at
ffiffiffi
s

p ¼
1:96 TeV have recently become available for up to four

partons in the final state [47] from the BLACKHAT

Collaboration [48]. NLO BLACKHATþSHERPA predictions

are obtained using BLACKHAT for calculation of the virtual

terms, interfaced to SHERPA for calculation of all real

emissions. Previous comparisons [2] of the predictions

from BLACKHATþSHERPA and another NLO pQCD calcu-

lation approach, ROCKETþMCFM [32,49], at Tevatron en-

ergies have been found to be in good agreement with each

other for numerically similar choices of renormalization

and factorization scales in their prediction of jet transverse

momenta and total cross sections for up to four jets, so only
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FIG. 8 (color online). Examples of correction factors (derived from SHERPA) accounting for differences between the SISCONE

and D0 midpoint cone jet algorithm, applied to NLO BLACKHATþSHERPA predictions for (a) leading jet pT in inclusive W þ 1-jet
events, (b) leading jet rapidity in inclusive W þ 1-jet events, (c) absolute dijet rapidity separation between the leading two jets in
inclusiveW þ 2-jet events, (d)W bosonpT in inclusiveW þ 1-jet events, (e) dijetpT in inclusiveW þ 2-jet events, and (f) dijet invariant
mass in inclusiveW þ 3-jet events. NLO renormalization and factorization scale uncertainties are shown for reference purposes.
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comparison of experimental data with BLACKHATþSHERPA

predictions are made in this paper.
The BLACKHATþSHERPA predictions employ the renor-

malization and factorization scale choice � ¼ �F ¼
�R ¼ 1

2H
0
T where H0

T is defined as the scalar sum of the

parton and W boson transverse energies. To determine the
uncertainty due to the choice of renormalization and facto-
rization scales, the scales are multiplied by factors of 0.5
and 2, and the cross sections are recomputed. The variation
in the cross sections is taken as the scale uncertainty. The
calculations use the MSTW2008nlo68cl PDF set [50], with
values of�sð�Þ set consistently with the PDF choice, using
a two-loop running. Uncertainties arising from the choice
of PDF are studied [50] using the Hessian method by the
Blackhat Collaboration and found to be negligible (& 2%)
in comparison with scale uncertainties.

Predictions are generated with the SISCONE [51] jet
algorithm applied at the parton level with split-merging
fraction f ¼ 0:5 and cone radius R ¼ 0:5, rather than with
the D0 Run II midpoint cone jet algorithm, because the D0
Run II midpoint cone algorithm is not integrated into the
BLACKHATþSHERPA code. The predicted distributions are

then corrected for the effect of using SISCONE rather than
the D0 Run II midpoint cone jet algorithm using SHERPA

(described below). All cross section results are normalized
by the theoretical inclusive W boson production cross
section prediction at NLO [48] determined to be
1153þ17�7 pb in the unfolded phase space.

1. Nonperturbative corrections

As a fixed-order pQCD prediction, BLACKHATþSHERPA

provides a parton level prediction that is not immediately
comparable to the unfolded experimental data. Bin-by-bin
corrections for nonperturbative QCD effects, due to hadro-
nization and the underlying event, must be derived to
compare the NLO predictions with data. Nonperturbative
corrections were produced using SHERPA 1.4.0 with the
CT10 PDF set.

These corrections are calculated by taking the ratio of
the observed differential cross section derived from
SHERPA at the particle level (using SHERPA’S internal cluster

fragmentation model) to the differential cross section from
SHERPA at the parton level, which includes parton shower-

ing but without hadronization or MPI and with electron
final state emission disabled. Uncertainties on these non-
perturbative corrections are obtained [52] by recalculating
the particle level SHERPA results as described above using
the Lund string fragmentation model [53], taking the dif-
ference between the two as a symmetric systematic uncer-
tainty on this correction.

Within the nonperturbative correction, we also apply an
additional correction to account for the impact of the jet
algorithm differences between experiment and NLO
BLACKHATþSHERPA. The ratio of the particle level cross

sections with the D0 midpoint cone algorithm to the

particle level cross sections with the SISCONE jet algorithm
is computed. The total correction applied is then the prod-
uct of the term to account for hadronization and underlying
event effects with the correction to account for the jet
algorithm mismatch:

total correction ¼ �
midpoint
particle

�siscone
particle

� �siscone
particle

�parton

¼ �
midpoint
particle

�parton

: (11)

Figure 8 presents some examples of the SISCONE to D0
midpoint cone jet algorithm correction factors as a function
of a representative subsample of the unfolded observables
presented in this paper, and as computed with SHERPA.
These jet algorithm corrections are of smaller magnitude
than the corrections for underlying event and hadronization
effects.
For most distributions the overall correction is small

(with respect to the scale uncertainties on the theory).
Where total nonperturbative corrections become large
(� 50%), BLACKHATþSHERPA predictions are not dis-
played in comparison to data. Examples of the combined
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FIG. 9 (color online). Nonperturbative QCD (npQCD) correc-
tion factors used to correct NLO BLACKHATþSHERPA theoretical
predictions from the parton to the particle level. Uncertainties
are estimated by combining the statistical uncertainty with the
systematic uncertainty arising from different hadronization
models, and are shown as the shaded band. Examples shown
are for the dijet pT distributions in the (a) inclusive two-jet and
(b) three-jet multiplicity bins, and for (c) dijet �yðj1; j2Þ in the
inclusive two-jet multiplicity bin, and are among the largest
corrections. Corrections are derived using SHERPA.
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correction applied to the data for those distributions that do
exhibit notable shape dependencies are shown in Fig. 9.

Full tables of the nonperturbative corrections applied to
the NLO BLACKHATþSHERPA predictions, including the jet
algorithm correction terms, are available in HEPDATA
[36] and documented in Supplemental Material [37] to
facilitate comparison between future pQCD calculations
and the experimental data presented here.

VII. EXPERIMENTAL RESULTS

Measurements of forty observables are documented in
this paper, measured in the phase space defined in Table I.
These consist of thirty-three differential cross section mea-
surements, normalized by the inclusive W boson cross
section in the same phase space, four measurements of
average jet activity as a function of dijet rapidity separa-
tions and the scalar sum of W boson and jet transverse
energies, and three measurements of the probability of
subsequent jet emission in W þ dijet events as a function
of dijet rapidity separation under various conditions.
Unless otherwise noted, all jets are ordered by pT and all
W þ n-jet distributions specify n-jet inclusive multiplic-
ities. Figures 10 to 26 present the results in comparison
with various theoretical predictions. Data points are placed
at the bin average, defined as the value where the theoreti-
cal differential cross section is equal to the mean cross
section within the bin, following the prescription detailed
in Ref. [54]. Error bars on data points represent statistical
and systematic uncertainties added in quadrature.

All results presented here are available in tabulated form
in HEPDATA [36] and in Supplemental Material [37],
along with correlation matrices for the statistical and sys-
tematic uncertainties. We do not provide quantitative mea-
surements of the compatibility of the different theoretical
predictions with our measurements. However, using the
tabulated results will allow goodness of fit measurements
with any theoretical model.

A. Differential cross sections

Measurement of relative rates and shapes of jet rapidities
inW þ n-jet events allow us to compare different theoreti-
cal approaches to jet emissions and are key to understanding
searches for new physics characterized by forward jet emis-
sion, as well as standard model measurements including
vector boson fusion and vector boson scattering. For all
observables, experimental uncertainties are smaller than, or
of similar magnitude to, corresponding theoretical uncer-
tainties on predictions and have the potential to discriminate
between different theoretical approaches.

Measured normalized W þ n-jet cross sections are
shown as a function of the nth-jet rapidity in inclusiveW þ
n-jet events in Fig. 10, highlighting the wide range of
predicted differential spectra between the models consid-
ered. While all predictions largely agree in shape at central
rapidities, for jyj> 1 discrepancies with the data begin to

emerge, resulting in large differences at forward rapidities.
NLO pQCD, HEJ, SHERPA, and HERWIG predictions are
found to slightly overpredict the forward jet rate, while
PYTHIA and ALPGENþPYTHIA give predictions approxi-

mately in agreement with the data. Bjorken x [55] values
of gluon or light quark PDFs probed by typical W þ n-jet
events at large rapidity where predictions begin to diverge
from data are x � Oð10�2Þ, of similar value to those
probed by the ATLAS Collaboration in W þ n-jet events
at higher center-of-mass energies, where discrepancies are

FIG. 10 (color online). Measurement of the nth-jet rapidity
distributions in inclusive W þ n-jet events for n ¼ 1–4 and
comparison to various theoretical predictions. Lower panes
show theory/data comparisons for each of the n-jet multiplicity
bin results separately.
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also observed [4]. These observations may suggest some
tension with current determinations of the gluon or light
quark densities in the proton.

Figure 11 presents normalized cross sections as a func-
tion of the electron transverse momentum for inclusive
one- to four-jet events. The study of electron pT provides
kinematic information that is complementary to the previ-
ously measured jet pT distributions, since the electron pT is
only partly correlated to the pT of any jet in the event. We
observe a trend for predictions to slightly underestimate the

data at low (< 50 GeV) pT in higher n-jet channels,
although given the uncertainties on the theory predictions,
the deviations are not significant.
At higher electron transverse momenta,

BLACKHATþSHERPA, HEJ, and SHERPA predictions describe

the spectrum well, although the one-jet rate is slightly
overpredicted by BLACKHATþSHERPA and SHERPA in this
region. HERWIG does not describe the low-pT shape, and a
distinct change in slope is observed above � 60 GeV

FIG. 11 (color online). Measurement of the electron transverse
momentum distributions in inclusive W þ n-jet events for n ¼
1–4 and comparison to various theoretical predictions. Lower
panes show theory/data comparisons for each of the n-jet multi-
plicity bin results separately.

FIG. 12 (color online). Measurement of the electron pseudor-
apidity distributions in inclusive W þ n-jet events for n ¼ 1–4
and comparison to various theoretical predictions. Lower panes
show theory/data comparisons for each of the n-jet multiplicity
bin results separately.
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FIG. 13 (color online). Measured dijet rapidity separation in inclusive W þ 2-jet events for (a) the two leading pT jets and (b) the
two most rapidity-separated jets and in inclusive W þ 3-jet events for (c) the two leading pT jets and (d) the two most rapidity-
separated jets, with comparison to various theoretical predictions. Lower panes show theory/data comparisons.

V.M. ABAZOV et al. PHYSICAL REVIEW D 88, 092001 (2013)

092001-18



related to the transition from a pure parton shower to a
matching of the parton shower to the W þ 1-jet matrix
element in HERWIG. PYTHIA predicts a harder pT spectrum
than observed in data, overpredicting the rate at high pT by
about 50%. Interfacing the PYTHIA parton shower to the
ALPGEN matrix element calculation improves the normal-

ization somewhat without changing the slope of the distri-
bution, bringing ALPGENþPYTHIA predictions in closer
agreement to those from NLO pQCD.

The corresponding electron pseudorapidity spectra for
each jet multiplicity are presented in Fig. 12. ALPGENþ
PYTHIA predicts a narrower electron pseudorapidity spec-
trum than observed in data at low jet multiplicities, under-
predicting the rate at j�j ¼ 1:0 by over 20%. Other MC
generators and BLACKHATþSHERPA predictions do not ex-
hibit the same behavior although there is some indication
of a shape difference between theory and data at the 10%
level across the measured interval.

In Fig. 13, normalized cross sections are presented as a
function of dijet rapidity separation in inclusive two-jet and
three-jet events, for two distinct jet pairings. The first
configuration defines the absolute dijet rapidity separation
between the two highest-pT jets in the event [�yðj1; j2Þ],
the second defines the absolute separation between the two
most rapidity-separated jets (generally with one forward
jet, jF, and one backward jet, jB, in rapidity and both jets

with p
jet
T > 20 GeV) in the event [�yðjF; jBÞ].

Study of the rapidity separation of the two leading
(highest-pT) jets in the event in W þ dijet (and
W þ 3-jet) events is a test of wide-angle soft parton radia-
tion and matrix element plus parton shower matching
schemes. Understanding the distribution of this variable
is important to distinguish VBF processes from the larger
W þ jets contributions and is key for background model-
ing for future searches and measurement of the Higgs
boson in the vector boson fusion and vector boson scatter-
ing modes.
Measuring the rapidity separation of the two most

rapidity-separated jets in inclusive W þ dijet events pro-
vides sensitive information on additional QCD radiation in
the event, as does the measurement of the same variable for
the two leading jets. The rapidity-ordered configuration is
sensitive to BFKL-like dynamics because, in this case, the
dijet invariant mass is much larger than the transverse
momentum of the jets, allowing tests of the advanced
modeling of high-pT wide-angle emissions missed by a
standard parton shower approach [56]. The BFKL ap-
proach to resummation of higher orders in the strong
coupling constant is important for small Bjorken x events,
which correlate with forward QCD emissions.
Predictions from HERWIG consistently favor wider sep-

arations between both the highest-pT and most rapidity-
separated jets but underpredict the measured rate at small
rapidity intervals. This mismodeling increases in the

FIG. 14 (color online). Measured differential cross sections and various theoretical predictions for dijet �� for (a) the two
highest-pT jets and (b) the two most rapidity-separated jets in W þ 2-jet events. Lower panes show theory/data comparisons.
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three-jet events and in rapidity-separated configurations.
NLO pQCD predictions are able to describe small rapidity
intervals well, but increasingly overpredict the rate seen in
data as the rapidity separation grows. The distribution is
dominated by contributions from nonperturbative pro-
cesses at large rapidity separations. Typical corrections
[see Figure 9(c)] for nonperturbative QCD effects of
� 40% for 4 � �yðj1; j2Þ< 5 and � 75% for 5 �
�yðj1; j2Þ< 6 thus limit the applicability of NLO pQCD
predictions in this region. The shape in inclusive three-jet
events is well described by ALPGENþ(PHYTHIA/HERWIG)
and PYTHIA, all of which have better performance than
NLO pQCD in these observables, suggesting that the con-
tributions of soft emissions from the parton shower are
necessary and well tuned.

The azimuthal angle separation between the two leading
jets or most rapidity-separated jets inW þ dijet events is a
sensitive test of modeling of higher-order corrections in
theoretical calculations, as additional jet emissions (in-
cluding those below the reconstruction threshold) will
modify the distribution of the angular separation of the
two leading jets due to the reduction in phase space
allowed with each additional emission. Some theoretical
and experimental analyses prefer to study pT-ordered jets,
while others use rapidity-ordered jets. These azimuthal

FIG. 15 (color online). Measured differential cross sections

and various theoretical predictions for dijet �R ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið�yÞ2 þ ð��Þ2p
in inclusive W þ 2-jet events. The lower

pane shows theory/data comparisons.

FIG. 16 (color online). Measurement of the spectrum of dijet

rapidity separation of (a) the first and third, and (b) the second

and third pT-ordered jets in inclusive W þ 3-jet events and

comparison to various theoretical predictions. Lower panes

show theory/data comparisons.
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correlations are therefore studied as a function of both the
two leading [��ðj1; j2Þ] and two most rapidity-separated
[��ðjF; jBÞ] jets with the results presented in Fig. 14. The
two corrected observables [��ðj1; j2Þ and ��ðjF; jBÞ] are
similar in shape.

Jet pairings with large (close to �) separation are gen-
erally modeled via matrix element calculations while small
separations are modeled mainly via the parton shower.
Hard radiative corrections from all-order resummation

approaches can modify the predicted spectrum for this
observable. The spectra are well described by the all-order
resummation (HEJ) and NLO (BLACKHATþSHERPA) ap-
proaches, although the latter is a little high in overall
rate. SHERPA provides a reasonable description of the
data within experimental uncertainties. Predictions from
ALPGEN behave similarly, despite significant normalization

differences depending on whether PYTHIA or HERWIG are
used for the parton showering. There is a tendency for both
parton shower MC generators, PYTHIA and HERWIG, to
predict significantly reduced emissions at large �� than
are observed in data and more collinear emissions, the
modeling of which can be improved with these data.

Figure 15 shows the �R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið�yÞ2 þ ð��Þ2p
spectrum

between the two leading jets in the inclusive W þ dijet
sample. Study of the opening angle between the two
highest-pT jets in the event (in y-� space) allows for
testing both initial and final-state radiation modeling in
theoretical calculations in the large and small �R regions,

FIG. 17 (color online). Measurement of the W boson trans-
verse momentum distributions in inclusive W þ n-jet events for
n ¼ 1–4 and comparison to various theoretical predictions.
Lower panes show theory/data comparisons for each of the
n-jet multiplicity bin results separately.

FIG. 18 (color online). Measurement of the dijet transverse
momentum spectrum of the dijet system in inclusive W þ 2-jet
and W þ 3-jet events and comparison to various theoretical
predictions. Lower panes show theory/data comparisons for
each of the n-jet multiplicity bin results separately.
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respectively. This is also an important experimental vari-
able to properly model dijet correlations in backgrounds
for precision measurements and searches for new physics.
Both HEJ and NLO BLACKHATþSHERPA calculations do not
accurately model the shape of this distribution at large and
small opening angles. Both SHERPA and ALPGENþPYTHIA

provide a good description of the shape observed in data
except at the largest �R.

Figure 16 presents measurements of the rapidity separa-
tion between the third-hardest jet in inclusive W þ 3-jet
events and either the leading or subleading jet in the event.
Measurement of the angular correlations between various jet
pairings gives us further information to constrain QCD
radiation modeling. SHERPA, HEJ, and NLO BLACKHATþ
SHERPA provide a good description of the shapes of these
distributions, with some tension again observed at the very
largest rapidity separations. pythia, HERWIG, and ALPGEN

matrix element matched approaches show deviations from
the data, particularly at low rapidity separation.

The W boson transverse momentum distribution for
inclusive (n ¼ 1–4)-jet multiplicity bins is shown in
Fig. 17. Good agreement between the data and
BLACKHATþSHERPA and HEJ is observed for all predicted

jet multiplicities. A change in behavior in NLO pQCD/data
is observed atW boson transverse momenta near the jet pT

threshold of 20 GeV, most notably in the inclusive W þ
1-jet sample. As the boson pT approaches this threshold,

FIG. 19 (color online). Measurement of the invariant mass
spectrum of the dijet system in inclusive W þ 2-jet and
W þ 3-jet events and comparison to various theoretical predic-
tions. Lower panes show theory/data comparisons for each of the
n-jet multiplicity bin results separately.

FIG. 20 (color online). Measurement of the distribution of the
scalar sum of transverse energies of the W boson and all jets in
the event for inclusive W þ n-jet events for n ¼ 1–4 and com-
parison to various theoretical predictions. Lower panes show
theory/data comparisons for each of the n-jet multiplicity bin
results separately.
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the boson and jet are produced back-to-back. At transverse
momenta below this threshold, nonperturbative effects
dominate and the particle-level-corrected fixed-order cal-
culations are expected to become unreliable.
The dijet transverse momentum and invariant mass spec-

tra in the inclusive two-jet and three-jet multiplicity bins
are shown in Figs. 18 and 19. Dijet quantities in this article
are calculated from the highest- and second highest-pT jets
in the event. As well as testing the modeling of angular
correlations between the two highest-pT jets in the event in
MC generators, validation of theoretical modeling of the
invariant mass and pT distributions of the dijet system in
W þ 2-jet events is important for searches for beyond the
standard model physics. We provide measurements in this
variable to allow the study of modeling differences be-
tween theoretical approaches.
Agreement in the shape of the dijet pT distribution

(Fig. 18) is observed between data and predictions from
NLO BLACKHATþSHERPA, HEJ, and SHERPA. Notable dis-
crepancies in the ALPGEN, PYTHIA, and HERWIG modeling
are observed at low pT .
In Fig. 19, the data are presented as a function of dijet

mass. The theoretical predictions vary considerably in
shape, and even the NLO pQCD cannot describe the shape
over the full spectrum in the two-jet bin. The distribution in
the three-jet bin is well described by SHERPA, NLO pQCD
and HEJ (although the latter has large uncertainties).
Figure 20 shows the differential distributions of

W þ n-jet events as a function of HT , the scalar sum of
the transverse energies of the W boson and the partons in
the event. Accurate prediction of the distribution of the
scalar sum of the transverse energies of theW boson and all
high-pT (pT > 20 GeV) jets inW þ n-jet events is impor-
tant as this variable is often used as the renormalization and
factorization scale for theoretical predictions of vector
boson plus jet events at the Tevatron and the LHC. In
addition, this variable is often chosen as a discriminant in
searches for signals of physics beyond the standard model
at hadron colliders. Calculation of high HT events is sensi-
tive to higher-order corrections and so high HT data pro-
vides discrimination power between the various theoretical
approaches for accounting for these contributions.
We observe significant variation in the predicted shapes

of the HT spectrum from the various theoretical
approaches. SHERPA, PYTHIA, HERWIG, and ALPGEN show
discrepancies in shape by �25% in the one-jet bin, and up
to�50% in the four-jet bin. The data are significantly more
precise than the spread of these predictions and can be used
to improve the modeling. HEJ exhibits a good description of
the data, albeit with large scale uncertainties, but the trend
for NLO BLACKHATþSHERPA (particularly noticeable in
the one-jet bin) is for predictions to progressively under-
estimate the data as HT increases. NLO W þ n-jet calcu-
lations include n and nþ 1 parton emissions and this
limitation becomes apparent when studying observables

FIG. 21 (color online). Measurements of the mean number of

jets in (a) inclusiveW þ 1-jet events and (b) inclusiveW þ 2-jet
events as a function of the scalar sum of transverse energies

of the W boson and all jets in the event, with comparison to

various theoretical predictions. The lower pane shows theory/

data comparisons.
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that are sensitive to higher-order contributions at high HT ,
where the omission of matrix elements with nþ 2 or more
real emissions in the NLO calculation becomes apparent.
Similar behavior was also observed in ATLAS W þ n-jet
data [4].

B. Mean jet multiplicities

Figures 21(a) and 21(b) show the mean number of
high-pT jets as a function of HT in inclusive W þ 1-jet
and W þ 2-jet events, respectively, allowing us to investi-
gate how the jet multiplicity inW þ n-jet events correlates
with increasing boson and parton transverse energy. The
lowestHT value accessible in inclusiveW þ 1-jet events is
100 GeV, due to the contribution of the W invariant mass
and the 20 GeVminimum transverse energy contributed by
the leading jet. Likewise, the minimum HT value in inclu-
sive W þ 2-jet events is 120 GeV. The first HT bin in each
distribution acts as a baseline for jet activity, and additional
jet emissions can only contribute atHT > 120ð140Þ GeV in
the inclusive W þ 1-jet (W þ 2-jet) cases.

The data display a sharp rise in the mean number of jets
versus HT . We observe that high HT events are typically
high jet multiplicity events with moderate jet pT rather
than low multiplicity events with high pT . The high HT

region is therefore particularly sensitive to higher-order
corrections, so proper modeling of the jet emissions in

such a region will be necessary to permit discrimination
between standard model vector boson plus jets production
and indications of new physics with different high HT

properties.
The BLACKHAT Collaboration uses the following pre-

scription [57] for calculating the expected mean number
of jets within a given kinematic interval in an inclusive
W þ n-jet event to improve the description beyond the
standard NLO pQCD calculation:

hNjeti ¼ nþ ð�NLO
nþ1 þ �LO

nþ2Þ=�NLO
n (12)

where� represents the inclusive cross section for the given
multiplicity. Such a definition includes all NLO corrections,
plus some higher-order terms in�s, but essentially becomes
a leading-order calculation when the predicted value of
hNjeti approaches and exceeds nþ 1 in an inclusive W þ
n-jet event, leading to reduced reliability in the predictions.
In inclusive one-jet events [Fig. 21(a)], parton shower

approaches are unable to describe the jet emission depen-
dence, diverging from the data at the lowest HT at which
additional high pT (> 20 GeV) jet emissions are kinemati-
cally possible. Such predictions plateau below hNjeti ¼ 2

due to the limitations of the parton shower in producing
sufficient numbers of additional hard jets. Both matrix
element plus matched parton shower approaches from
ALPGENþ(PYTHIA/HERWIG) and SHERPA do a somewhat

better job of describing the jet multiplicity increase but

FIG. 22 (color online). Measurements of the mean number of jets in inclusive W þ 2-jet events as a function of the dijet rapidity
separation of the two leading jets in both (a) pT-ordered and (b) rapidity-ordered scenarios, along with comparison to various
theoretical predictions. Lower panes show theory/data comparisons for each of the configurations.
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again reach a maximum, at hNjeti ¼ 2:2, well below the

data, which reaches a maximum jet multiplicity of 2.5. In
contrast, the NLO BLACKHATþSHERPA approach is suc-
cessful in describing the hNjeti spectrum across the entire

HT range in inclusive one-jet events with good accuracy.
For inclusive two-jet events [Fig. 21(b)], we focus on

resummation and NLO pQCD approaches, due to parton
shower simulations, which contain LO matrix elements
only, having reduced accuracy and less predictive power
for high jet-multiplicity final states. Here, the NLO pre-
diction again describes the data well over the full range of
measured HT . Calculations from HEJ perform well at low
HT , but underestimate the amount of high-pT jet emission
for HT > 250 GeV.

We also measure the mean jet multiplicity as a function
of the rapidity separation between the two highest-pT jets
and between the two most rapidity-separated jets in inclu-
sive W þ dijet events, with the results shown in Fig. 22.
The mean number of jets as a function of dijet rapidity
separation provides a sensitive test of high-pT jet emission
in W þ n-jet events. As a function of the �y between the
two highest-pT jets, the mean jet multiplicity is approxi-
mately constant up to rapidity spans of six units of rapidity
with hNjeti � 2:17. Parton shower and matrix element

matched theoretical approaches are able to describe the
shape of the rapidity separation dependence although up to
5% differences in mean jet multiplicity with respect
to the data are observed. Predictions from NLO
BLACKHATþSHERPA and HEJ accurately predict the uniform

jet multiplicity distribution seen in the data.
In the case of the most rapidity-separated jet configura-

tion, a strong hNjeti dependence is observed with rapidity

separation, in contrast to the pT-ordered configuration,
varying from hNjeti ¼ 2:0 jets at small separation (where

there is limited phase space for emission of a third jet with
pT > 20 GeV between the two forward jets) increasing
steadily with rapidity separation to approximately 2.6 jets
at the widest spans as shown in Fig. 22(b). This is a
particularly important probe for validation of theoretical
understanding of wide angle gluon emission in vector
boson plus jet processes [13,56].
Unlike the �yðj1; j2Þ configurations, both parton shower

and matrix element plus matched parton shower generators
diverge from data with increasing rapidity separation and
increasing average jet multiplicity. Predictions from
BLACKHATþSHERPA also show a trend for NLO pQCD to

underestimate the jet multiplicity in a similar manner to

FIG. 24 (color online). Measurement of the probability of
emission of a third jet in inclusiveW þ 2-jet events as a function
of the dijet rapidity separation of the two most rapidity-separated
jets (with pT > 20 GeV). Comparison is made to predictions
from various theoretical approaches. The lower pane shows
theory/data comparisons.

FIG. 23 (color online). Measurement of the probability of
emission of a third jet in inclusiveW þ 2-jet events as a function
of the dijet rapidity separation of the two highest-pT jets.
Comparison is made to predictions from various theoretical
approaches. The lower pane shows theory/data comparisons.
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ALPGEN and SHERPA. Resummation predictions from HEJ

are able to accurately describe the jet multiplicity depen-
dence on jet rapidity separation across the full interval
studied, with high precision.

C. Jet emission probabilities/gap fraction

Figures 23–25 present measurements of the probability
for a third high-pT jet to be emitted in inclusive W þ dijet
events calculated as the fraction of events in the inclusive
W þ 2-jet sample that contain a third jet over a
pT > 20 GeV threshold as a function of dijet rapidity
separation using:

(1) the two highest-pT jets,
(2) the twomost rapidity-separated jets (pT > 20 GeV),

and
(3) the two highest-pT jets with the requirement that the

third jet be emitted into the rapidity interval between
the two highest-pT jets.

The probability of emission of a third jet in inclusive W þ
dijet events is strongly correlated with the mean number of
jets in the event presented in Figs. 21 and 22. However,
with the probability observable, we specifically focus on

the emission of a single additional jet beyond the two used
to define the dijet rapidity interval.
The probability of third-jet emission as a function of the

rapidity span between the two leading jets is approximately
15% and is shown in Fig. 23 in comparison to a variety of
theoretical predictions. Both parton shower and matrix
element plus parton shower matched MC programs
underpredict the overall emission rate, particularly at large
rapidity separations where these programs predict a drop in
jet emission not supported by the data. Unlike the MC
predictions that underestimate the high-pT radiation
at large rapidity separations, HEJ and NLO BLACKHATþ
SHERPA approaches are able to model the constant jet emis-
sion dependence well.
As a function of the most rapidity-separated jets, a sig-

nificant variation in third-jet emission probability is ob-
served in the data. At the smallest rapidity separations,
emission probabilities are� 0%, but at the largest rapidity
spans, half of all inclusive W þ dijet events are found to
have a third high-pT jet present. Thismeasurement is shown
in comparison to a variety of theoretical models in Fig. 24.
The exact correlation of jet emission probability with

rapidity interval is dependent on the interplay between two
effects: the increasing phase space for high-pT emission
between jets versus the probability to actually emit into
that rapidity interval, which decreases at large rapidity
separations due to steeply falling PDFs as Bjorken

FIG. 26 (color online). Measurement of the probability of
emission of a third jet in inclusiveW þ 2-jet events as a function
of the dijet rapidity separation of the two leading jets in both
pT-ordered and rapidity-ordered scenarios, and a hybrid scenario
where the rapidity separation is built from the two highest-pT

jets but the third jet is required to be emitted into the rapidity
interval defined by the two leading jets. Comparison is made to
predictions from NLO BALCKHATþSHERPA, HEJ, and SHERPA.

FIG. 25 (color online). Measurement of the probability of
emission of a third jet in inclusiveW þ 2-jet events as a function
of the dijet rapidity separation of the two highest-pT jets with an
additional requirement that the third jet be emitted into the
rapidity interval defined by the two leading jets. Comparison
is made to predictions from various theoretical approaches. The
lower pane shows theory/data comparisons.
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x ! 1. The partons at large-�y must have high Bjorken x
due to the pT requirement; the probability for emission
decreases because x is steeply falling and emission requires
a higher x. There is some evidence that as we approach the
largest separations studied, PDF suppression may begin to
dominate over the increased phase space in the most
rapidity-separated jet configuration. Proper modeling of
W þ n-jet behavior, particularly in the most rapidity-
separated jet case, will be important for understanding
central jet vetoes in future VBF studies, including VBF
Higgs production.

As with hNjeti in Fig. 22(b), parton shower and matrix

element plus parton shower matched predictions
underestimate the rise in jet emission probability with
increased rapidity separation and plateau at a maximum
probability of around 35%, as shown in Fig. 24. NLO
pQCD and HEJ resummation approaches are able to
describe the emission probability across the full range
of study.

Third-jet emission probabilities are also presented as a
function of dijet rapidity separation with an additional
requirement that the third high-pT jet be emitted into the
rapidity interval between the leading two jets and com-
pared with theoretical models in Fig. 25.

This configuration represents a conceptual hybrid be-
tween the rapidity-ordered configuration (which has the
requirement that the third jet be emitted between the two
most rapidity-separated jets by construction) and a
pT-ordered jet configuration where it is the highest-pT ,
rather than most rapidity-separated, jets that are probed.

The three measurements of third-jet emission probabil-
ity are summarized in Fig. 26 in comparison to predictions
from NLO BLACKHATþSHERPA, HEJ, and SHERPA. The
probability (P) ratio

RP ¼ Pðthird jet in rapidity intervalÞ=Pðthird jetÞ (13)

provides information on the probability that the third-
highest pT jet in inclusive W þ 3-jet events is emitted
within the rapidity interval defined by the two highest-pT

jets. For �y ! 0,RP ! 0 as the available phase space for
emission is reduced. As the rapidity interval widens,
RP ! 1 as the phase space for third-jet emission at larger
rapidities than the two leading jets decreases. In the limit of
�y ! 0, the leading pT jet rapidity interval configuration
is bounded by that of the rapidity-ordered jet results, and in
the wide-angle limit it is bounded by the emission proba-
bility of the pT-ordered jet configuration without a rapidity
interval requirement. As such, emission probabilities again
start at � 0% at small jet separation and rise quickly with
increasing jet spans, but are limited to a plateau of around
15% at the largest rapidity spans. PYTHIA and HERWIG in
particular have trouble modeling this observable, both in
overall jet emission rate and in the dependence on �y.
ALPGEN and SHERPA provide improved descriptions of the

jet emission probability in this configuration, but still

predict a lower emission rate at larger rapidity spans than
observed in data. NLO pQCD predictions systematically
underestimate the total emission rate by about 30%, but
otherwise describe the emission rate dependence on rapid-
ity interval well across the full range. Resummation pre-
dictions from HEJ are best able to describe both the rate and
shape across the full rapidity range.
The probability, P, of additional jet emission as a func-

tion of dijet rapidity separation can be reinterpreted as a
‘‘gap fraction’’ F, where F ¼ 1� P. This gap fraction is
defined as the fraction of inclusiveW þ dijet events that do
not have an additional jet with a transverse momentum
larger than a given veto scale (in this analysis, 20 GeV)
within the rapidity interval defined by the rapidities of the
two highest-pT (ormost rapidity-separated) jets in the event.

VIII. SUMMARY

This paper presents measurements of the production
rates and properties of Wð! e�Þ þ n-jet production (for
n � 1, 2, 3, 4) in p �p collisions at a center-of-mass energy
of 1.96 TeVusing 3:7 fb�1 of D0 experimental data. These
measurements provide the most comprehensive set of
measurements of the W þ jets processes made to date.
They are important in their own right as precise studies
of important QCD processes that will guide future theo-
retical refinements, and are essential for understanding
backgrounds for searches for new rare processes.
Differential cross sections, normalized by the total W

boson cross section and fully corrected for detector effects,
are presented for various inclusive jet multiplicities as a
function of the jet rapidities; electron pT and pseudorapid-
ity; rapidity separations of the first-, second-, and third-
highest pT jets in the event; rapidity separations of the most
rapidity-separated jets in the event (for jets with pT >
20 GeV); azimuthal angle separations between jets; the
angular separation between the two leading jets in y-�
space; W boson pT ; dijet system pT and invariant mass;
and HT (the scalar sum of the jet and W boson transverse
energies). Many of these observables are studied here
for the first time in W þ n-jet events or substantially
improve on the precision of existing measurements.
These measurements complement previous measurements
[2] of the total inclusive W þ n-jet production cross sec-
tions (for n � 1, 2, 3, 4) and differential cross sections of
the nth-jet transverse momenta performed in the same
phase space as measurements presented here.
Additionally, we present measurements of the evolution

of mean jet multiplicities ofW þ n-jet events as a function
of HT in the inclusive one- and two-jet multiplicity bins;
and within the region bounded by the dijet rapidity defined
by the two jets that are the highest-pT jets, and also
between the most rapidity-separated jets with a pT thresh-
old of 20 GeV. The probability of a third high-pT jet
emission inW þ dijet events is also measured as a function
of the dijet rapidity separation in three configurations: the
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first, where the rapidity separation is defined by the two
highest-pT jets in the event; the second, as previously but
where any third jet is required to be emitted into the
rapidity interval defined by the other two jets; and finally,
where the rapidity separation is defined by the two most
rapidity-separated jets. These results are recast as a mea-
sure of the gap fraction inW þ n-jet events, with a veto on
additional emissions with pT > 20 GeV.

The presented measurements can be used for constrain-
ing the modeling of QCD radiation between the two jets,
for understanding the efficacy of a central jet veto [58] used
for discriminating Higgs boson plus dijet events produced
through vector boson fusion from standard model back-
grounds and for subsequent study of the Higgs boson
properties [59]. In addition, they can contribute to im-
proved understanding of vector boson plus jet contribu-
tions to diverse topics such as studies of WLWL ! WLWL

scattering [60] and searches for MSSM signatures through
VBF production [61]. Measurements of the gap fraction in
vector boson plus dijet events complement existing mea-
surements in inclusive dijet [62] events.

Comparisons of the experimental data are made to pre-
dictions from a variety of theoretical approaches. Over most
of the phase space in which the measurements are pre-
sented, experimental uncertainties are smaller than the
theoretical uncertainties on NLO BLACKHATþSHERPA, and
on HEJ resummation predictions. The predictions from

various Monte Carlo programs are found to have significant
variations between each other, greater in magnitude than
the experimental uncertainties, and thus these data can be
used to improve the modeling ofW þ n-jet production and
the emission of QCD radiation in such event generators.
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