Quantum versus semiclassical analysis of the conductivity of two-dimensional electrons in a magnetic field
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We present experimental evidence for the levitation of extended states of a two-dimensional electron system in a magnetic field, and establish the presence of alternating regions of localized and extended states in the density of states to Landau-level filling factors \( \nu \) as high as 80. Monitoring the Hall voltage of a modulation-doped GaAs/Al\(_{2-x}\)Ga\(_x\)As heterojunction at fixed magnetic field during continuous illumination from light-emitting diodes reveals a steplike structure with plateaus at even integer \( \nu \) between 22 and 80 at a temperature of 0.3 K. We derive a general expression for the conductivity due to rectangular bands of extended states, and show that the observed temperature dependence of the Shubnikov–de Haas oscillations is consistent with this picture. An analysis of the oscillations using this expression reveals the predicted levitation of the extended states. [S0163-1829(97)05140-0]

I. INTRODUCTION

For several years the temperature, \( T \), and magnetic field, \( B \), dependences of low \( B \) Shubnikov–de Haas (SdH) oscillations have been used to determine properties such as the effective mass, \( m^* \), and the single-particle scattering time, \( \tau_q \), of two-dimensional (2D) electrons in GaAs/Al\(_{2-x}\)Ga\(_x\)As heterojunctions. This is usually achieved by comparing the peak-to-peak amplitude of SdH oscillations, \( 2 \Delta \rho_{xx} \), with the expression\(^1\)

\[
\Delta \rho_{xx} = 4 \rho_0 \Delta D(\chi) \exp \left( \frac{-\pi}{\omega_c \tau_q} \right) \cos \left( \frac{2 \pi E_f}{\hbar \omega_c} - \pi \right), \tag{1}
\]

where

\[
D(\chi) = \frac{\chi}{\sinh \chi} \tag{2}
\]

(with \( \chi = 2 \pi^2 kT/\hbar \omega_c \)) describes the thermal damping of the oscillations, and \( \rho_0 \) is the zero-field resistivity. \( E_f \) is the Fermi energy, \( \omega_c \) is the cyclotron frequency, \( \hbar \) is the Planck constant divided by \( 2 \pi \), and \( k \) is the Boltzmann constant. Recently this analysis has been extended to the extreme quantum limit where oscillations around Landau-level filling factor, \( \nu \), of 1/2 are interpreted as due to composite fermions in an effective field, \( B^* = B - B(\nu = 1/2) \), where \( B(\nu = 1/2) \) is the magnetic field corresponding to \( \nu = 1/2 \).\(^2\)-\(^4\) Such analyses depend on the semiclassical picture of the density of states DOS in which the zero-\( B \) 2D DOS gradually evolves into Gaussian or Lorentzian-shaped Landau levels with widths determined by \( \tau_q \). In this approach there are no localized states; thus while the system is metallic at \( B = 0 \), consistent with what is observed experimentally, for high-mobility samples, the observation of quantum Hall plateaus cannot be explained.

The quantum picture of the 2D DOS is in rather stark contrast to this, with a system that is localized at \( B = 0 \), and at high-field consists of one, or a band of, extended states at the center of each Landau level with localized states in the tails. Such a configuration is widely accepted as the basis for explaining the quantum Hall effect.\(^5\) The transition between the \( B = 0 \) 2D DOS in which all the occupied states are localized, and the high-field 2D DOS is achieved by a process in which the extended states, which are above the Fermi energy at \( B = 0 \) "float down" towards the center of the Landau levels as they become resolved.\(^6\),\(^7\) Experimental evidence for this process has been reported for low-mobility 2D electron systems\(^8\) (2DES) by identifying the peaks in the longitudinal conductivity with the position of the extended states. A recent theory by Haldane and Yang,\(^7\) which attributes the microscopic origin of the levitation to Landau-level mixing suggests a different interpretation. They find that not only do the extended states move upwards in energy from \( (n + \frac{1}{2}) \hbar \omega_c \) (where \( n \) is the Landau-level index) by an amount proportional to \( (n + \frac{1}{2})/B \), but that there is also a shift of the mean Landau-level energy downwards of an order of \( 1/B^2 \), such that the extended states are brought towards the high-energy tail of the Landau level. Since the
latter of these dominates at large $B$ and small $n$, they suggest that it, and not the levitation, may be the origin of the results reported in Ref. 8.

In general, the semiclassical picture has been used, with apparent success, in the interpretation of SdeH oscillations at low $B$, whereas the quantum picture is necessary to describe the onset of the quantum Hall effect. However, there seems to be no clear criterion determining the regimes in which the use of each of these descriptions is justified. This contradiction is highlighted by the use of a semiclassical description of the 2D DOS of composite fermions, in a regime in which the electrons are highly nonclassical.

II. EXPERIMENTAL RESULTS

For a range of static magnetic fields between 0.15 and 0.4 T, we have measured the variation in the Hall voltage of a 400-Å spacer GaAs/Al$_x$Ga$_{1-x}$As heterojunction [mobility $(1.5–2.3) \times 10^6$ cm$^2$/V s] while changing the 2D density with illumination from a red ($R$) or an infrared ($IR$) light-emitting diode (LED). The LED’s were placed such that the Hall-bar sample was uniformly illuminated.

We find that, even at the modestly low temperature of 0.3 K, we observe a steplike increase in the 2D density, resolving plateaus with $n$ as high as 80. Figures 1(a)–1(d) show the inverse Hall resistance in units of $e^2/h$ as a function of illumination time with an IRLED. As with all the data presented here, the sample was continuously illuminated by passing a current of 1 $\mu$A through the LED. It can be seen from this figure that the Hall resistance has a steplike dependence on the illumination time, with plateaus that correspond to even integer $n$. (At such low $B$ there are no odd integer plateaus since the spin splitting of the Landau levels is not resolved.)

At long illumination times the plateaus develop small oscillatory features, which we attribute to mixing between the longitudinal and transverse components of the resistivity in the sample, $\rho_{xx}$ and $\rho_{xy}$, respectively. As might be expected for mixing, these oscillations become more clearly resolved at higher $n$ where $\rho_{xx}$ becomes comparable in size to $\rho_{xy}$. Coupled with this is the increase in the sample mobility which accompanies the illumination process, as a result of neutralization of Si donors in the Al$_x$Ga$_{1-x}$As.9 This increases the size of the SdeH oscillations without affecting the size of the Hall voltage for a given 2D density and magnetic field. A third contributory factor to the size of the oscillatory features is sample inhomogeneity, which is evident from conventional SdeH oscillations in the dark, but is removed by illumination. This also increases the relative size of $\rho_{xx}$. It should be noted, however, that despite the fact that these oscillations are clearly resolved, they represent less than 1% of the measured Hall voltage in the worst case.

The same plateau structure is also observed when the sample is illuminated with a RLED, as can be seen in Fig. 2, where we present data at 0.3 T for temperatures of 0.3, 0.68, and 1.3 K. For RLED illumination we initially observe a small increase in the 2D density, followed by a large persistent drop, before it finally increases significantly. As might be expected, we can see plateaus twice for the same $n$, once while the density is dropping, and once while it increases again. At 0.3 K there are well-defined plateaus at shorter illumination times, and stronger mixing at longer illumination times. At 0.68 K the plateaus at short illumination times have almost disappeared, whereas at long illumination times...
In discussing the above results it is necessary to consider the means by which electrons released from the DX centers in the Al$_x$Ga$_{1-x}$As by the phenomenon of persistent photoconductivity get to the 2DES. For samples with a sufficiently narrow undoped spacer layer between the doped part of the barrier and the channel, the electrons tunnel through the triangular barrier in the spacer layer. In such samples, the rate of increase of 2D density with illumination is seen to drop exponentially, simply as a result of the decreasing probability of finding a DX center to ionize. However, for samples where the spacer layer is wide, such as the one studied here, the tunneling process is very slow, and electrons are transferred from the Al$_x$Ga$_{1-x}$As to the 2DES via the contacts. Despite this, it is important to realize that the rate at which electrons are released from DX centers must still decrease exponentially with time. In the case of the data of Fig. 1, it can be seen that the rate of increase of the 2DES density is initially very slow, and gets faster with more illumination. From this contradictory behavior, we can see that there is some "bottleneck" which limits the rate at which the electrons transfer from the Al$_x$Ga$_{1-x}$As to the 2DES.

One possible explanation of the plateaus is that this bottleneck is $\nu$ dependent, such that the rate of increase of the 2DES density fluctuates. In support of this we find that the structure in the Hall resistance of conventional experiments in which the field is swept at constant density is not as well resolved as that of Figs. 1 and 2, even when the rate of change of Hall voltage is slower in the conventional experiment. The exact mechanism by which the Hall plateaus might be enhanced by this type of experiment is not understood at present, but some residual reduction in the ability of localized states to transfer charge seems possible. Another explanation is that the plateaus are a direct observation of the quantum Hall effect, and occur when $E_F$ passes through localized states in the tail of each Landau level. In fact, unless the tunneling process is very slow, and electrons are transferred from the Al$_x$Ga$_{1-x}$As to the 2DES via the contacts.

We therefore conclude that, even at these high $\nu$, the quantum picture of the 2D DOS, in which there are extended states near the center of the Landau levels, with localized states in the tails should be used. Such a situation is consistent with the semiclassical description of the SdeH oscillations given by Eq. (1). Indeed, it has already been noted that the $T$ dependence of Eq. (1) does not seem to work in the case of samples such as the one studied here, though the reason for this has not been clear. To demonstrate this we show in Fig. 3 some of the data from another 400-Å spacer GaAs/Al$_x$Ga$_{1-x}$As heterojunction studied previously, where we have plotted $\Delta \rho_{xx}$ sinh($\chi$)/$\chi$ versus $1/B$ on a semilog plot for $T=1$ K (a traditional "Dingle plot"). The effect of plotting this data "correctly," i.e., by dividing the oscillation amplitude by the thermal damping term $D(\chi)$, is shown by the open squares in the figure. This increases the relative size of the oscillations at low $B$, such that the curve is not linear, and if the lower-field portion is taken, has an incorrect intercept. The effect of incorporating the thermal damping term is thus to reduce the slope of the low-field portion, resulting not only in curved Dingle plots, but also in what we earlier acknowledged to be the highly improbable result that $\tau_q$ increases with temperature. For comparison, we show the effect of neglecting the thermal damping term $D(\chi)$ in Eq. (1) by assuming that $\chi<1$, and the open squares have the standard temperature correction included. It can be seen that the standard analysis produces a poor Dingle plot, whereas the data uncorrected for temperature produces a linear dependence with the correct intercept.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{fig3}
\caption{"Dingle plot" for data from our earlier report (Ref. 11). The closed circles show the data with the invalid approximation that $\chi<1$, and the open squares have the standard temperature correction included. It can be seen that the standard analysis produces a poor Dingle plot, whereas the data uncorrected for temperature produces a linear dependence with the correct intercept.}
\end{figure}
showed that this is indicative of alternating regions of extended and localized states in the 2D DOS, and inconsistent with the semiclassical picture used in the derivation of Eq. (1). We now propose a revised description of the SdeH oscillations, and demonstrate that it is generally consistent with experimental observations. We start by considering each Landau level to consist of a rectangular region of extended states at the center and localized states in the tails. The use of a band rather than a single discrete extended state can be justified on several accounts. First, although it is known that the width of the conductivity peaks diminishes with decreasing temperature, this effect saturates due to finite sample size. It has also been suggested that for high-mobility 2DES the presence of Coulomb interactions will result in a finite width of extended states at 0 K. Finally, for the case of SdeH oscillations in which the spin splitting is unresolved, a similar delocalization process is expected as a result of the spin-orbit interaction. Using the expression for the temperature dependence given by Smrčka and Štreda, the contribution to the longitudinal conductivity from the extended-state region of the nth Landau level with width $2\Delta E$ and centered at an energy $E_n = (n+1/2)\hbar \omega_c$ is given by

$$\sigma_{xx}^n = -\int_{E_n-\Delta E}^{E_n+\Delta E} \sigma_0 \frac{\partial f(E)}{\partial E} dE$$

$$= -\sigma_0 \sinh \left( \frac{\Delta E}{kT} \right) \cosh \left( \frac{E_n-E_f}{kT} \right) + \cosh \left( \frac{\Delta E}{kT} \right),$$

where $\sigma_0$ is the Landau-level peak conductivity, which is assumed to be constant for a given $B$, and $f(E)$ is the Fermi-Dirac distribution function. The total conductivity due to the extended states is then given by the sum over all Landau levels. There will also be a contribution to the conductivity from the localized states in the tails, which will be discussed below. At present it is useful to make some observations about Eq. (4). First, it is obtained by fundamental considerations of conductivity. Second, it can be applied independently to both maxima and minima. Strictly speaking, it is not valid in between where we have assumed $E_f$ to be $T$ independent, which is true at a maximum or minimum, where the DOS is symmetric about $E_f$. However, if the modulation of the total DOS is weak, as is the case at low $B$, this would be a good approximation. Indeed, the same approximation is used in the semiclassical approach. Third, it is valid in high fields where the SdeH oscillations bottom out and Eq. (1) predicts oscillations which dip below zero ($\Delta \sigma_{xx} \approx 0$). We can apply Eq. (4) to this case by taking the limit of high field and low temperature ($E_n-E_f \gg kT$, $\Delta E \gg kT$) in which we need only consider the contribution to the conductivity from the Landau levels nearest to $E_f$. In a minimum the conductivity due to the two adjacent levels ($n=m$ and $n=m-1$), assumed to be equally far from $E_f$, is

$$\sigma_{xx}^{\min} = \frac{2\sigma_0}{\exp\left( \frac{E_n-E_f-\Delta E}{kT} \right) + 1},$$

which, in the same limit, approximates to the familiar activation formula over a gap of $E_m-E_f-\Delta E$, provided that $\Delta E \approx E_m-E_f$. It is worth noting that the usual assumption that activated conductivity is simply proportional to the occupancy of the excited level (see, for example, Ref. 17) fails to explain the fact that the conductivity saturates above temperatures with $kT \sim (E_m-E_f-\Delta E)/10$, much lower than would be expected from the simple activation formula. In contrast, our treatment does predict this effect: when $E_m-E_f \gg kT$, but $\Delta E < kT$, Eq. (5) is no longer a valid approximation, and the conductivity due to the extended states of the two nearest Landau levels becomes

$$\sigma_{xx}^{\min} = \frac{4\sigma_0}{\exp\left( \frac{E_m-E_f}{kT} \right) + 2},$$

which is of a similar form to Eq. (5), except for the term $(\Delta E/kT)$ in the numerator, which acts to reduce the intercept of the conventional activation plot, producing the leveling off of $\sigma_{xx}$ observed in experiments.

We now turn to the SdeH maxima. For high $B$ and low $T$ we need only consider the contribution from the extended states of the Landau level in which the Fermi level lies. Since $E_m=E_f$, Eq. (4) reduces to

$$\sigma_{xx}^{\max} = \frac{\sigma_0 \sinh \left( \frac{\Delta E}{kT} \right)}{1+\cosh \left( \frac{\Delta E}{kT} \right)}.$$

It can be seen from this expression that the $T$ dependence of the maxima is weak compared to that of the minima, and so cooling the sample makes the minima drop towards zero, increasing the size of the oscillations, while the peak resistances are relatively constant, as we observe experimentally. A natural consequence of this is the accompanying reduction in the width of the oscillation peaks as $T$ decreases.

In the final section we make some comparisons with our experimental data. However, before doing this it is necessary to briefly discuss the contribution of the localized states to the conductivity. We have shown that the 2D DOS consists of Landau levels with a band of extended states near the center and localized states in the tails, even at high filling factors. In such a situation we might expect there to be large overlap of the localized states, giving rise to a significant contribution to the conductivity in the minima from variable range hopping (VRH). Indeed, Polyakov and Shklovskii have argued that in such circumstances it should be the only mechanism for conduction. The VRH conductivity is given by Efros and Schklovskii to be

$$\sigma_{xx}^h = \sigma_0^h \exp \left( -\sqrt{\frac{T_0}{T}} \right),$$

where $T_0$, the characteristic hopping temperature, is a measure of the density of (localized) states between adjacent Landau-level peaks. As the Landau-level overlap increases, $T_0$ decreases according to...
thereby increasing the VRH conductivity. Here $\varepsilon$ is the dielectric constant, $\xi$ is the localization length, $E_g$ is the energy gap, $\Gamma$ is the Landau-level broadening, and $\gamma = 2.3, 13, 18$. If we take $E_g \propto B$ and $\Gamma \propto \sqrt{B}$, $20$ we find that $T_0 \propto B^{2.3}$, and so drops off very rapidly at low fields, making hopping conduction increasingly important. A field independent $\Gamma$ would enhance this trend even further. $21$

**IV. DISCUSSION**

In this section we draw together the experimental and theoretical results presented in the preceding sections and discuss the implications for the interpretation of SdeH oscillations of 2DES’s. We start by demonstrating that the temperature dependence of the low-$B$ SdeH oscillations is consistent with the model introduced in Sec. III.

In Fig. 4(a) we show a fit of Eq. (7) to the measured $T$ dependence of the maximum at $\nu = 23$ for the same sample as the data of Fig. 3. Figure 4(b) is the $T$ dependence of the adjacent minimum at $\nu = 24$, with a fit to Eq. (4) with $E_n - E_f$ constrained to be $\frac{1}{2} \hbar \omega_c$ to represent the contribution from adjacent extended states, and a constant term to account for the contribution of VRH. The latter approximation is justified on the grounds of the narrow temperature range of the data, and the fact that extended states dominate the conductance at high $T$. In fact, attempts to fit the minimum using Eq. (8) to describe the VRH simply give $T_0 \approx 0$. In both Figs. 4(a) and 4(b) the fits can be seen to reproduce the form of the data, strongly supporting our analysis.

We note that the two independent fits give values of $\Delta E$ of 1.86 K for $\nu = 23$ and 1.58 K for $\nu = 24$, a difference of about 18%. We believe that most of this discrepancy is due to the levitation of extended states, $6, 7$ which increases $E_n - E_f$. As a result, if we force $E_n - E_f$ to take too small a value $(\frac{1}{2} \hbar \omega_c)$, then the fitting procedure will return a diminished value of $\Delta E$. For the data of Fig. 4(b) the resulting fit remains quite good, but at lower $B$ constraining $E_n - E_f$ to $\frac{1}{2} \hbar \omega_c$ produces implausibly low values of $\Delta E$, and an unsatisfactory fit. This is shown in Fig. 5 for data at $\nu = 56$ with a dashed line giving the fit to Eq. (4) with $E_n - E_f$ constrained to be $\frac{1}{2} \hbar \omega_c$; it shows very poor agreement with the experimental data. In a comparable, but much more severe way as in Fig. 4(b), the fit has attempted to account for the unexpectedly large energy gap by reducing $\Delta E$ to the ridiculously low value of 0.05 K. Moreover, this has the side effect of producing the saturation of the conductivity in the fit [see Eq. (6)], which is not seen in the data since the real broadening is much larger. A much better result is given by allowing $E_n - E_f$ to vary (solid line). This gives $\Delta E = 1.7$ K, which agrees very well with the high-field values of Fig. 4, and $E_n - E_f = 3.79$ K, which at $0.85 \hbar \omega_c$ is much higher than the nominal value of $\frac{1}{2} \hbar \omega_c$. We have seen the same trend over a wide range of $\nu$, as summarized in Fig. 6, which presents $E_n - E_f$ in units of the cyclotron energy as a function of $B$.

There are several aspects of this data which should be borne in mind. First, the energy difference obtained from these fits is to the nearest band of extended states, which could be above or below $E_f$. It is not possible to determine the separation between bands of extended states. Second, according to Eq. (5), it is not possible to distinguish between $E_n - E_f$ and $\Delta E$ at low $T$, leading to the possibility that both $\Delta E$ and
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**FIG. 4.** $T$ dependence of the SdeH data from Ref. 11. Note that in fields where oscillations are resolved $\rho_{xy} \propto \sigma_{xy}$. (a) Maxima at $\nu = 23$ ($B = 0.532$ T, points). The fit to Eq. (7) (line) gives $\Delta E = 1.86$ K and a prefactor of 336 $\Omega$. (b) Minima at $\nu = 24$ ($B = 0.51$ T). The fit to Eq. (4) gives $\Delta E = 1.58$ K, a prefactor of 395 $\Omega$ and a constant contribution due to VRH of $8.6 \Omega$.
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**FIG. 5.** $T$ dependence of the minima at $\nu = 56$ (0.219 T). The dashed line is an attempt to fit the data with $E_n - E_f = \frac{1}{2} \hbar \omega_c$, and gives $\Delta E = 0.05$ K. The solid line, which is a fit with $E_n - E_f$ as a free parameter, is seen to give a much better result, with $\Delta E = 1.70$ K and $E_n - E_f = 3.79$ K. The contributions from VRH for the two fits are found to be 20 and 23$\Omega$, respectively.
much stronger than for the localized states. The fact that the semiclassical approach fails most spectacularly in samples with high mobility and low density, i.e., those in which the fractional quantum Hall effect is most easily observed,\textsuperscript{12} is now readily understood. For low mobility samples in which $\Delta E$ is very narrow, and which there is a large overlap of localized states, one would indeed expect the semiclassical picture to remain valid to much higher $B$.

Finally, we should like to comment on the use of Eq. (1) to determine the effective masses of composite fermions by analysis of the SdeH oscillations around $\nu = 1/2$. Several difficulties with this approach have already been pointed out.\textsuperscript{4} Given the discussion presented above, and bearing in mind that such measurements are conducted in low-density, high-mobility samples for which the same approach fails most spectacularly for the electrons,\textsuperscript{12} the implications of these types of experiments must be carefully considered. Indeed, the mere fact that both activation and semiclassical [Eq. (1)] approaches have been used to interpret data from the same samples\textsuperscript{2-4} raises some interesting questions about the issue.

\section{V. CONCLUSIONS}

We have observed steplike changes in the Hall resistance of the 2DES in a GaAs/Al\textsubscript{x}Ga\textsubscript{1-x}As heterojunction when continuously illuminated with RLED and IRLED in a static magnetic field, with plateaus at even integer filling factors from 22 to 80. We attribute this behavior to the quantum Hall effect, and conclude that even at the high filling factors normally considered appropriate for a semiclassical analysis of the amplitude of SdeH oscillations, the DOS in a magnetic field consists of Landau levels with a band of extended states near the center, and localized states in the tails. This explains the failure of the semiclassical approach to describe the $T$ dependence of SdeH oscillations in similar samples. From general considerations of the contribution to the conductivity from both extended and localized states we have developed an alternative description of the $T$ dependence of the maxima and minima of SdeH oscillations appropriate in both high and low $B$. We have shown our approach to be in good qualitative agreement with experimental observations, and used it to reveal the predicted levitation of extended states.
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