Assessor decision-making while marking a note-taking listening test: The case of the OET
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**ABSTRACT** This paper investigates assessor decision-making when using and applying a marking guide for a note-taking task in a specific purpose English language listening test. In contexts where note-taking items are used, a marking guide is intended to stipulate what kind of response should be accepted as evidence of the ability under test. However, there remains some scope for assessors to apply their own interpretations of the construct in judging responses that fall outside the information provided in a marking guide. From a content analysis of data collected in a stimulated recall group discussion, a taxonomy of the types of decisions made by assessors is derived and the bases on which assessors make such decisions are discussed. The present study is therefore a departure point for further investigations into how assessor decision-making processes while marking open-ended items might be improved.

1. Introduction

While raters’ decision-making processes have been investigated in the context of tests of the productive skills (e.g., Brown, 2000; Cumming, Kantor, & Power, 2002; May, 2006; Milanovic, Saville, & Shen, 1996; Orr, 2002), little research has been carried out on the behaviour of raters applying marking schemes in the assessment of listening. This study was designed to investigate the nature of decision-making among human assessors on open-ended task types in a specific purpose English language test. It forms part of a broader project in which the authors have attempted to ‘track’ a marking guide for a note-taking listening test from its inception to its eventual use among assessors. A recent study (Harding & Ryan, 2009) examined markers’ experiences while assessing Part B (presentation) of the Occupational English Test (OET) listening sub-test; the current study replicates this for Part A (consultation) of the same test.

The OET – a test of English language proficiency for qualified medical and health professionals who wish to practise in an English-language context – was originally developed
by McNamara (see 1990a). The test aims to ensure that candidates are prepared, in language terms, for the world of work in the professions of dentistry, medicine, nursing, pharmacy, physiotherapy, dietetics, occupational therapy, optometry, podiatry, radiography, speech pathology, and veterinary science. Historically, through its strong links with the Language Testing Research Centre at the University of Melbourne, the OET has been the focus of a number of widely cited empirical articles and theoretical papers which have emerged from within the community of Australian language testing scholars (e.g., Lumley & Brown, 1995; Lumley, Lynch, & McNamara, 1994; Lumley & McNamara, 1995; McNamara, 1990b, 1991; McNamara & Lumley, 1997). As a result, this Australian-based test is known in the international language testing community both as a clear example of a specific purpose test of English (see Davies, 2001; Douglas, 2000), and also as an innovative performance test (see McNamara, 1996).

The OET has been used throughout Australia since the early 1990s, and is recognized by a range of accrediting boards and councils for the health professions in Australia, New Zealand and Singapore. The OET is now administered in more than 30 countries with a candidature of over 10,000 in 2009. As part of an ongoing validation program, the OET is the subject of several current projects which have been designed to fill gaps in validation research concerning the writing sub-test (Knoch, 2009), the reading sub-test (Elder, Harding, & Knoch, 2009), the speaking sub-test (Ryan, 2007), and the listening sub-test (Harding & Ryan, 2009). The study presented in this paper forms part of this research effort through its focus on the assessment of the listening sub-test.

1.1 The OET listening sub-test

The OET is made up of four sub-tests, defined simply as the four macro skills: speaking, writing, reading and listening. The listening sub-test, which was the focus of this study, is made up of two parts, Part A and Part B, and although the organization of the test has changed over the past 20 years, the broad specifications of current versions of the listening sub-test are still essentially the same as those described by McNamara (1990a). The input for Part A is a simulated consultation between a patient and a medical professional, while in Part B candidates hear a presentation by a single speaker on a medical- or health-related issue similar in style to a professional development seminar. While each consultation and talk focuses on one main topic, a wide variety of topics is covered in the various test versions. The range of topics is aimed at preventing any particular advantage being created for one professional group among the candidates taking the test (e.g., medicine). Speakers are genuine health professionals and actors (in the case of patients) from various age groups. Authenticity is a key aspect of the input, so speakers’ natural speech rates are generally deemed acceptable, although speakers might be given guidance in the recording studio. The accents of speakers have, to date, usually been native-speaker varieties (Australian, British and New Zealand English), although highly intelligible non-native speakers are not precluded from involvement. The recordings include the range of formal and less formal interactional styles a medical professional is likely to encounter in the contexts described.

The task types for each part of the test are designed to be similar to the tasks a medical professional would undertake in a parallel workplace context. The format used for the consultation in Part A represents a detailed set of notes taken by the professional during the interaction. Headings are provided to guide the candidates (e.g., Family history and
social background, Doctor’s advice and patient’s response), and the number of lines provided for notes and the inclusion of the maximum number of marks available for each section indicate how much information is required. Candidates are invited to include as much information relevant to the heading as they can. Tasks used for the talk in Part B include completing lecture notes, tables and charts by filling gaps or finishing sentence stems, as well as providing short answers to questions and responses to multiple-choice questions. The broad specifications for both parts are shown in Table 1.

During the marking period, both parts of the test are marked by 6-10 experienced assessors who are specially trained for each administration (this is because a different set of test materials is used for each administration of the test). Scoring is achieved with reference to a detailed marking guide developed at the Language Testing Research Centre. Both parts of the test work consistently well, and regularly achieve reliability estimates of around 0.9 separately, and over 0.9 together (calculated with Cronbach’s alpha). Raw scores from the two parts of the test are weighted equally to give the final score.

One perennial challenge of both styles of listening assessment (note-taking in Part A, and a range of open-ended tasks in Part B) is that these types of open-ended tasks permit an element of subjectivity in the marking process (Alderson, 2000; Bachman & Palmer, 1996, 2010; Weir, 1993). Although a detailed marking guide is developed to stipulate precisely what kind of response test designers accept as evidence of the ability under test, there remains some scope for assessors to apply their own interpretations of the construct in judging responses that fall outside what is provided in the marking guide. With these concerns in mind, this study was designed to investigate the nature of decision-making in marking the note-taking (Part A) component of the OET listening sub-test.

**1.2 Assessing notes in Part A**

In order to illustrate what assessors routinely encounter while assessing notes on the OET, an example section from Part A and its related marking guide entry are given in the figures below. Figure 1 shows an exemplar task where candidates are required to take notes on an excerpt from a conversation between a patient (Clare) and her optometrist, in which Clare’s contact lenses are discussed together with a particular problem she is experiencing. The corresponding entry in the marking guide is shown in Figure 2.

The conventions of the marking guide are that bracketed information is optional, while a forward slash ‘/’ indicates that either adjacent word or phrase is acceptable (i.e., ‘problems recent’ or ‘problems in last year’ are both acceptable responses for the same mark). Other conventions not illustrated in this extract are described in Author (2009).

While the marking guide is designed to be as accurate and comprehensive as possible, its contents do not comprise a list of the only acceptable answers. This is primarily because the importance of task authenticity in the construct requires that a certain level of
flexibility be allowed in judging the correctness of the information conveyed in a candidate’s notes, as note-taking is an idiosyncratic exercise, and information may be recorded in a variety of ways (see McNamara, 1996, pp. 109-110). Specifically, the assessors for the OET are instructed to accept spelling variations and misspellings; to accept abbreviations (which are used extensively within the health professions); to disregard grammatical errors that do not affect meaning; and to consider synonyms or alternate phrasings of answers on their merits. The guidelines that assessors read on their marking guides instruct:

The essential point to keep in mind is whether an answer indicates an appropriate response to the question, not whether it follows the suggested answer verbatim.

Thus, for the candidate’s response shown in Figure 1, as well as marks for (3b) and (3d), the candidate would have received a mark for (3g) because the term ‘trouble’ is a clear synonym for ‘problem’.

1.3 The potential for assessor variability

While these flexible marking parameters arguably allow for a scoring procedure which captures a candidate’s ability to listen more accurately than if the key was rigid, the marking guidelines also pose challenges both for test developers and for assessors when candidates’ responses are expressed in a manner which does not directly match the information given in the marking guide, which is inevitably limited for reasons of practicality. In these cases, the onus falls upon the assessor to interpret the correctness of a response, a process which Buck (2001) describes as potentially problematic in two ways: (1) ‘determining what constitutes a reasonable interpretation of the text’, and (2) determining ‘what constitutes a sufficient response to the question’ (p. 140). This particular disadvantage of using open-ended task types in the assessment of comprehension has been noted in several texts (e.g., Alderson, 2000; Bachman & Palmer, 1996, 2010; Weir, 1993), and it is recommended that marking guides should be as comprehensive as possible, and should ideally be trialed and refined through an iterative development process to include a variety of acceptable responses. The scope for interpretation is further ‘managed’ within the assessment procedures for the OET through a markers’ meeting at the beginning of each marking period. The meeting provides a forum in which assessors can become acquainted with the guide, and with some examples of responses which may potentially be more difficult to evaluate; however, it cannot prevent unanticipated responses arising in candidates’ scripts during routine marking which present novel problems and require assessors to make on-the-spot decisions.

Following the argument-based approach to validation outlined by Kane (1992, 2006), the presence of subjectivity in the marking process may be conceptualized as potentially weakening the interpretive claims of the test. If assessors need to make decisions about responses, and if these decisions are not consistent across assessors, then this variability would comprise a source of error in the test scores (Xi, 2008). This problem of rater bias, which is inherent to any scoring system which contains subjective decisions, has been widely researched in the testing literature with a focus on the rating of speaking and writing tasks (e.g., Bachman, Lynch, & Mason, 1995; Eckes, 2008). Within this broader field of rater behaviour research, several studies have attempted to describe the decision-making processes which assessors employ as they carry out the rating task, observing that raters
may make different decisions depending on their experience and background characteristics (see Cumming, Kantor, & Power, 2002; Milanovic, Saville, & Shen, 1996). Investigations such as these, which shed light on the nature of rater variability, can directly inform rating procedures (e.g., rater training or revision of criteria), which, in turn, may ultimately enhance reliability and strengthen the weak link in an interpretive argument.

However, while investigation into assessor decision-making in evaluating tasks testing productive skills has flourished, to date there has been little research conducted on the decision-making behaviour of assessors in applying marking schemes to open-ended question types in the assessment of receptive skills. Although several recent research studies have explored the issues involved in designing automated scoring rubrics for open-ended items (see Carr, 2007; Carr, Pan, & Xi, 2002), many of the challenges discussed are unique to computer-based testing contexts. In order to address this particular gap in research on decision-making among human assessors on open-ended task types, a recent study by Harding and Ryan (2009) was conducted which examined markers’ experiences while assessing Part B of the OET listening sub-test. The study identified three broad categories of decisions made during the assessment process:

1. Decisions regarding spelling:
   Referring to instances where an assessor must judge whether a misspelt response can still be accepted as evidence that the candidate has understood a particular piece of information in the text.

2. Decisions regarding the correctness of an over-elaborate response:
   Referring to instances in which candidates would write very long responses to short answer questions that included an unnecessary level of extra information (probably based on their general knowledge of the subject) within which assessors had to identify and evaluate a response.

3. Decisions regarding the adequacy of response:
   This was divided into two sub-categories:
   i. Semantic distinction
      Making a decision about whether a particular alternate word or phrase in a response demonstrated understanding of what the speaker had said, or whether it indicated a different concept which was not intended.
   ii. Sufficiency of an answer
      Making a decision about whether enough information was included in an alternate answer to match sufficiently the idea represented by the answer in the marking guide.

As well as identifying these types of decisions, Harding and Ryan (2009) also explored the bases on which assessors made decisions in these situations. It was demonstrated that assessors use a range of strategies to make their decisions which include utilizing resources
(such as dictionaries and medical reference texts), sharing knowledge and applying ‘rules of thumb’ (particularly in the case of spelling decisions). It was also shown that there was some degree of assessor variability, particularly in decisions concerning adequacy of response, when assessors diverged in their decision-making processes depending on their level of health literacy, which in turn influenced their perceptions of the underlying construct of the test.

2. Aim and research questions

The current study represents a replication of Harding and Ryan (2009), though with Part A of the OET listening sub-test as its focus. It is hypothesized that the nature of the note-taking task will result in some differences with respect to the nature of decision-making compared with that observed in the data concerning Part B. Specifically, the research questions we asked were:

1. What types of decisions are made by assessors while marking Part A of the OET listening sub-test?
2. On what bases do assessors make decisions?

3. Methods

To investigate these research questions, we conducted a stimulated recall group discussion (Gass & Mackey, 2000) with three OET assessors following their independent use of a marking guide in a routine administration of the OET. The technique allowed the assessors to identify where they had needed to make decisions not covered in the marking guide and to explain how they had done this. The group discussion format was seen as a natural choice in a context where raters routinely consult one another about marking dilemmas; however, it also provided an opportunity for assessors to disagree with one another about their marking decisions, and so display the bases of their decisions in a way which may not have been so easily accomplished through a series of individual stimulated recalls. Involving three participants provided a variety of comments that could be viewed as representative of the whole group of assessors without generating an overwhelming amount of data.

3.1 Participants

The three assessors who took part in the focus group discussion were Penny, Sarah, and Michael (pseudonyms). Penny also took part in the study reported in Harding and Ryan (2009); her professional experience provided an interesting counterpoint to the backgrounds of other assessors. While she also had a background in ESL literacy education, Penny differed from the other two assessors in that she was an experienced health science researcher. Sarah and Michael had both been teaching ESL for around ten years, and both had significant experience delivering exam preparation courses. All three were experienced assessors of English language examinations, though Sarah and Michael were relative novices in assessing the OET listening sub-test having only marked for one or two examinations at
the time the focus group was conducted. The discussion was moderated by two of the authors of the paper, who may be conceived of as participant observers, given that they are also developers of the OET listening sub-test. The OET assessment manager at the time (another author) was also peripherally involved in the discussion, but took on more of an observer’s role. Note that these three authors were also the researchers who conducted the analysis of the data.

3.2 Materials

The test material which formed the basis for the discussion was the version used in a routine administration of the OET listening sub-test Part A. The version used in this study is known as ‘Clare and the Optometrist’, and the input text was a simulated consultation recorded between an actual optometrist, and a patient who had not been to the optometrist for two years. The test contained 62 items, divided under fourteen headings. Following administration (to 1126 candidates), the internal consistency of Part A was calculated as 0.88 (when combined with Part B, the reliability for the sub-test as a whole was 0.91).

3.3 Process of data collection

The procedure for collecting data replicated the method used in Harding and Ryan (2009). Three assessors were asked to volunteer to take part in the research project during a routine markers’ meeting. When Sarah, Michael and Penny volunteered, they were invited to join in a focus group discussion after they had worked independently with the marking guide following the administration of a newly developed test. They were asked to keep any notes that they would routinely make on their copy of the marking guide, and to be mindful of any particular difficulties they had in applying the guide, or any points at which they felt they had to make a decision on a response that fell outside its parameters.

Following a routine marking period (approximately two weeks), the focus group was convened. Although this was a long interim between initial marking and verbal report, it would not have been possible to convene the focus group earlier without some impact on regular scoring procedures. For this reason the notes kept by assessors functioned both as a detailed record of decisions and as a useful mnemonic tool. The discussion lasted around two hours (including a break) and was video- and audio-recorded. The video-recording of the discussion was so that each speaker could be easily identified at the transcription stage.

At the beginning of the focus group interview, the procedure of the session was explained, followed by introductions. During this initial discussion, the assessors were asked three general questions:

1. Could you talk about your experience in ESL teaching and your experience as a marker of the OET?

2. What was your general experience marking Part A of the listening test this time?

3. Are there any particular issues you would like to raise about Part A of the listening test or the marking guide at this initial stage?
Following this introductory phase, the focus group discussion followed a structure in which we (the researchers/developers) worked through each item of the test in order, and asked the assessors to comment at any point where they recalled having difficulty. In this way, the marking guide itself provided a stimulus for recall of decision-making. This item-by-item stimulated recall was supplemented by the more detailed notes the assessors had each kept on their own sites of decision-making.

3.4 Data analysis

The focus group discussion was transcribed and analysed for content by the three researchers against the categories of decisions which had been identified in Harding and Ryan (2009). During this process, each researcher coded the transcript separately, and then a meeting was held to compare the results of independent coding. Two instances of differences in coding were resolved through discussion, and data which did not fit existing categories were accounted for through a collaborative revision which yielded a revised set of macro categories. These are discussed below, together with representative examples. Within each category, several ‘bases for assessor decisions’ were also identified (see research question 2). These are also discussed throughout the next section.

4. Findings

4.1 Overview

The focus group revealed that the assessors were generally satisfied with the marking guide and felt that in most cases it provided clear guidance for them to mark test papers with confidence. However, assessors did report 26 instances of decision-making across 24 of the 62 test items; that is, there were 26 instances where at least one assessor in the focus group recalled having to make a difficult decision about an item in one or more of the 100+ scripts he or she marked during the assessment period. Examples were found which fit each of the categories generated by the 2009 study. In addition, data were also found which required substantial modifications to the second of the existing categories and the addition of a sub-category under the third ‘adequacy of response’ category. Table 2 shows the list of revised categories, together with the frequency of particular decision types. The most common type of decision recalled was “sufficiency of an answer”, followed by decisions on spelling:

[INSERT TABLE 2 ABOUT HERE]

In the sections below, each of the types of decision will be discussed in more detail, with illustrative examples provided of each (addressing Research Question 1). In addition, in examining these decision-types, the bases upon which assessors made decisions at these sites will be drawn out, with a view to understanding the range of influences on decision-making processes (addressing Research Question 2).

4.2 Spelling
Decisions regarding spelling were reported for some of the less common words heard in the text. The excerpt below illustrates the difficulty Michael faced in dealing with variations on the word ‘weepy’:

**Excerpt 1 (FG: 338-353)**


...  

Researcher A: How do you apply a spelling rule … for options like that?  
Michael: Well, obviously if they’ve said, ‘weeky’ or ‘weekly’, they’ve … clearly they’ve misunderstood, because those are possible words … or … you know, quite plausible words in English … Similarly with ‘rippy’. But … if they’ve said ‘watering’, who knows if that’s a listening problem or whether it’s just a reasonable guess?

Michael appeared to be applying the ‘rule of thumb’ for spelling which had been agreed upon at previous marking meetings. This rule holds that a misspelling should be deemed acceptable provided it is a reasonably close phonemic match of the target word, and the meaning of the response remains clear. Thus ‘wippy’ would have been acceptable, but ‘wicky’ would not.

While the basis for decision-making on all spelling items appeared to be the rule of thumb, there was also evidence in the focus group data that assessors may draw on their knowledge of particular L1 phonologies in an attempt to understand the source of spelling mistakes. Excerpt 2 shows Penny talking on this point in reference to a candidate who wrote ‘weeby’ instead of ‘weepy’.

**Excerpt 2 (FG: 359-360)**

Penny: No, the ‘b’ … the ‘b’, it only comes in because of the Arabic. So … they haven’t misunderstood the word, they just don’t know how to spell it.

However, application of this sort of knowledge is problematic in that assessors’ knowledge of common perceptual errors of various L1 groups was necessarily limited by their own experience:

**Excerpt 3 (FG: 383-383)**

Researcher B: Does that, um … for other nationalities? Say, Korean – their ‘f’ and ‘p’ and all that sort of thing?  
Penny: See I don’t know a lot about that.  
Michael: And, um … it might also apply to Indian, because they have the three … three sounds around the b-p area. In Indian …  
Penny: But, then again, if I’ve accepted it for some people, I’ll accept it from others. You know, I won’t not accept it.  
Researcher A: Yeah, so they’ll they’ll just push out the limit a bit more, and then you’ll …
Irrespective of these different understandings of where perceptual errors may stem from, the three assessors appeared uniform in their application of the rule of thumb throughout the discussion.

The nature of the note-taking task allowing candidates to use their own words in responses means the issue of spelling variation is common (and often compounded by candidates’ handwriting). The rule of thumb as applied in this context may not be ideal but it does provide an arbitrary standard of consistency among assessors, since assessors generally agree on how to apply it. Accommodation of misspelling based on individual assessors’ knowledge of possible patterns of L1 interference is more problematic and is discussed in Section 5.

4.3 Supplementary information

In the current study a decision relating to an over-elaborate response was identified only once in the data; however, on discussing this segment the researchers felt it more appropriate to use the term ‘acceptability’ rather than ‘correctness’. In addition, a related site of decision-making was identified which concerned the effect of an error in supplementary information on an otherwise acceptable response. In the current study, these were grouped together under a broad heading ‘decisions regarding supplementary information’. Each sub-category is discussed in more detail below.

Acceptability of an over-elaborate response

Excerpt 4 below shows a clear example in which Michael recalled difficulty in evaluating the acceptability of an over-elaborate response. What is noteworthy about this example is that Michael’s attitude towards such responses is quite unforgiving: once the response has been identified as ‘from their own knowledge’, the assessor is predisposed to being ‘quite hard’:

Excerpt 4 (FG: 592-603)

Michael: I had a problem with a few candidates – two or three – who gave quite detailed technical explanations of astigmatism, but didn’t use the terminology of the speaker. I felt that they were giving answers from their own knowledge and not ... so I tended to mark quite hard.

Researcher A: Um ... if the answers didn’t bear any relation to what’s ...

Michael: Well, they they were just, you know, rolling out an answer because somebody knew what astigmatism was and just rolled it out ... without using the same terminology ... I felt that ...

Sarah: But if you change the word ...

Michael: I’m not talking about changing a word, I’m talking about people ...

Sarah: Okay

Michael: It was clear that they hadn’t ... were not writing what they’d heard.
Michael appears certain that these responses are ‘rolled out’ based on their technicality, detail, and dissimilarity from the terminology used by the speaker. In other words, the incongruity of sophisticated language and complex thought within the context of other hastily written notes is a trigger for this type of decision. Yet, although it is the level and degree of supplementary information that is problematic, the decision ultimately concerns whether the whole response can be taken as evidence of the ability under test, as distinct from whether some parts of the detail is correct or not.

**Effect of error in supplementary information**

By contrast, excerpt 5 (below) shows a discussion in which the assessors consider the effect of erroneous information (according to the text) which is supplied adjacent to (and connected with) information that would ordinarily comprise a correct response according to the marking guide:

**Excerpt 5 (FG: 407-426)**

Michael: There was another instance, just following on from this, with the weeping eyes ... and the candidate had written ‘two days weepy eyes’. Now, in fact, the problem with weepy eyes had existed since last year. So the candidate’s actually misunderstood what was said, however ... we have in previous cases discussed a policy – if they’ve given the right answer, it’s in there, then that should be okay, providing they’re not actually negating it. And, so I allowed that, even though the ‘two days’ bit was wrong.

Researcher A: Mm
Researcher B: Mm
Michael: I’m not happy about doing it, but I did it ...
Researcher A: [to Sarah] Would you have accepted that one?
Sarah: Um ... probably, yeah. And you just discard ...
Michael: So I just did what I ... feel the question ... I didn’t think it was fair ... but I did it because that was ...
Researcher A: It wasn’t a grave enough addition to ...
Michael: To negate the meaning of the ...
Sarah: ‘Cos you’re right. They can write completely contradictory things within one line, so which ... at what point do you start saying, ‘actually ...’

In this scenario, Michael appears to base his decision on the gravity of error in supplementary information – ‘that should be okay, providing they’re not actually negating it’. He also mentions some consideration of fairness to the candidate; although it is unclear whether he believes his decision was ultimately unfair, or whether he feels marking such a response as incorrect would be unfair.

The most difficult aspect of dealing with this type of response is that markers must have sufficient knowledge of the text in order to evaluate whether an error in supplementary information is serious enough to mean that correctly supplied information is no longer acceptable. For this reason, the familiarisation period in the markers’ meeting
during which the assessors complete the test themselves is crucial; as is their ability to have recourse to the transcript. However, in a practical sense it would be difficult for assessors to make decisions such as these if they appeared often on what is usually a 60-70 item test. The focus group data suggest that the default position of the assessors was that unless there was a clear negation of the proposition, the answer would be accepted on the grounds that the candidate has heard the essential information (the information required according to the marking guide) correctly.

4.4 Adequacy of response

The same two types of adequacy of response decisions which emerged in our previous study – semantic distinction and sufficiency of an answer – were also found in the data for Part A. In addition, a third category emerged – acceptability of a blended response – which seemed to be unique to the nature of the note-taking task and is defined below. Consistent with the findings in Harding and Ryan (2009), decisions regarding adequacy of response appeared to be the most common source of divergence for markers. These types of decisions are often based on an individual assessor’s understanding of the underlying construct of the test, and so, not surprisingly, discussion on these divergent points often revealed differences in assessors’ own orientations towards the test. These are discussed in greater detail below.

Semantic distinction

Excerpt 6 shows a fairly clear decision over the semantic distinction between ‘not soft’ and ‘rigid’ contact lenses. It is noteworthy, however, because Penny disagrees with the synonymy of these two terms (with ‘rigid’ expressed as ‘hard’):

Excerpt 6 (FG: 302-313)
Sarah: I had someone put ‘not soft lens’. I thought that was a good answer.
Researcher A: Interesting. Did you accept that one or not?
Sarah: I think I did, yeah.
Penny: I didn’t.
Researcher A: Did you also have that?
Penny: I remember having those ... I didn’t accept it.
Researcher A: Why, ah ... what ...
Penny: Um ... ‘not soft’ doesn’t necessarily mean ‘hard’. It could be anything, I suppose. It just didn’t ... we’re looking for ... it’s also a listening ... I mean, it is understanding. I mean, I think the understanding is in some ways more important than the listening, but, um ... well, they did understand, I suppose, I don’t know. I just didn’t accept it. I don’t know. That was just my gut feeling.

In this example, Penny appears to vacillate in her rationale for not accepting ‘not soft’, but her comment ‘we’re looking for ... it’s also a listening ... I mean, it is understanding’ may point towards her greater orientation towards precision in candidates’ responses as a key component of the ability being measured. In the data presented in Harding and Ryan (2009),
Penny discussed her health research background, which may have influenced the way she marks:

... when I look at an answer that has that diverge from the marking guide, I try to work out whether the person understood what they were supposed to understand ... I think my understanding about a lot of this is fairly good. (p. 111)

By contrast, Michael and Sarah attempt to understand responses such as these from the perspective of the candidate. In Michael’s case, this was based on his own observation of ‘normal’ note-taking behaviour through his experience marking the test:

Excerpt 7 (FG: 319-320)

Michael: I found a number of ... a number of times where people were using the opposite ... they gave you the opposite, which was quite common.

In Sarah’s case, the decision process was informed by her own experience as a language learner:

Excerpt 8 (FG: 321-323)

Sarah: ‘Cos I think, sometimes I do a similar thing in note-taking ... if there’s a word where I’m ... not the same in my own language, but it’s a word I’m unsure of, I’ll try to write it another way to try and get that mark.

Sufficiency of an answer

A similar pattern of divergence was found in an example of a decision concerning sufficiency of an answer. Excerpt 9 demonstrates again that Penny’s particular background (in this case her knowledge of how medications can be delivered) informs her decision about whether the term ‘drops’ is an essential part of the concept that was expressed in the marking guide as ‘antibiotic drops’:

Excerpt 9 (FG: 1195-1215)

Penny: Oh, look, there was a real problem with the drops.
Researcher A: Yep, yep.
Penny: Because they’d say ‘drops’ and ‘antibiotics’ and I didn’t accept it ...
Michael: Mm, mm ... very common.
Penny: ... because it was supposed to be ‘antibiotic drops’.
Researcher A: Mm ... that’s fair enough, I think. Yeah.
Michael: And a number of them just said ‘anti ... anti-inflammatories’ and ‘antibiotics’, not mentioning the drops.
Penny: Yeah ... yeah.
Michael: But I thought that was enough.
Penny: Oh, so you did. See, I didn’t.
Michael: Well, ‘cos it ... that’s what the answer is about, I felt.

Penny: No, because you can take it orally or you can put drops in your eye, and this is about an eye procedure, so it’s about antibiotic drops not about antibiotics.

Sarah: I wasn’t sure about that.

Penny: That’s what I thought – that was my judgment.

Sarah: Yeah, that’s how I’ve done it as well.

Researcher A: Mm.

Michael: I just felt the antibiotics, the ‘AB’ was the more important part of that, but maybe I’m wrong.

In this example it is evident that Penny and Michael are both trying to achieve the same goal – to assess the response based on its similarity to the underlying concept expressed by the marking guide entry. However, Penny is again oriented more towards precision on the basis of her professional knowledge. It should be noted that an exact reading of the marking guide makes ‘antibiotic drops’ the correct response. This is an instance where Michael makes his own decision although the marking guide in fact deals with exactly the point in question.

Acceptability of a blended response

The final sub-category – a decision type unique to the note-taking task format – was judging the acceptability of a ‘blended response’. A blended response may be defined as separate pieces of information (i.e., concepts expressed as separate items in the marking guide) that are conflated, and perhaps condensed or recombined, in a candidate’s response. Excerpt 10 shows a clear example of this phenomenon in the assessors’ consideration of responses that blended two distinct items, ‘cleans nightly’ and ‘stores in storage solution’:

Excerpt 10 (FG: 463-472)

Michael: I found a lot of the answers blurred A, B, C ... got them mixed up.

Researcher A: OK.

Michael: I (inaudible) things like that.

Penny: Yeah, I ... there is some blurring that you can accept. I mean I’d accept something like ‘stored nightly in solution’.

Researcher A: Mm hmm

Michael: Yep.

Penny: That would get ... ah ...

Michael: Two marks.

Penny: Probably two marks, yeah.

There is little controversy over this example and therefore no indication of how assessors made their decisions in such circumstances. However, it is worth noting that blended
responses occurred only for this particular set of items, suggesting that it was in fact the marking guide that was deficient in accurately representing the most common answers that assessors were likely to encounter. In these cases, the assessors are bringing to light a problem introduced in the development of the marking guide. Test developers might adjust the guide for use at subsequent test administrations; awareness of this issue might lead to similar situations being noticed and avoided during the development of marking guides for new tests.

4.5 Other influences on decision-making

Throughout the focus group, the assessors referred to a number of strategies they used when making decisions in addition to those which have been discussed above. These included talking to the assessment manager, talking to other assessors, and checking medical dictionaries (particularly for abbreviations). At other points, when the meaning of an answer was particularly unclear, the assessors seemed to orient towards a rigid application of the marking guide – even if this made them uncomfortable. Indeed, one of the striking characteristics of comments around the marking of notes is that, in judging numerous items of this kind, assessors feel a kind of sympathy with the candidate who gives an almost sufficient answer which is heightened by repeated experiences of clearly insufficient answers:

Excerpt 10 (FG: 632-633)
Sarah: But there were so many crappy answers that I just went, ‘no way, no way’, and then I went, ‘ooh - like, that’s so close, you know... I wanna give you that one.’

Although there was no evidence in comments such as these that assessors’ affective response to the process of applying the marking guide had any tangible effect on their decisions, this is clearly a factor which should be considered as a potential influence on marking behaviour.

5. Summary and implications

This study has confirmed and expanded the findings of Harding and Ryan (2009) to develop a taxonomy of decision types which are made during the process of assessing Part A of the OET listening sub-test:

1. Decisions regarding spelling
2. Decisions regarding supplementary information
   i. Acceptability of an over-elaborate response
   ii. Effect of error in supplementary information
3. Decisions regarding adequacy of response
i. Semantic distinction
ii. Sufficiency of an answer
iii. Acceptability of a blended response

Revisions to the findings in Harding and Ryan (2009) involve changes in the structure and wording of category 2 and the addition of sub-categories 2.ii and 3.iii. These are probably due to the different nature of the Part A note-taking task: candidates have more opportunity to express their understanding of what they hear (or what they already know) in their own words without the physical constraints of a particular task as formatted on the page. There is similarly more scope for candidates to supply information that may contradict itself within the same response or that represents the meanings of the input material in different combinations from those specified in marking guide.

In addition to the decision types, several different rationales for, and influences on, these decisions have been identified in the data. These are summarised within three categories below:

**Bases for decisions**

- **Application of rules:**
  - general ‘rule of thumb’ for spelling
  - version-specific rules decided in marking meeting

- **Utilization of resources:**
  - discussion with other assessors
  - discussion with assessment manager
  - checking dictionaries, etc.

- **Assessor knowledge and beliefs:**
  - knowledge of the text (e.g., in determining gravity of error in supplementary information)
  - knowledge of subject matter and technical terminology (topic literacy and health literacy)
  - knowledge of language generally (e.g., in determining synonymy)
  - knowledge of patterns of L1 transfer (e.g., in evaluating misspelt words)
  - beliefs about the nature of listening and note-taking
  - beliefs about fairness
  - beliefs about the underlying construct of the test

This third label, ‘assessor knowledge and beliefs’, can be understood as similar in nature to Borg’s (2003, p. 86) definition for ‘teacher cognition’, and incorporates any aspect of what individual assessors ‘think, know or believe’ in relation to their work.

The data show clearly that the individualised nature of assessors’ bases for decisions may lead to variability in scoring a note-taking test, albeit in a relatively minimal way, given
the small number of instances reported. This, firstly, has obvious implications for assessor training. For example, the ‘rule of thumb’ approach to spelling decisions becomes problematic when individual assessors use their own knowledge of other languages and the effects of L1 transfer on English spelling. The inevitable variation in such knowledge across the group of assessors makes any standardisation impossible given the range of words (and of candidate language backgrounds) potentially in play for each version of the test. Such insight, not shared by all the assessors, is therefore not especially useful and its use may need to be limited. Secondly, and perhaps more importantly, the finding that assessors who are domain experts may mark more strictly than those who are not raises a broader question: who is the ideal assessor for a specific purpose language test? Rather than suggesting a particular assessor background as the ‘ideal’, we would argue that the aim should be to share knowledge on the topic of the test throughout the assessment process. It will never be possible to achieve homogeneity of experience and knowledge among any group of assessors; nevertheless, in a specific purpose test, assessors who are not subject experts may be encouraged towards a greater understanding of the topic. The presence of assessors with specialised knowledge should be viewed positively, provided that the relevant information is made available to all assessors in some way. Ideally, consistency will be achieved at a ‘best possible’ level for the group of assessors, which seeks an understanding of the topic similar to that expected of the candidates themselves.

Further research is required, therefore, to evaluate the usefulness of various strategies which help to ensure that assessors make the same decisions when they are faced with novel challenges. It would be reasonable to hypothesize that processes of sharing knowledge and discussion about beliefs are central to achieving a level of shared understanding. For these reasons, it would be useful to encourage greater levels of dialogue between test developers and assessors at the training stage in order to communicate the construct and rationale for decisions about what is in the marking guide more rigorously and more collaboratively, and also more interaction between assessors themselves at the early stages of the marking process regarding interpretation of the guide as well as particular knowledge of the topic of the test. In order to integrate this into a regular marking procedure, a ‘stage one’ check (as proposed in Harding and Ryan, 2009) could be implemented, taking the form of a second markers’ meeting – after 10-20% of papers had been marked – during which initial decisions could be discussed and a joint decision made. This would be beneficial in terms of providing both a tangible outcome (a group decision) and a forum in which decision processes are articulated and scrutinised collaboratively.

Finally, as there is very little literature on the issue of assessor decision-making in marking notes (or open-ended items more broadly), this type of research should be conducted in other contexts, with different assessors and through different methods. The data presented in this study are highly situated – as a specific purpose language test with a very small team of assessors, the OET is not a case from which to make easy generalizations. However, the taxonomy of decisions would provide a useful departure point for further research seeking to investigate the bases of assessor decisions in a different context.
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Table 1: Overview of the OET listening sub-test

<table>
<thead>
<tr>
<th>Input</th>
<th>Task(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Part A</strong></td>
<td>Consultation between patient and health professional (approx. 25 minutes)</td>
</tr>
<tr>
<td><strong>Part B</strong></td>
<td>Lecture/talk on health related topic (approx. 25 minutes)</td>
</tr>
</tbody>
</table>

Table 2: Frequency of decision types

<table>
<thead>
<tr>
<th>Decision type</th>
<th>Frequency in data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Spelling</td>
<td>6</td>
</tr>
<tr>
<td>2. Supplementary information</td>
<td>2</td>
</tr>
<tr>
<td>(i) Acceptability of an over-elaborate response</td>
<td>(1)</td>
</tr>
<tr>
<td>(ii) Effect of error in supplementary information</td>
<td>(1)</td>
</tr>
<tr>
<td>3. Adequacy of response</td>
<td>18</td>
</tr>
<tr>
<td>(i) Semantic distinction</td>
<td>(3)</td>
</tr>
<tr>
<td>(ii) Sufficiency of an answer</td>
<td>(13)</td>
</tr>
<tr>
<td>(iii) Acceptability of a blended response</td>
<td>(2)</td>
</tr>
</tbody>
</table>
Question 3

Clare’s contact lenses and details of the problem

- since 13 years old
- for the last year
- trouble
- scratchy, wippy
- something wrong
- really just pain
- eyes weepy
- could be wrong care
- problems (only) recent/in last year

Figure 2: Example of corresponding marking guidelines

Question 3 Clare’s contact lenses and the details of the problem
1 mark for each of the following

3a (wears) rigid (lenses)
3b (worn) since 13 (years old)/for 15 years
3c (feel) uncomfortable
3d (a bit) scratchy (towards the end of the day)
3e eyes weepy
3f could be wrong care
3g problems (only) recent/in last year