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1. Introduction

A finite collection of jobs (or customers, or patients) await service. The wait is in all cases characterised by impatience, namely each job has a random lifetime during which it remains available for service. Should any job not receive service prior to the expiry of its lifetime, it leaves the system unserved. Limited service resources mean that it is only possible to serve one job at a time. A key goal of analysis concerns the development of policies for sequencing the jobs to maximise the number of jobs which receive service.

In discussing such problems, Argon et al. (2008) emphasise their relevance to a situation in which limited medical resources must be deployed optimally following a mass casualty incident (MCI). Immediately after such incidents, a significant number of injuries are caused and these may overwhelm local medical resources. To support efficient resource allocation, all patients are subject to an initial triage, namely an assessment of the severity of their condition, and are classified into distinct priority groups. This process must necessarily be undertaken speedily. However, it may well be the case that determination of the actual criticality level in a short timeframe is challenging, and that the initial triage is subject to significant levels of error.

Indeed, in a review related to terrorist bombing events, Frykberg and Tepas (1988) found that on average 59% of those classified as critical were actually non-critical, with a 0.05% error rate for the reverse. In medical terminology, these two triage errors are called *overtriage* and *undertriage*, respectively. See also Turégano-Fuentes et al. (2008). It has been shown by Frykberg and Tepas (1988) that the accuracy of triage can have a significant impact on casualty survival in MCIs.

In this paper we propose a simple analytical model which enables such issues to be explored. In our set up each job requiring service is subject to an initial triage to assess how much service resource it needs and how urgent it is. Each job is one of J types. Jobs of the same type have random lifetimes and service times which are identically distributed. Both of these key random quantities are independent for distinct jobs. A job will leave the system unserved unless its service begins before its lifetime expires. Effective sequencing of the jobs should prioritise those whose service times and/or lifetimes are small. Because the triage is subject to error, the decision-maker is uncertain regarding the true type of each job. We adopt a Bayesian approach to this uncertainty. Hence each job has a posterior distribution over job types which expresses the decision-maker’s beliefs about its true identity after triage but before service begins. As time passes, these beliefs are updated dynamically and posteriors are recomputed at every decision epoch using Bayes’ Theorem. It is almost always true that these posteriors become increasingly informative about a job’s true identity as time increases. The primary goal of analysis is the development of an approach to scheduling the jobs which maximises the expected number of jobs served or which comes close to doing so.

To our knowledge the above problem has been rarely studied in the literature. There are two contributions which address classification errors when controlling multiclass queueing systems. Van der Zee and Theil (1961) consider a single server queue with two
priority classes of jobs. Incoming jobs can be misclassified. The other contribution is due to Argon and Ziya (2009) who consider a set up in which each arriving job sends out a signal which gives partial information about its true identity. Both contributions focus on optimal priority assignment strategies only. Neither considers the problem of the subsequent scheduling of the jobs. In neither case does the model concern incorporate impatience.

In Section 2 our service sequencing problem is formulated as a Bayes sequential decision problem and in Section 3 an approach to its solution via dynamic programming (DP) is described. Important contributions to the general theory of Bayesian DP are due to Bellman (1961), Furukawa (1970), Rieder (1975) and Kumar (1985).

An exact DP approach is computationally intractable for problems of reasonable size, even for the case in which triage is without error and job types are known with certainty. For this case, Glazebrook et al. (2004) and Argon et al. (2008) have proposed simple heuristics for job sequencing, neither of which have uniformly strong performance. The best solution approach to date for the perfect triage problem is due to Li and Glazebrook (2010) and utilises a fluid model of the system to underpin an approximate DP methodology. In Section 4 this approach is further developed so that it can yield effective solutions to our Bayesian model for the problem in which triage is subject to error. A numerical study in Section 5 testifies to the strong performance of the resulting heuristic service policy in 18,000 randomly generated problems.

In Sections 6 and 7 we explore the question of whether it is possible to identify problem features for which poor triage is particularly costly in terms of number of service completions lost. To this end, we introduce the (relative) cost of imperfect classification, denoted \( R(CIC) \), as a natural measure of this. The quantity \( CIC \) is directly analogous to a measure called the value of perfect information developed by Berry and Kertz (1991) and applied in the context of multi-armed bandit problems. We are able to develop an analytical upper bound for \( R(CIC) \) for the case in which the random lifetimes are exponentially distributed. This bound tells us that in the exponential lifetime case, \( CIC \) is small whenever the product of mean service time and mean lifetime varies little across job types. In such cases the triage process is relatively unimportant for the scheduling problem. Numerical studies indicate that these insights extend beyond the exponential case.

Many earlier contributions to scheduling problems which have adopted a Bayesian approach to unknown system parameters have deployed the theory of Gittins indices for multi-armed bandits; see Gittins (1979, 1989). Application areas include job scheduling (Gittins and Glazebrook, 1977; Hamada and Glazebrook, 1993; Cai et al., 2009), experimental design (Glazebrook, 1978) and optimal exploration (Glazebrook and Boys, 1995). In a related theoretical contribution, Glazebrook and Owen (1995) assess the value of building adaptive policies for stochastic scheduling which are able to learn about unknown parameters. Application domains impacted by contributions unrelated to multi-armed bandits include the design of sequential screens (Boys et al., 1996), inventory control (Azoury, 1985) and optimal search (Zhao et al., 2008).

2. A model for the triage problem with imperfect classification

A clearing system has a single server and a collection of \( N \) jobs (or customers) awaiting service, which starts at time 0. Each job is one of \( J \) types, each type being identified by an integer \( i \in \{1,2,\ldots,J\} \). Each type \( i \) job has associated with it two positive-valued random variables \( (t,v) \). One of these is its lifetime, namely the period during which the job is available for service, which is deemed to have the distribution of some r.v. \( X_i \) with distribution function \( F_i \). A job will leave the system unserved if its lifetime expires before it is taken into service. The other is its service time, which, for a type \( i \) job, is deemed to have the distribution of some r.v. \( Y_i \) with distribution function \( G_i \). A job leaves the system when its service is complete. The lifetimes and service times of all jobs form a mutually independent collection. We assume that service is nonpreemptive, namely that a service, once begun, must be completed.

At time 0 the type of each job is observed with error. Should a type \( i \) job be assessed as type \( j \), we shall say that it becomes a member of class \( j \). Hence throughout, we shall use the term class to denote the assessed type of a job. Only job class is observed. We shall adopt the following simple probabilistic model of job (mis) classification. We write \( p_{ij} \) for the unconditional probability that a job is of type \( i \) and \( e_{ij} \) for the conditional probability that a type \( i \) job is assessed as \( j \). If \( e_{ij} < 1 \) for any \( i \) then some misclassification is possible. By deployment of Bayes' Theorem we infer the conditional probability that, in advance of any service, a class \( j \) job is actually of type \( i \) to be

\[
p_j(0) = \sum_{i=1}^{J} p_{ij} = \frac{e_i p_i}{\sum_{k=1}^{J} e_k p_k}.
\]

As time passes, jobs leave the system as services are completed and lifetimes expire. It is also true, that at some time \( t > 0 \) our beliefs with regard to the (true) type of the remaining jobs need to be updated in light of their survival beyond \( t \). Again applying Bayes' Theorem, we have

\[
p_j(t) = \sum_{i=1}^{J} p_{ij} \left( \frac{1 - F_i(t)}{1 - F_j(t)} \right).
\]

It is trivial to show that if all of the \( e_{ij} \) are strictly positive and, further, that there exists some type \( i' \) which outlasts the others in the sense that

\[
\lim_{t \to \infty} \frac{1 - F_i(t)}{1 - F_{i'}(t)} = 0, \quad i \neq i',
\]

then we must have

\[
\lim_{t \to \infty} p_{ij}(t) = 1, \quad \forall j,
\]

and consequently

\[
\lim_{t \to \infty} p_{ij}(t) = 0, \quad i \neq i', \quad \forall j.
\]

Hence such survival information can be very informative for (true) type identity.

Example 1. Consider an example with \( J = 2 \) and with the following parameters:

- \( p_1 = 0.3, \; p_2 = 0.7, \)
- \( e_{12} = 0.3, \; e_{21} = 0.4, \)
- \( X_1 \sim \text{Weibull}(1.68,1.62), \; X_2 \sim \text{Weibull}(1.16,13.43). \)

Note that here and elsewhere, we shall use \( \text{Weibull}(\alpha,\beta) \) to denote the distribution function

\[
F(t) = 1 - \exp \left\{ - \left( \frac{t}{\beta} \right)^\alpha \right\}, \quad t \in \mathbb{R}^+.
\]

At time zero, the probability that a class 1(2) job is indeed of type 1(2) is 0.43(0.82) from Eq. (1). As time passes these conditional probabilities are updated according to Eq. (2). Their values at times 2 and 5 are given below:

- \( p_{11}(2) = 0.17, \; p_{22}(2) = 0.95; \)
- \( p_{11}(5) = 0.00, \; p_{22}(5) = 1.00. \)

Since type 2 jobs have much longer mean lifetimes (with mean 12.75) than type 1 (mean 1.45), it is unsurprising that we have
\( t^* = 2 \) here and that type 2 jobs outlast type 1. As time passes, all surviving jobs are increasingly likely to be of type 2.

The goal of analysis is the development of an approach to the allocation of service to surviving jobs (i.e., those still in the system) to maximise the expected number of jobs which leave the system served. Equivalently, we seek to minimise the expected number of jobs which leave the system on the occasion of the expiry of their lifetimes. Decision epochs occur whenever a service completion occurs. Suppose that \( t \) is such an epoch and that at time \( t, n_j \) class \( j \) jobs survive. We write \( (n, t) \) for the corresponding system state, where \( n \equiv (n_1, n_2, \ldots, n_J) \) is the vector summarising the class membership of surviving jobs. Write

\[
\Delta(n) \equiv \{j; n_j > 0\}
\]

for the set of admissible actions in state \((n, t)\). A service policy \( \pi \) maps each system state \((n, t)\) to the action set \(\Delta(n)\). In applying any such service policy \( \pi \), specification of the class of job to be served next is all that is required. In terms of the Bayes’ return achieved (see (6) below), it is immaterial which job within the chosen class is selected. For definiteness, we may assume that job selection is effected by the application of a uniform randomization over the remaining members of the chosen class. We shall conventionally use \((L, 0)\) for the initial system state, where \( L = \{l_j, 1 \leq j \leq J\} \). Hence at time 0, \( L_j \) jobs are placed in class \( j, 1 \leq j \leq J \).

We give each job present at time 0 a numerical identifier \( m \in \{1, 2, \ldots, N\} \). We suppose that this numbering of the jobs is such that the \( L_j \) members of class \( j \) which are initially present have the identifiers \( K_j, 1 + 1 \leq m \leq K_j \), where \( K_j = \sum_{i=1}^{J} l_i, 1 \leq j \leq J \). We shall use \( I = \{i_m, 1 \leq m \leq N\} \) for the unobservable true initial state, regarded as a random variable, where \( l_m \) is the true type of job \( m \). Observation of initial system state \((L, 0)\) modifies the unconditional distribution for \( I \) to the conditional posterior distribution given by

\[
P(I = i | (L, 0)) = \prod_{m=1}^{N} P_{ni}(i_m, 0).
\]

We shall use \( E_{(L, 0)} \) as a notational shorthand for an expectation taken with respect to the distribution in (4). Denoting the lifetime of job \( m \) by \( X_m \), \( -F_{s} \), we use \( T_{pi}(\pi) \) to denote the time at which service policy \( \pi \) begins to process job \( m \). Conditional upon the true initial state \( I \) we write \( N(\pi | I) \) for the number of jobs to be served to completion under service policy \( \pi \). We have

\[
N(\pi | I) = \sum_{m=1}^{N} \{T_m(\pi) < X_m\},
\]

where \( I \) is an indicator. For any initial system state \((L, 0)\), the goal of analysis is the determination of a service policy \( \pi \) to maximise the quantity

\[
V^*_\pi(L, 0) = E_{I | (L, 0)}[N(\pi | I)],
\]

In (6) the inner expectation is taken over realisations of the system, evolving under service policy \( \pi \) from true initial state \( I \). The outer expectation is taken with respect to the posterior distribution in (4). We call the quantity in (6) the Bayes’ return generated by service policy \( \pi \) from initial state \((L, 0)\). Please note that in (6) and hereafter we shall use a superscript \( e \) to denote the fact that we are dealing with an object associated with a classification which is prone to error (and hence uncertainty).

3. Formulation of the Bayes sequential decision problem as a dynamic programme (DP)

We now formulate the Bayes sequential decision problem

\[
V^*(L, 0) = \sup_{\pi} V^*_\pi(L, 0)
\]

as a dynamic programme (DP). Any service policy achieving the supremum in (7) is a Bayes’ policy. In order to formulate the associated DP we require additional notation. We shall use \( X^e_s \) to denote the random lifetime of a job classified as \( j \) at time 0. Using (1) above, the associated distribution function is given by

\[
f_j^e(s) = \sum_{i=1}^{J} p_{ij}(0)f_i(s), \quad s \in \mathbb{R}^+, \quad 1 \leq j \leq J.
\]

Please note that in Eq. (8) and in what follows we shall use \( s \) and \( t \) as time variables. Our practice will be to use \( t \) for decision epochs when required. We shall assume that each \( F_i \) has an associated absolutely continuous density \( f_i \). Hence \( X^e_s \) has the density

\[
f_j^e(s) = \sum_{i=1}^{J} p_{ij}(0)f_i(s), \quad s \in \mathbb{R}^+, \quad 1 \leq j \leq J.
\]

The expression in (8) is a predictive description of the distribution of the random lifetime concerned at time 0. Suppose now that a job classified as \( j \) at time 0 is still alive at time \( t \). The appropriate conditional distribution for the job’s lifetime is then given by

\[
P(X^e_j < t + s | X^e_j > t) = \frac{F_j(t+s) - F_j(t)}{1 - F_j(t)} = \sum_{i=1}^{J} p_{ij}(t)\left(\frac{F_i(t+s) - F_i(t)}{1 - F_i(t)}\right)
\]

from which we can deduce the continuous hazard

\[
\theta_j^e(s) = f_j^e(s)\left(1 - F_j^e(s)\right)^{-1} = \sum_{i=1}^{J} p_{ij}(s)\theta_i(s), \quad s \in \mathbb{R}^+, \quad 1 \leq j \leq J.
\]

where in (9), \( \theta_i = f_i(1 - F_i) \) denotes the continuous hazard associated with the type \( i \) lifetime \( X_i \). Should type \( i^* \) outlast the others in the sense of (3) above then we will have

\[
\lim_{s \to \infty} \{\theta_j^e(s) - \theta_i(s)\} \geq 0, \quad 1 \leq j \leq J.
\]

Concerning job service times, consider a situation in which a job, originally classified as \( j \), is still in the system and is scheduled for service at time \( t \). We shall use \( Y^e_j \) for the corresponding service time, whose distribution function is given by

\[
G_j^e(s) = \sum_{i=1}^{J} p_{ij}(t)G_i(s), \quad s \in \mathbb{R}^+, \quad 1 \leq j \leq J.
\]

In the important special case that the true service times \( Y^e_j \) are deterministic and distinct (in which case we use \( S_i \) for the type \( i \) service time), we have

\[
P(Y^e_j = S_i) = p_{ij}(t), \quad t \in \mathbb{R}^+, \quad 1 \leq i, \quad j \leq J.
\]

Now let \( t \) be a decision epoch for the problem and let \((n, t)\) be the system state then. If action \( j \in \Delta(n) \) is taken and results in a service time (realised value of \( Y^e_j \)) equal to \( s \) then the system state at the next decision epoch will be \((n, t + s)\) with probability \( p^e(n | n, t, s, j) \) given by

\[
p^e(n | n, t, j, s) = \sum_{m=1}^{N} \left(\frac{n_m - \delta_{mj}}{n'_m}\right) \{P[X^e_m > t + s | X^e_m > t]\} n'_m
\]

\[
= \sum_{m=1}^{N} \left(\frac{n_m - \delta_{mj}}{n'_m}\right) \frac{1 - F^e_m(t + s)}{1 - F^e_m(t)}n'_m
\]

\[
= \left(\frac{F^e_j(t + s) - F^e_j(t)}{1 - F^e_j(t)}\right)\frac{1 - F^e_j(t)}{1 - F^e_j(t)}
\]

\[
0 \leq n'_m \leq n_m - \delta_{mj}, \quad 1 \leq m \leq J.
\]
In (11), $\delta_{m}^j$ is the Kronecker delta which is equal to one when $m = j$ and is zero otherwise. We can re-express the transition probability in (11) using the hazard in (9). We have

$$p^*(n'|n, t, j, s) = \prod_{m=1}^{\infty} \left( \frac{N_m - \delta_{m}^j}{n_m} \right) \left( \exp \left( - \int_{t}^{\infty} \theta_m(t) dt \right) \right)^{n_m} \left( 1 - \exp \left( - \int_{t}^{\infty} \theta_m(t) dt \right) \right)^{n_m - n_m - \delta_{m}^j},$$

$$0 \leq n'_m \leq n_m - \delta_{m}^j, \quad 1 \leq m \leq J.$$  (12)

In order to formulate the optimality equations for our Bayes sequential decision problem, we require the value function $V^e$: $\Omega \to [0, N]$, where $\Omega$ is the system's state space, given by

$$\Omega = \{ (n, t); 0 \leq n_i \leq L_i, t \in \mathbb{R}^+ \}.$$  

The quantity $V^e(n, t)$ is the maximal expected number of service completions which can be delivered from state system $(n, t)$. Note that the quantity $V^e_0(L, 0)$ is developed in (4)–(6) above. To obtain $V^e(n, t)$, we modify that development as follows: Write $N(t) = \sum_{j=1}^{J} n_i$ for the number of jobs remaining at $t$ and represented in the state system $(n, t)$ and assume that these are reallocated numerical identifiers in the set $\{1, 2, \ldots, N(t)\}$ in ascending order of class identifier such that the class $j$ jobs present at $t$ are numbered $K_j(t) + 1 \leq m \leq K_j(t)$, where $K_j(t) = \sum_{i=1}^{J} n_i$, $1 \leq j \leq J$. To obtain the appropriate posterior for the true unobservable state we now replace (4) by

$$P[I = i | \{ (n, t); 0 \leq n_i \leq L_i, t \in \mathbb{R}^+ \}] = \prod_{j=1}^{J} \prod_{m=K_j(t)+1}^{n_m} p_{m,n}(t),$$  (13)

where by slight abuse of notation we now use $I$ for the true but unobservable state at time $t$. We now obtain $V^e_\pi(n, t)$ by replacing the (6) by one with respect to the posterior (13). We then have

$$V^e_\pi(n, t) = \sup_{\pi} V^e_\pi(n, t).$$

With the above in place we may write the DP optimality equations as

$$V^e_\pi(n, t) = 1 + \max_{j \in [0, \infty)} \left\{ \sum_{n'} \sum_{s} p_{j,n'}(n, t, j, s)V^e_\pi(n', t + s)dG_{n'}(s) \right\},$$

$$n \neq 0.  \quad (14)$$

and

$$V^e_\pi(0, t) = 0.$$  

In the special case of deterministic service times considered in (10), we can specialise (14) to

$$V^e_\pi(n, t) = 1 + \max_{j \in [0, \infty)} \left\{ \sum_{n'} \sum_{s} p_{j,n'}(n, t, j, s)V^e_\pi(n', t + S_j)dG_{n'}(s) \right\},$$

$$n \neq 0.  \quad (15)$$

We further note that DP value iteration is available to us to compute the Bayes' returns associated with any specified service policy $\pi$. In this event we use the recursion

$$V^e_\pi(n, t) = 1 + \left\{ \sum_{n'} \sum_{s} p_{\pi,n'}(n, t, \pi(n, t), s)V^e_\pi(n', t + s)dG_{n'}(s) \right\},$$

$$n \neq 0.$$  (16)

which in the case of deterministic service times becomes

$$V^e_\pi(n, t) = 1 + \left\{ \sum_{n'} \sum_{s} p_{\pi,n'}(n, t, \pi(n, t), S_j)V^e_\pi(n', t + S_j) \right\},$$

$$n \neq 0.  \quad (17)$$

In the special case of classification without error (in which job class and type are identified), the simple static service policy which serves jobs in increasing order of the product $E(X_j)|E(Y_j)$ is known to work well when loss rates are low. See Glazebrook et al. (2004). We adapt this policy to the current case in which classification is error prone as follows: list the job classes in increasing order of the quantity $E(X_j)|E(Y_j)$, i.e. such that

$$E(X_j | E(Y_1)) \leq E(X_j | E(Y_2)) \leq \cdots \leq E(X_j | E(Y_{J_0})).  \quad (18)$$

In any state $(n, t)$, the proposed policy $\pi^*$ chooses action $\pi^*(n, t)$ where

$$\pi^*(n, t) = \min \{ j; n_j \geq 1 \}.$$  

In what follows, the policy $\pi^*$ will both be assessed as a policy in its own right and also used as a building block in the construction of strongly performing heuristic policies for our Bayes sequential decision problems. How we do this is described in the next section.

4. On the development of effective heuristic service policies

For problems of realistic size, the utilisation of full DP to develop optimal service policies via suitable deployment of optimality Eq. (14) is computationally intractable. One possible route to the development of effective policies would be to apply a single DP policy improvement step to the simple static proposal $\pi^*$. The result would be a new dynamic policy $\pi^{SP}$ determined as follows:

$$\pi^{SP}(n, t) = \arg\max_{j \in [0, \infty)} \left\{ \int_{0}^{\infty} \sum_{n'} \sum_{s} p_{j,n'}(n', t, j, s)V^e_\pi(n', t + s)dG_{n'}(s) \right\},$$

$$n \neq 0.  \quad (19)$$

Policy $\pi^{SP}$ is constructed with the objective of choosing an optimal action in the current state, given that all future actions will be determined according to the simple static proposal $\pi^*$. Equivalently, the inaccessible value function $V^e$, required for the implementation of full DP in (14), is replaced by the approximation $V^e_\pi$. Sadly, the computation of this latter approximation is in many cases also intractable. Hence, we propose the deployment of a fluid approximation to the stochastic service system in order to develop $V^{SP}_\pi$, an approximation to $V^{SP}_\pi$. This approach, which extends that of the authors for the simpler perfect classification case, is now described.

In our fluid approximation, we fix $j \in \{1, 2, \ldots, J\}$ and represent the class $j$ situation when its processing begins under static policy $\pi^*$ by the pair $(m_j, t_j)$. In this representation, $t_j$ is the time at which class $j$ service begins under $\pi^*$ and $m_j$ is an amount of fluid representing the number of class $j$ jobs surviving then. The nature of policy $\pi^*$ means that class $j$ will be served continually from $(m_j, t_j)$ until all of the class $j$ jobs are completed, namely until all of the corresponding fluid is drained in the approximating model. The process of draining class $j$ fluid is as follows: if $m_j \geq 1$ a single unit of fluid is removed instantaneously at time $t_{m_j} = t_j$ and signifies the guaranteed completion of a second job's service. Loss of fluid is thereafter experienced at rate $\theta_j(s)$, the hazard rate associated with class $j$ jobs as given in (9), during the period of this initial class $j$ service, which in the fluid model occupies the time interval $[t_{m_j}, t_{m_j + 1}]$, where $t_{m_j} = t_j + E(Y^e_{j_{10}})$. Should the amount of class $j$ fluid remaining at $t_j$ exceed one then a further single unit of fluid is removed instantaneously and signifies the guaranteed completion of a second class $j$ service, and so on. In what follows, $t_k$ denotes the time of the $k$th class $j$ service completion while $F_k(s)$ denotes the amount of class $j$ fluid remaining at time $s$. Class $j$ fluid draining as service is offered to class $j$ continually from $(m_j, t_j)$ is modelled as follows:

$$t_{k+1} = t_k + E(Y^e_{j_{10}}); \quad F_k(s) = t_k + E(Y^e_{j_{10}}), \quad k \in \mathbb{N};$$

$$F_k(s) = \theta_j(s), \quad s \not\in \{ t_k; k \in \mathbb{N} \}; \quad F_k(t_k) = F_k(t_k) - 1, \quad k \in \mathbb{N}.$$  

Therefore, $F_k(s)$ is a piecewise constant function with discontinuities of size $\theta_j(s)$ at the points $t_k$. We can therefore model the fluid system as the composition of $J$ independent exponential processes, the $j$th of which experiences a rate $\theta_j(s)$ at each time $t_k$. This is best done by a fluid queueing approximation to the Bayes sequential decision problem. The fluid queueing system is a model in which customers are requested to join a queue, and are served on a first-come, first-served basis until the total amount of fluid in the system is less than one (i.e., all of the class $j$ jobs are completed).
We now introduce the quantities
\[ K_j(m_j, t_j) = \min \left\{ k; t_{j,k} = 0 \right\} \tag{21} \]
and
\[ N_j(m_j, t_j) = K_j(m_j, t_j) + F_j(t_{j,K_j(m_j,t_j)}) \tag{22} \]
From (21), \(K_j(m_j, t_j)\) is the (integer) number of fully completed class \(j\) jobs under the fluid model while \(F_j(t_{j,K_j(m_j,t_j)})\) is the fractional amount of class \(j\) fluid remaining at the conclusion of the class \(j\) processing and which is deemed to yield a further fractional completion within the approximating fluid model. In the fluid model, we take the total processing time of class \(j\) to be
\[ T_j(m_j, t_j) = \sum_{k=0}^{K_j(m_j, t_j)-1} E(Y_{j,k}) + F_j(t_{j,K_j(m_j,t_j)}) E(Y_{j,K_j(m_j,t_j)}) \tag{23} \]
We now fix system state \((n, t)\) and use the quantities developed in (20)–(23) to develop \(V_{\pi^SF}^{app}(n, t)\), the estimate of the expected number of job completions secured under static policy \(\pi^SF\) from state \((n, t)\) obtained from our approximating fluid model. We define the quantities \(\zeta_j(n, t), \psi_j(n, t), 1 \leq j \leq J\), inductively as follows:
\[ \zeta_j(n, t) = N_j(n_1, t_1), \quad \psi_j(n, t) = T_j(n_1, t_1) \]
and
\[ \zeta_j(n, t) = N_j \left( \eta_t \exp \left( -\int_0^{t_j(n)} \sum_{i=1}^{J(n)} \psi_i(n, t) dt \right) \right), \quad 1 \leq j \leq J. \tag{24} \]
\[ \psi_j(n, t) = T_j \left( \eta_t \exp \left( -\int_0^{t_j(n)} \sum_{i=1}^{J(n)} \psi_i(n, t) dt \right) \right), \quad 1 \leq j \leq J. \tag{25} \]
We now obtain the approximating value function as
\[ V_{\pi^SF}^{app}(n, t) = \sum_{j=1}^{J} \zeta_j(n, t). \tag{26} \]
Our proposed sequential decision rule \(\pi^SF\) is obtained by deploying the approximate value function from (26) within (19). We write,
\[ \pi^SF(n) = \operatorname{arg max}_{\mu \neq 0} \left\{ \int_0^\infty \sum_{n=0}^{\infty} p(n', n, t, j, s) V_{\pi^SF}^{app}(n', t+s) dC_{\mu}(s) \right\}, \tag{27} \]

**Example 2.** For the problem with the \(p_i, \epsilon_\theta\) and lifetime distributions given in **Example 1**, and the following additional problem parameters

- \(L_1 = L_2 = 5\).
- \(S_1 = 1.41, S_2 = 4.76\).

we computed both the exact value functions \(V_\theta^\pi\) and their fluid approximations \(V_{\pi^SF}^{app}\). In Fig. 1 we plot both values at a set of states at four time points which are chosen to be representative of likely decision epochs. It is shown that the performance of the approximation is outstanding, with consistently small errors across all the states examined. We have also calculated the percentage approximation errors, \(\Delta(V_\theta^\pi, V_{\pi^SF}^{app}) = 100 \% - V_{\pi^SF}^{app} / V_\theta^\pi\), over the effective state space. Such a space excludes all the states which will never be visited given the initial conditions. Of 2267 points in the effective state space, the median error is only 1.48% and the worst case is just 4.55%. The computational time to calculate the fluid approximation for each of these states does not vary much. The average is about 0.012 seconds. In sharp contrast, the time to calculate the exact value functions varies significantly with states, of which the maximum is 26 seconds. Please note that the computation of \(V^R_\theta\) grows exponentially in \(J\), the number of job classes, while the growth of the computation of \(V_{\pi^SF}^{app}\) is linear in \(J\). Hence for larger problems we would expect the differences in computation time to be much greater.

5. **Performance quality of the heuristic service policy \(\pi^SF\)**

In what follows we compare the performance of the heuristic \(\pi^SF\) developed in the preceding section with that of the static proposal \(\pi^S\) described around (18). We shall also consider \(\pi^M\), an adaptation of a myopic policy proposed by Argon et al. (2008) for the perfect classification case. In state \((n, t)\), \(\pi^M\) chooses the action from \(\Delta(n)\) to be the non-empty class \(j\) with the smallest associated value of
\[ E(Y_{j,t}) \left[ \sum_{k=1}^{J} (n_k - \delta_k) \{ E(X_{k}^\pi - t) X_{k}^\pi > t \} \right]. \]
The Bayes’ returns for all of \(\pi^SF, \pi^S\) and \(\pi^M\) are compared to the optimum for 18,000 randomly generated problems in each of which job lifetimes are Weibull and service times are deterministic. Recall that we use \(S_i\) for the (deterministic) service time of a type \(i\) job while for type \(i\) lifetimes we assume the following form of the Weibull hazard, namely
\[ \eta_i(s) = \alpha_i \beta_i \delta_i s^{\delta_i - 1}, \quad s \in \mathbb{R}^+. \]
All problems are chosen such that optimal policies can be developed via (15), notwithstanding the fact that exact value iteration is very expensive of computing time. The problems are generated at random under four different sets of assumptions (represented by categories A,B,C and D) regarding the relative lengths of service times and lifetimes of individual jobs and under three different sets of assumptions (poor, medium and good) regarding the quality of the initial job classification. Some problems involve just two job types \((J = 2)\) while for others there are four \((J = 4)\). The key problem features \(S_i, \alpha_i, \beta_i\) and \(N\) are sampled/chosen as follows:
\[
\begin{align*}
S_1 &\sim U[1, 10] & (J = 2 \text{ cases}); \\
S_1 &\sim U[1, 5] & (J = 4 \text{ cases}); \\
\alpha_i &\sim U[0, 5] & (J = 4 \text{ cases}); \\
\beta_i &\sim U[0, 5, 10] & (J = 2 \text{ cases}); \\
\delta_i &\sim U[0, 5, 10] & (J = 4 \text{ cases}); \\
N &\sim U[10, 100] & (J = 2 \text{ cases}); \\
N &\sim U[5, 50] & (J = 4 \text{ cases}).
\end{align*}
\]
Further, for each problem the \(p_i\) are obtained by first sampling independently from \([0,0.1,0.5]\) and then normalising. The (mis) classification probabilities \(\epsilon_\theta\) are obtained as follows: first obtain the probabilities of correct classification \(\epsilon_0\) by sampling as follows:
\[
\begin{align*}
\epsilon_0 &\sim U[0, 5, 0.65] & (\text{poor classification}); \\
\epsilon_0 &\sim U[0.5, 0.65] & (\text{medium classification}); \\
\epsilon_0 &\sim U[0.85, 1] & (\text{good classification}).
\end{align*}
\]
Then obtain the \( \epsilon_{ij} \), \( i \neq j \), by sampling independently from \( U[0,1] \) and normalising suitably.

Each sampled instance from the above is called a profile. For each profile, we generate a range of problems with different initial states \((L,0)\). This is done in two steps as follows: first, the number \( K_i \) of jobs of type \( i \) is obtained by sampling from the multinomial distribution

\[
(K_1, K_2, \ldots, K_i) \sim \text{Multinomial} (N; p_1, p_2, \ldots, p_j).
\]  

Second, for each fixed \( i \), the \( L_{ij} \), \( 1 \leq j \leq L \), namely the number of type \( i \) jobs classified initially as \( j \) is then obtained by sampling from the multinomial distribution

\[
(L_{i1}, L_{i2}, \ldots, L_{ij}) \sim \text{Multinomial} (K_i; \epsilon_{i1}, \epsilon_{i2}, \ldots, \epsilon_{ij}).
\]  

These samples are drawn independently for distinct \( i \). We obtain the components of initial state \( L \) by setting \( L_j \), the total number of jobs initially classified as \( j \), equal to \( \sum_{i=1}^{j} L_{ij} \). Please note that our sampling scheme is such that the \( L_j \) will tend to be smaller for the \( J=4 \) cases studied than for the \( J=2 \) ones. The job service times are also sampled from a smaller range. These choices are dictated by the computational requirements of the value iteration scheme needed for the determination of the maximal Bayes' return and the associated optimal policies. Please note that our heuristic policies can themselves be computed easily for much larger problems.

For \( J=2 \), 200 profiles were generated according to the above sampling scheme in (28a)–(28l) for each of the 12 combinations of problem category (A,B,C,D) and classification quality (poor, medium, good). For each profile, 5 problems (i.e., initial states) were generated according to (29) and (30). Thus the total number of problems generated for each problem category/classification quality combination quality was 1,000, making 12,000 problems overall. For each problem, the quantities \( V^{(SF)}(L,0) \), \( V^{(SF)}(L,0) \) and \( V^{(SF)}(L,0) \) were computed along with the maximal return \( V^*(L,0) \). All computations used an appropriate form of DP value iteration from (15) and (17). For each heuristic \( \pi = \pi^{SF}, \pi^S, \pi^M \) and each problem \((L,0)\) generated, the percentage suboptimality

\[
\Delta_{\pi}(L,0) = 100\{V^\pi(L,0) - V^*(L,0)\} \left\{V^*(L,0)\right\}^{-1}
\]

was computed. Further, for each subcollection of 1,000 problems corresponding to a problem category/classification quality combination, the minimum, mean and maximum values of \( \Delta_{\pi}(L,0) \) were computed for each heuristic. These values may be found in Table 1.

We observe that the policy \( \pi^{SF} \) developed by utilising an approximating fluid model within a one-step DP policy improvement performs robustly well throughout. Its mean percentage suboptimality never exceeds 0.03% with a worst case, among all 12,000 problems of just 1.21% suboptimal. It comfortably outperforms \( \pi^S \) and \( \pi^M \) excepting only the category B/poor classification case where it is marginally outperformed by \( \pi^M \). Serious suboptimality is observed for the policies \( \pi^S \) and \( \pi^M \), especially for problem configurations for which they were not designed.

Note that, within problem categories, percentage suboptimality tends to increase with classification quality. To understand this, consider the worst case for classification in which \( \epsilon_{ij} = J^{-1} \forall i,j \) in
6. The cost of imperfect classification – analytical insight

In the previous sections, we have described tools to develop $\pi^SF$, an effective and easily computed policy for the triage problem with imperfect classification which has been seen to achieve a Bayes' return close to the optimum in a large number of problems. We now explore the complementary question of the price paid in reduced service completions for our inability to classify perfectly. We shall describe how we develop a measure of this, called the cost of imperfect classification (CIC). It will assist the forthcoming discussion if (7) by $\pi^M$.

Consider initial system state $(L,0)$. Conditional upon $(L,0)$, the true state of the system (4). Condition upon the event $(I = i)$, namely that the true state of the jobs in the system is actually given by the vector $i$ of job types. Consider a decision-maker with access to the true state $i$. We write $\nu$ for a scheduling policy which is able to exploit that access and $N(\nu|i)$ for the number of jobs served to completion under $\nu$. This decision-maker is able to achieve an expected number of job completions given by

$$\max_{\nu} E[N(\nu|i)],$$

where the expectation is taken with respect to realisations of the system evolving from $i$ under policy $\nu$ and the maximum is over all policies which have access to the true state of the system throughout. A decision-maker who does not have access to the true state $i$ can do no better than use the Bayes' policy $\pi^B$ which, conditional upon $i$, yields an expected return

$$E[N(\pi^B|i)].$$

Hence, conditional upon $i$, the reduction in the expected number of jobs completed because of our failure to classify perfectly is given by

$$\max_{\nu} E[N(\nu|i)] - E[N(\pi^B|i)].$$

(31)

When the initial system state is $(L,0)$, the measure of job completions lost we seek is obtained by taking an expectation of the (31)

<table>
<thead>
<tr>
<th>Category</th>
<th>Classification</th>
<th>Poor</th>
<th>Medium</th>
<th>Good</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\pi^P$</td>
<td>$\pi^M$</td>
<td>$\pi^M$</td>
</tr>
<tr>
<td>A</td>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.00</td>
<td>0.32</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.00</td>
<td>4.39</td>
<td>0.43</td>
</tr>
<tr>
<td>B</td>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.03</td>
<td>0.12</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.76</td>
<td>4.15</td>
<td>0.27</td>
</tr>
<tr>
<td>C</td>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.02</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.58</td>
<td>1.64</td>
<td>3.46</td>
</tr>
<tr>
<td>D</td>
<td>Min</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.00</td>
<td>0.04</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.07</td>
<td>0.73</td>
<td>3.77</td>
</tr>
</tbody>
</table>
with respect to the posterior distribution (4). We thus obtain the quantity
\[
E_{\Pi|L,0} \left[ \max_{v} E\{N(|v| | I)\} \right] - E\{N(\pi^j | I)\}
\]
\[
= E_{\Pi|L,0} \left[ \max_{v} E\{N(|v| | I)\} \right] - V^*(L, 0),
\]
where the latter equation follows from (6) and (7). We now give a formal definition.

**Definition 1.** The cost of imperfect classification for initial state \((L, 0)\) is given by
\[
CIC(L, 0) = E_{\Pi|L,0} \left[ \max_{v} E\{N(|v| | I)\} \right] - V^*(L, 0).
\]
(32)
The relative cost of imperfect classification is given by,
\[
RCIC(L, 0) = \frac{CIC(L, 0)}{V^*(L, 0)}.
\]
(33)

**Remark 1.** Berry and Kertz (1991) developed a directly equivalent measure to CIC (which they called 'the value of perfect information') in the context of multi-armed bandit problems. For such problems they compute the value of perfect information by first considering the difference between the expected reward achieved by a player with perfect information regarding the success probabilities of each arm of the bandit (and who thus pulls the arm with the highest success probability on every occasion) and a player who has imperfect information of the success probabilities mediated through a prior distribution and who can do no better than use a Bayes' policy for the problem. This difference is then averaged with respect to the prior concerned. This is exactly the approach taken here and which yields \(CIC(L, 0)\).

**Example 3.** For the problem with the \(p_i, L_i\) and lifetime and service time distributions given in Examples 1 and 2, we computed the relative cost RCIC with respect to different misclassification probabilities in the range 0.0–0.5. Note that \(\epsilon_{12} = 0.5\), \(i, j = 1, 2\) is the worst case when there are only two types of jobs. Fig. 2 below plots RCIC.

In Fig. 2 we see that the relative cost RCIC is continuous, increasing and concave componentwise in the misclassification probabilities \(\epsilon_{12}\) and \(\epsilon_{21}\) and is much more sensitive to the latter. A major factor here is the fact that type 1 jobs have much shorter lifetimes (with mean 1.45) than type 2 (mean 12.75), and are thus lost from the system much more quickly in any event. Should type 2 jobs be classified correctly and scheduled for processing appropriately, they are much more likely to be served to completion and contribute to the system's return. Mathematically, the quantity \(E_{\Pi|L,0} \left[ \max_v E\{N(|v| | I)\} \right] \) in the expression for CIC\((L, 0)\) increases with \(\epsilon_{21}\) but decreases with \(\epsilon_{12}\). For any initial state \((L, 0)\), the higher the value of \(\epsilon_{21}\), the more jobs are likely to actually be of type 2, and the higher are likely to be the number of successful completions. The quantity \(V^*(L, 0)\) decreases with both misclassification probabilities.

In the special case of exponentially distributed lifetimes studied by Glazebrook et al. (2004), it is possible to gain analytical insight into system characteristics which impact the cost of imperfect classification CIC and which will inform our upcoming numerical study. We first state a simple result which will be of use in the analysis.

**Lemma 1**
\[
E_{\Pi|L,0} \left[ \max_v E\{N(|v| | I)\} \right] \geq V^*(L, 0) \geq E_{\Pi|L,0} \left[ \min_v E\{N(|v| | I)\} \right].
\]
(34)
In order to state our main result, we need some additional notation. In the exponential lifetime case we shall write the distribution of type \(i\) lifetimes as \(X_i \sim \exp (\rho_0)\), \(1 \leq i \leq J\), where the \(\rho_0\) are taken to be fixed, and we shall be interested in the 'no loss' limit \(\rho \to 0\). Recall that, for true but unobservable state \(I\), we write \(L_i\) for the number of type \(i\) jobs classified as \(j\). Hence for initial system state \((L, 0)\) we must have \(\sum L_i = L, 1 \leq j \leq J\). We then use the triple \(ijk\) for the \(k\)th type \(i\) job to be classified as \(j\) and \(Y_{ijk}\) for its service time. The random variable \(Y_{ijk}\) has the distribution function \(G_i\). Hence we have
\[
Y(I) = \sum_{i=1}^{J} \sum_{j=1}^{J} \sum_{k=1}^{L_i} Y_{ijk}
\]
for the total service requirement associated with true state \(I\).
Finally, we need the system parameter $\delta$, defined by

$$\delta \equiv \max_i \frac{\theta_i}{E(Y_i)} - \min_i \frac{\theta_i}{E(Y_i)} = \rho^{-1} \left[ \max_i \{E(X_i)E(Y_i)\}^{-1} - \min_i \{E(X_i)E(Y_i)\}^{-1} \right].$$

**Theorem 1.** For the case of exponential lifetimes, we have

$$\text{CIC}(L,0) \leq \frac{1}{2} \delta \rho E_{L,L0} \left[ E(Y_1)^2 \right] + O(\rho^2)$$

and

$$\text{RCIC}(L,0) \leq \frac{1}{2N} \delta \rho E_{L,L0} \left[ E(Y_1)^2 \right] + O(\rho^2)$$

**Proof.** It follows from the above Lemma and from the definition of CIC that

$$\text{CIC}(L,0) \leq E_{L,L0} \left[ \max_{v} E(N(v|\mathbf{I})) - \min_{v} E(N(v|\mathbf{I})) \right].$$

(35)

It further follows from the analysis of Glazebrook et al. (2004), that when the true state is observable and has initial realised value $\mathbf{I} = \mathbf{I}$ then the static service policy $\nu_{SD}$ which serves the jobs in increasing order of the quantity $E(X_i) E(Y_i)$ secures a return which is within an $O(\rho^2)$ quantity of the maximum, namely

$$\max_v E(N(v|\mathbf{I})) - \min_v E(N(v|\mathbf{I})) \leq O(\rho^2).$$

(36)

Similarly, it can easily be established that the static policy $\nu_{SD}$ which serves the jobs in decreasing order of the quantity $E(X_i) E(Y_i)$ secures a return which is within an $O(\rho^2)$ quantity of the minimum, namely

$$E\{N(\nu_{SD}|\mathbf{I})\} - \min_v E(N(v|\mathbf{I})) \leq O(\rho^2).$$

(37)

To simplify the argument at this point, we relabel the jobs $1$ to $N$ such that, conditional upon $\mathbf{I} = \mathbf{I}$, the static policy $\nu_{SD}$ is identified with the permutation $(1, 2, \ldots, N)$ and the static policy $\nu_{SD}$ with $(N, N-1, \ldots, 1)$. Now, the permutation $(1, 2, \ldots, N)$ can be obtained from $(N, N-1, \ldots, 1)$ by a series of $\binom{N}{2}$ pairwise interchanges. At each stage, a permutation of the form $(\ldots, l, m, \ldots)$, $l > m$, is transformed via a single interchange to $(\ldots, m, l, \ldots)$. From Glazebrook et al. (2004), the static service policies corresponding to these permutations have associated returns such that

$$E\{N((\ldots, l, m, \ldots)|\mathbf{I})\} - E\{N((\ldots, l, m, \ldots)|\mathbf{I})\} = \left\{ \frac{\rho_0}{E(Y_m)} - \frac{\rho_0}{E(Y_l)} \right\} E(Y_l)E(Y_m) + O(\rho^2)$$

$$\leq \delta \rho E(Y_l)E(Y_m) + O(\rho^2).$$

(38)

Note that, in (38), by slight abuse of our notation, we have used subscripts $l, m$ to identify quantities (hazard rates, service times) identified with particular jobs. If we now aggregate the impact on returns from all $\binom{N}{2}$ pairwise interchanges, we infer from (38) that

$$E\{N(\nu_{SD}|\mathbf{I})\} - E\{N(\nu_{SD}|\mathbf{I})\} \leq \delta \rho \sum_{l \neq m} E(Y_l)E(Y_m) + O(\rho^2)$$

$$\leq \frac{1}{2} \delta \rho \left[ E(Y_1)^2 \right] + O(\rho^2).$$

(39)

We now infer from (36), (37) and (39) that

$$\max_v E(N(\nu|\mathbf{I})) - \min_v E(N(\nu|\mathbf{I})) \leq \frac{1}{2} \delta \rho \left[ E(Y_1)^2 \right] + O(\rho^2)$$

and the bound for CIC $(L,0)$ now follows from (35) by applying the expectation $E\{L,L0\}$ to both sides of (40). The bound for RCIC$(L,0)$ uses that for CIC$(L,0)$ together with the fact that $V^*(L,0) = N + O(\rho)$. This concludes the proof.

**Remark 2.** If we suppose that service time $Y_i$ has mean and variance $\mu_i$ and $\sigma^2_i$ respectively then it is straightforward to show that the key quantity in the bounds given in Theorem 1 is given by

$$E_{L,L0} \left[ E(Y_1)^2 \right] = \sum_{i=1}^{l} \sum_{i=1}^{N} L_i p_i(0) \left[ \sigma^2_i + \mu_i^2 (1 - p_i(0)) \right] - \sum_{i=1}^{l} \sum_{i=1}^{N} L_i p_i(0) p_i(0) \mu_i H_k.$$
Glazebrook (2010) that the performance of \( \pi_{SF} \) is very close to optimal in such cases and that any underestimate of the quantities \( CIC(L,0) \) and \( RCIC(L,0) \) which results will be small.

Our numerical study will consider problems with Weibull life-times and deterministic lifetimes and \( J = 2, 4 \). Problems will be created as in (28a)–(28i) above except for the sampling of \( b_j \), which is conducted as follows. Firstly we sample \( b_1 \) for the type 1 from one of (28d)–(28g), according to the specified category. The remaining \( \beta' \)'s are determined such that, conditioned on the sampled values of the \( x_a, S_a \) and \( \beta_1 \), the index ratios \( R_{ai} \) are all equal to some \( R \), say, where without loss of generality we take \( R > 1 \). We then check the relative length of service times and the lifetimes for every type other than the first one. If all of them are in the same category as of type 1, one problem instance is created. Otherwise the entire process is repeated. We take four cases for the setting of an \( R \)-value which are

---

**Fig. 3.** The relative costs \( RCIC \) for a problem with \( J = 2 \), Weibull lifetimes and deterministic service times, and two different service rates of type 2 jobs.

**Fig. 4.** Boxplot of the worst case relative costs \( RCIC \) for Weibull lifetimes and deterministic service times when \( J = 2 \).
above, the equal "of cases, including some in which the values of $R$ are presented in Fig. 4 in the form of a boxplot for each of the 16 making 8,000 problems in total. Values of the relative costs verification problem we need to solve to obtain outcomes $L$. We thus investigate a wide range of cases, including some in which the values of $E(X_i|E(Y_i)$ are nearly equal $\forall i$ to others in which there can be very large differences. As above, the $p_i$ will be obtained by first sampling independently from $U[0.1,0.9]$ and then normalising. However, we replace (28j)–(28l) by the choice $c_{ij} = 1^{\frac{1}{3}} \forall i,j$.

The computational effort needed here is very considerably greater than for the studies reported in Section 5. Happily, for the worst classification case we are considering the classification outcomes $L$ are immaterial. Nonetheless, for each imperfect classification problem we need to solve to obtain $V^*(L,0)$, there are $inom{N + J - 1}{N}$ corresponding perfect classification problems whose solutions contribute to the quantity $E_{(L,0)} \left[ \max_{j} E[N(\forall i)] \right]$. This number increases very rapidly with $N$ in the $J = 4$ cases. For $J = 2$, and each category $(A,B,C,D)/range (1,2,3,4)$ combination, 500 profiles were generated according to the above scheme, making 8,000 problems in total. Values of the relative costs $RCIC$ are presented in Fig. 4 in the form of a boxplot for each of the 16 category/range combinations.

Computational demands are such that for the $J = 4$ study, the number of profiles for each category/range combination was reduced to 100. Hence 1,600 problems with $J = 4$ are investigated. The results are given in Fig. 5.

It is very clear from both figures that the values of $RCIC$ do indeed increase markedly with $R$, this increase being rather more dramatic for the $J = 4$ cases. This is as to be expected since the latter cases accommodate much greater variability in the type-specific values $E(X_i|E(Y_i)$. Another clear feature is the tendency of $RCIC$ to decrease as lifetimes grow. To see why this might be expected, observe that in the limit in which no jobs are lost (lifetimes are infinite), all jobs will ultimately be served and no costs incurred by any misclassification. The median values for $RCIC$ are considerably larger for the $J = 4$ cases reflecting the fact that misclassification has more impact when the number of job types is greater. That the maximum values are nevertheless reduced for $J = 4$ is almost certainly due to the fact that the initial number of jobs in these problems is rather smaller (10 rather than 20), depressing the variability of the outcomes.
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